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General notions of robustness: Outline

1. Introduction: outliers and their effect on classical estimators
**What is robust statistics?**

Real data often contain outliers. Most classical methods are highly influenced by these outliers.

Robust statistical methods try to fit the model imposed by the **majority** of the data. They aim to find a 'robust' fit, which is similar to the fit we would have found without the outliers.

This allows for **outlier detection**: flag those observations deviating from the robust fit.

**What is an outlier? How much is the majority?**

---

**Assumptions**

- We assume that the majority of the observations satisfy a **parametric** model and we want to estimate the parameters of this model.
  
  E.g. \( x_i \sim N(\mu, \sigma^2) \)  
  \[ x_i \sim N_p(\mu, \Sigma) \]  
  \[ y_i = \beta_0 + \beta_1 x_i + \varepsilon_i \text{ with } \varepsilon_i \sim N(0, \sigma^2) \]

- Moreover, we assume that some of the observations might not satisfy this model.

- We do **NOT** model the outlier generating process.

- We do **NOT** know the **proportion** of outliers in advance.
Example

The classical methods for estimating the parameters of the model may be affected by outliers.

Example. Location-scale model: \( x_i \sim N(\mu, \sigma^2) \) for \( i = 1, \ldots, n \).

Data: \( X_n = \{x_1, \ldots, x_{10}\} \) are the natural logarithms of the annual incomes (in US dollars) of 10 people.

<table>
<thead>
<tr>
<th></th>
<th>9.52</th>
<th>9.68</th>
<th>10.16</th>
<th>9.96</th>
<th>10.08</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9.99</td>
<td>10.47</td>
<td>9.91</td>
<td>9.92</td>
<td>15.21</td>
</tr>
</tbody>
</table>

The income of person 10 is much larger than the other values. Normality cannot be rejected for the remaining (‘regular’) observations:

Normal Q–Q plot of all obs.        Normal Q–Q plot except largest obs.
Classical versus robust estimators

Location:

Classical estimator: arithmetic mean

\[ \hat{\mu} = \bar{x}_n = \frac{1}{n} \sum_{i=1}^{n} x_i \]

Robust estimator: sample median

\[ \hat{\mu} = \text{med}(X_n) = \begin{cases} x_{(n+1)/2} & \text{if } n \text{ is odd} \\ \frac{1}{2} \left( x_{(n/2)} + x_{(n/2)+1} \right) & \text{if } n \text{ is even} \end{cases} \]

with \( x_1 \leq x_2 \leq \ldots \leq x_n \) the ordered observations.

Scale:

Classical estimator: sample standard deviation

\[ \hat{\sigma} = \text{Stdev}_n = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x}_n)^2} \]

Robust estimator: interquartile range

\[ \hat{\sigma} = \text{IQRN}(X_n) = \frac{1}{2\Phi^{-1}(0.75)} \left( x_{(n-[n/4]+1)} - x([n/4]) \right) \]
Classical versus robust estimators

For the data of the example we obtain:

<table>
<thead>
<tr>
<th></th>
<th>the 9 regular observations</th>
<th>all 10 observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{x}_n$</td>
<td>9.97</td>
<td>10.49</td>
</tr>
<tr>
<td>med</td>
<td>9.96</td>
<td>9.98</td>
</tr>
<tr>
<td>Stdev$_n$</td>
<td>0.27</td>
<td>1.68</td>
</tr>
<tr>
<td>IQRN</td>
<td>0.13</td>
<td>0.17</td>
</tr>
</tbody>
</table>

1. The classical estimators are highly influenced by the outlier
2. The robust estimators are less influenced by the outlier
3. The robust estimate computed from all observations is comparable with the classical estimate applied to the non-outlying data.

Robustness: being less influenced by outliers

Efficiency: being precise at uncontaminated data

Robust estimators aim to combine high robustness with high efficiency
Outlier detection

The usual standardized values (z-scores, standardized residuals) are:

\[ r_i = \frac{x_i - \bar{x}_n}{\text{Stdev}_n} \]

Classical rule: if \(|r_i| > 3\), then observation \(x_i\) is flagged as an outlier.

Here: \(|r_{10}| = 2.8\) → ?

Outlier detection based on robust estimates:

\[ r_i = \frac{x_i - \text{med}(X_n)}{\text{IQRN}(X_n)} \]

Here: \(|r_{10}| = 31.0\) → very pronounced outlier!

**MASKING** is when actual outliers are not detected.

**SWAMPING** is when regular observations are flagged as outliers.

Remark

In this example the classical and the robust fits are quite different, and from the robust residuals we see that one of the observations deviates strongly from the others. For the remaining 9 observations a normal model seems appropriate.

It could also be argued that the normal model may not be appropriate itself, and that all 10 observations could have been generated from a single long-tailed or skewed distribution.

We could try to decide which of the two models is more appropriate if we had a much bigger sample. Then we could fit a long-tailed distribution and apply a goodness-of-fit test of that model, and compare it with the goodness-of-fit of the normal model on the non-outlying data.
What is an outlier?

An outlier is an observation that deviates from the fit suggested by the majority of the observations.

How much is the majority?

Some estimators (e.g. the median) already work reasonably well when 50% or more of the observations are uncontaminated. They thus allow for almost 50% of outliers.

Other estimators (e.g. the IQRN) require that at least 75% of the observations are uncontaminated. They thus allow for almost 25% of outliers.

This can be measured in general.
Breakdown value (breakdown point) of a location estimator

A data set with $n$ observations is given. If the estimator stays in a fixed bounded set even if we replace any $m - 1$ of the observations by any outliers, and this is no longer true for replacing any $m$ observations by outliers, then we say that:

the breakdown value of the estimator at that data set is $m/n$

Notation:

$$\varepsilon^*_n(T_n, X_n) = m/n$$

Typically the breakdown value does not depend much on the data set. Often it is a fixed constant as long as the original data set satisfies some weak condition, such as the absence of ties.

Example: $X_n = \{x_1, \ldots, x_n\}$ univariate data, $T_n(X_n) = \text{med}(X_n)$.

Assume $n$ odd, then $T_n = x_{((n+1)/2)}$.

- Replace $\frac{n-1}{2}$ observations by any value, yielding a set $X^*_n$
  \[ T_n(X^*_n) \text{ always belongs to } [x_{(1)}, x_{(n)}], \text{ hence } T_n(X^*_n) \text{ is bounded.} \]
- Replace $\frac{n+1}{2}$ observations by $+\infty$, then $T_n(X^*_n) = +\infty$.
- More precisely, if we replace $\frac{n+1}{2}$ observations by $x_{(n)} + a$, where $a$ is any positive real number, then $T_n(X^*_n) = x_{(n)} + a$.
  Since we can choose $a$ arbitrarily large, $T_n(X^*_n)$ cannot be bounded.

For $n$ odd or even, the (finite-sample) breakdown value $\varepsilon^*_n$ of $T_n$ is

$$\varepsilon^*_n(T_n, X_n) = \frac{1}{n} \left[ \frac{n + 1}{2} \right] \approx 50\% .$$

Note that for $n \to \infty$ the finite-sample breakdown value tends to $\varepsilon^* = 50\%$ (which we call the asymptotic breakdown value).

For instance, the arithmetic mean satisfies $\varepsilon^*_n(T_n, X_n) = \frac{1}{n} \to \varepsilon^* = 0\% .$
Breakdown value

A location estimator $\hat{\mu}$ is called **location equivariant** and **scale equivariant** iff

$$\hat{\mu}(aX_n + b) = a\hat{\mu}(X_n) + b$$

for all samples $X_n$ and all $a \neq 0$ and $b \in \mathbb{R}$.

A scale estimator $\hat{\sigma}$ is called **location invariant** and **scale equivariant** iff

$$\hat{\sigma}(aX_n + b) = |a|\hat{\sigma}(X_n).$$

For equivariant location estimators the breakdown value can be at most 50%:

$$\epsilon^*_n(\hat{\mu}, X_n) \leq \frac{1}{n} \left[ \frac{n + 1}{2} \right] \approx 50\%.$$

Intuitively: with more than 50% of outliers, the estimator cannot distinguish between the outliers and the regular observations.

Sensitivity curve

The **sensitivity curve** measures the effect of a single outlier on the estimator.

Assume we have $n - 1$ fixed observations $X_{n-1} = \{x_1, x_2, \ldots, x_{n-1}\}$.

Now let us see what happens if we add an additional observation equal to $x$, where $x$ can be any real number.

**Sensitivity curve**

$$\text{SC}(x, T_n, X_{n-1}) = \frac{T_n(x_1, \ldots, x_{n-1}, x) - T_{n-1}(x_1, \ldots, x_{n-1})}{1/n}$$

Example: for the arithmetic mean $T_n = \bar{X}_n$ we find $\text{SC}(x, T_n, X_{n-1}) = x - \bar{x}_{n-1}$.

Note that the sensitivity curve depends strongly on the data set $X_{n-1}$. 
Sensitivity curve: example

Annual income data: let $X_9$ consist of the 9 ‘regular’ observations.

$$T(x_1, \ldots, x_{n-1}, x) - T(x_1, \ldots, x_{n-1}) = \frac{1}{n}$$

Mechanical analogy

How do the concepts of breakdown value and sensitivity curve differ? From Galilei (1638):

Effect of a small weight is linear: Hooke’s law (sensitivity). Effect of a large weight is nonlinear (breakdown).
**Influence function**

- The influence function is the asymptotic version of the sensitivity curve. It is computed for an estimator $T$ at a certain distribution $F$, and does not depend on a specific data set.

- For this purpose, the estimator should be written as a function of a distribution $F$. For example, $T(F) = E_F[X]$ is the functional version of the sample mean, and $T(F) = F^{-1}(0.5)$ is the functional version of the sample median.

- The influence function measures how $T(F)$ changes when contamination is added in $x$. The contaminated distribution is written as

$$F_{\varepsilon,x} = (1 - \varepsilon)F + \varepsilon \Delta_x$$

for $\varepsilon > 0$, where $\Delta_x$ is the distribution that puts all its mass in $x$.

**Example:** for the arithmetic mean $T(F) = E_F[X]$ at a distribution $F$ with finite first moment:

$$\text{IF}(x, T, F) = \frac{\partial}{\partial \varepsilon} \left( (1 - \varepsilon)F + \varepsilon \Delta_x \right) |_{\varepsilon=0}$$

$$= \frac{\partial}{\partial \varepsilon} [\varepsilon x + (1 - \varepsilon)T(F)] |_{\varepsilon=0} = x - T(F)$$

At the standard normal distribution $F = \Phi$ we find $\text{IF}(x, T, \Phi) = x$.

We prefer estimators that have a *bounded* influence function.
**Gross-error sensitivity**

\[ \gamma^*(T, F) = \sup_x |F(x, T, F)| \]

We prefer estimators with a fairly small sensitivity (not just finite).

**Asymptotic variance**

For asymptotically normal estimators, the asymptotic variance is given by

\[ V(T, F) = \int |F(x, T, F)|^2 dF(x) \]

under some regularity conditions.

We would like estimators with a small \( \gamma^*(T, F) \) but at the same time a small \( V(T, F) \), i.e., a high statistical efficiency.

**Maxbias curve**

The influence function measures the effect of a single outlier, whereas the breakdown value says how many outliers are needed to completely destroy the estimator. These tools thus reflect opposite extremes.

We would also like to know what happens in between, i.e. when there is more than one outlier but not enough to break down the estimator. For any fraction \( \varepsilon \) of outliers, we consider the maximal bias that can be attained.

\[ \text{maxbias}(\varepsilon, T, F) = \sup_{G \in N_\varepsilon} |T(G) - T(F)| \]

with the ‘neighborhood’ \( N_\varepsilon = \{(1 - \varepsilon)F + \varepsilon H; \; H \text{ is any distribution}\} \).

The maxbias curve is useful to compare estimators with the same breakdown value. For the median at the standard normal distribution we obtain \( \text{maxbias}(\varepsilon, \text{med}, \Phi) = \Phi^{-1}(1/(2 - 2\varepsilon)) \) which is plotted on the next slide.
Maxbias curve

This graph combines the maxbias curve, the gross-error sensitivity and the breakdown value.

Robustness for univariate data: Outline

- Location only:
  - explicit location estimators
  - $M$-estimators of location

- Scale only:
  - explicit scale estimators
  - $M$-estimators of scale

- Location and scale combined

- Measures of skewness
The pure location model

Assume that \(x_1, \ldots, x_n\) are independent and identically distributed (i.i.d.) as

\[
F_\mu(x) = F(x - \mu)
\]

where \(-\infty < \mu < +\infty\) is the unknown location parameter and \(F\) is a continuous distribution with density \(f\), hence \(f_\mu(x) = F'_\mu(x) = f(x - \mu)\).

Often \(f\) is assumed to be symmetric. A typical example is the standard normal (gaussian) distribution \(\Phi\) with density \(\phi\).

We say that a location estimator \(T\) is \textbf{Fisher-consistent} at this model iff

\[
T(F_\mu) = \mu \quad \text{for all } \mu.
\]

Note that \(F_\mu\) is only a model for the uncontaminated data. We do not model outliers.

Some explicit location estimators

1. **Median**

2. **Trimmed mean**: ignore the \(m\) smallest and the \(m\) largest observations and just take the average of the observations in between:

\[
\hat{\mu}_{TM} = \frac{1}{n - 2m} \sum_{i=m+1}^{n-m} x(i)
\]

with \(m = \lfloor (n - 1)\alpha \rfloor\) and \(0 \leq \alpha < 0.5\).

For \(\alpha = 0\) this is the mean, and for \(\alpha \to 0.5\) this becomes the median.

3. **Winsorized mean**: replace the \(m\) smallest observations by \(x_{(m+1)}\) and the \(m\) largest observations by \(x_{(n-m)}\). Then take the average:

\[
\hat{\mu}_{WM} = \frac{1}{n} \left( mx_{(m+1)} + \sum_{i=m+1}^{n-m} x(i) + mx_{(n-m)} \right)
\]
Robustness properties

**Breakdown value:** $\varepsilon^*_n(\text{med}) \rightarrow 0.5$; $\varepsilon^*_n(\hat{\mu}_{TM}) = \varepsilon^*_n(\hat{\mu}_{WM}) = (m + 1)/n \rightarrow \alpha$.

**Maxbias:** For any $\varepsilon$, the median achieves the smallest maxbias among all location equivariant estimators.

**Influence function** at the normal model:

![Graph showing influence functions for different estimators](image)

Implicit location estimators

The location model says that $F_\mu(x) = F(x - \mu)$ with unknown $\mu$.

The **maximum likelihood estimator (MLE)** therefore satisfies

$$\hat{\mu}_{\text{MLE}} = \arg \max_\mu \prod_{i=1}^n f(x_i - \mu)$$

$$= \arg \max_\mu \sum_{i=1}^n \log f(x_i - \mu)$$

$$= \arg \min_\mu \sum_{i=1}^n -\log f(x_i - \mu)$$

For $f = \phi$ (standard normal), this yields $\hat{\mu}_{\text{MLE}} = \bar{x}_n$.

For $f(x) = \frac{1}{2} e^{-|x|}$ (Laplace distribution), this yields $\hat{\mu}_{\text{MLE}} = \text{med}(X_n)$.

For most $f$ the MLE has no explicit formula.
M-estimators of location

Let $\rho(x)$ be an even function, weakly increasing in $|x|$, with $\rho(0) = 0$.

**M-estimator of location**

$$\hat{\mu}_M = \arg\min_{\mu} \sum_{i=1}^{n} \rho(x_i - \mu)$$

If $\rho$ is differentiable with $\psi = \rho'$, then $\hat{\mu}_M$ satisfies:

$$\sum_{i=1}^{n} \psi(x_i - \hat{\mu}_M) = 0 \quad (1)$$

If $\psi$ is discontinuous, we take $\hat{\mu}_M$ as the $\mu$ where $\sum_{i=1}^{n} \psi(x_i - \mu)$ changes sign.

Note that the MLE is an M-estimator, with $\rho(x) = -\log f(x)$ and $\psi(x) = \rho'(x) = -f'(x)/f(x)$. For $F = \Phi$, $\psi(x) = -\phi'(x)/\phi(x) = x$.

Some often used $\rho$ functions

- **Mean**: $\rho(x) = x^2/2$
- **Median**: $\rho(x) = |x|$
- **Huber**:
  
  $$\rho_b(x) = \begin{cases} 
  x^2/2 & \text{if } |x| \leq b \\
  b|x| - b^2/2 & \text{if } |x| > b
  \end{cases}$$

- **Tukey’s bisquare**:

  $$\rho_c(x) = \begin{cases} 
  \frac{x^2}{2} - \frac{x^4}{2c^2} + \frac{x^6}{6c^4} & \text{if } |x| \leq c \\
  \frac{c^2}{6} & \text{if } |x| > c
  \end{cases} \quad (2)$$
Some often used $\rho$ functions

The corresponding score functions $\psi = \rho'$

- **Mean**: $\psi(x) = x$
- **Median**: $\psi(x) = \text{sign}(x)$
- **Huber**: 
  $$
  \psi_b(x) = \begin{cases} 
  x & \text{if } |x| \leq b \\
  b \text{ sign}(x) & \text{if } |x| > b 
  \end{cases}
  $$
- **Tukey’s bisquare**: 
  $$
  \psi_c(x) = \begin{cases} 
  x \left(1 - \frac{x^2}{c^2}\right)^2 & \text{if } |x| \leq c \\
  0 & \text{if } |x| > c 
  \end{cases}
  $$
The corresponding score functions $\psi = \rho'$

**Properties of location M-estimators**

- Fisher-consistent iff $\int \psi(x) dF(x) = 0$.
- Influence function:
  
  $$IF(x, T, F) = \frac{\psi(x)}{\int \psi'(y) dF(y)}$$

  The influence function of an M-estimator is proportional to its $\psi$-function. A bounded $\psi$-function thus leads to a bounded IF.

- Asymptotically normal with asymptotic variance
  
  $$V(T, F) = \int |IF(x, T, F)|^2 dF(x) = \frac{\int \psi^2(x) dF(x)}{(\int \psi'(y) dF(y))^2}$$

- By the information inequality, the asymptotic variance satisfies
  
  $$V(T, F) \geq \frac{1}{I(F)}$$

  where $I(F) = \int (-f'(x)/f(x))^2 dF(x)$ is the Fisher information of the model.
Properties of location M-estimators

- The asymptotic efficiency of an estimator $T$ at the model distribution $F$ is defined as
  
  $$\text{eff} = \frac{1}{V(T, F)I(F)}$$

  so by the information inequality it lies between 0 and 1.

- The Fisher information of the normal location model is 1, so the asymptotic efficiency is $\text{eff} = 1/V(T, F)$. For different choices of the tuning constants we obtain the following efficiencies:

  **Huber**: $b = 1.345$ gives $\text{eff} = 95\%$
  $b = 1.5$ gives $\text{eff} = 96.5\%$
  $b \to 0$ (median) gives $\text{eff} = 64\%$

  **Bisquare**: $c = 4.68$ gives $\text{eff} = 95\%$
  $c = 3.14$ gives $\text{eff} = 80\%$

- Breakdown value: 50% if $\psi$ is bounded.
  Note that it does not depend on the tuning parameter ($b$ or $c$).

- Maxbias curve: does grow with the tuning parameter.

- The Huber M-estimator has a **monotone** $\psi$-function, hence:
  - unique solution for (1)
  - large outliers still affect the estimate, but the effect remains bounded.

- The bisquare M-estimator has a **redescending** $\psi$-function, hence:
  - no unique solution for (1)
  - the effect of large outliers on the estimate reduces to zero.
Remarks

- The trimmed mean and the Huber M-estimator have the same IF, and thus the same asymptotic efficiency, when

\[ b = \frac{F^{-1}(1 - \alpha)}{1 - 2\alpha} \]

For instance, for \( \alpha = 0.25 \) we obtain \( b = 1.349 \) and \( \text{eff} = 95\% \).

But the Huber M-estimator has a 50% breakdown value, whereas the 25%-trimmed mean only has a 25% breakdown value.

- M-estimators of location are NOT scale equivariant. We will see later that we can make them scale equivariant by incorporating a scale estimate as well.

The pure scale model

The scale model assumes that the data are i.i.d. according to:

\[ F_\sigma(x) = F\left(\frac{x}{\sigma}\right) \]

where \( \sigma > 0 \) is the unknown scale parameter. As before \( F \) is a continuous distribution with density \( f \), but now

\[ f_\sigma(x) = F'_\sigma(x) = \frac{1}{\sigma} f\left(\frac{x}{\sigma}\right) . \]

We say that a scale estimator \( S \) is Fisher-consistent at this model iff

\[ S(F_\sigma) = \sigma \quad \text{for all } \sigma > 0 . \]
Robustness measures of scale estimators

- The influence function is defined as for any other estimator.
- The breakdown value of a scale estimator is defined as the minimum of the explosion breakdown value and the implosion breakdown value.

**Explosion** is when the scale estimate is inflated ($\hat{\sigma} \to \infty$). The classical standard deviation can explode due to a single far outlier.

**Implosion** is when the scale estimate becomes arbitrarily small ($\hat{\sigma} \to 0$), which would be a problem because scale estimates often occur in the denominator of a statistic (such as the $z$-score).

For equivariant scale estimators the breakdown value is at most 50%:

$$\epsilon_n^*(\hat{\sigma}, X_n) \leq \frac{1}{n} \left\lfloor \frac{n}{2} \right\rfloor \approx 50\% .$$

- Analogously, we can compute two maxbias curves: one for implosion, and one for explosion.

## Explicit scale estimators

Some explicit scale estimators:

- **Standard deviation (Stdev)** Not robust.
- **Interquartile range**

$$\text{IQR}(X_n) = x(n-[n/4]+1) - x([n/4])$$

However, at $F_{\sigma} = N(0, \sigma^2)$ it holds that $IQR(F_{\sigma}) = 2\Phi^{-1}(0.75)\sigma \neq \sigma$.

Normalized IQR:

$$\text{IQRN}(X_n) = \frac{1}{2\Phi^{-1}(0.75)} \cdot \text{IQR}(X_n) .$$

The constant $1/2\Phi^{-1}(0.75) = 0.7413$ is a *consistency factor*.

When using software, it should be checked whether the consistency factor is included or not!
Explicit scale estimators

Estimators with 50% breakdown value:

- **Median absolute deviation**

  \[ \text{MAD}(X_n) = \text{med}_i(|x_i - \text{med}(X_n)|) \]

  At any symmetric sample it holds that \( \text{IQR} = 2 \text{MAD} \).

  At the normal model we use the normalized version:

  \[ \text{MADN}(X_n) = \frac{1}{\Phi^{-1}(0.75)} \text{MAD}(X_n) = 1.4826 \text{MAD}(X_n) \]

- **\( Q_n \) estimator** (Rousseeuw and Croux, 1993)

  \[ Q_n = 2.219\{ |x_i - x_j|; i < j \}_{(k)} \]

  with \( k = \binom{h}{2} \approx \binom{n}{2}/4 \) and \( h = \lceil n/2 \rceil + 1 \).

  \( Q_n \) does not depend on an initial location estimate!

  Its breakdown value is 50% .

  Despite appearances, \( Q_n \) can be computed in \( O(n \log n) \) time.
Influence function of various scale estimators

![Image of influence function graph]

### Explicit scale estimators

Robustness and efficiency at the normal model:

<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon^*$</th>
<th>$\gamma^*$</th>
<th>eff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stdev</td>
<td>0%</td>
<td>$\infty$</td>
<td>100%</td>
</tr>
<tr>
<td>IQRN</td>
<td>25%</td>
<td>1.167</td>
<td>37%</td>
</tr>
<tr>
<td>MADN</td>
<td>50%</td>
<td>1.167</td>
<td>37%</td>
</tr>
<tr>
<td>$Q_n$</td>
<td>50%</td>
<td>2.069</td>
<td>82%</td>
</tr>
</tbody>
</table>

Note that IQRN and MADN have the same influence function, but that the breakdown value of MADN is twice as high as that of IQRN. We thus prefer MADN over IQRN. Also note that $Q_n$ has a higher efficiency.
MLE estimator of scale

The maximum likelihood estimator (MLE) of $\sigma$ satisfies

$$
\hat{\sigma}_{\text{MLE}} = \arg \max_{\sigma} \prod_{i=1}^{n} \frac{1}{\sigma} f \left( \frac{x_i}{\sigma} \right)
$$

$$
= \arg \max_{\sigma} \sum_{i=1}^{n} \left\{ -\log(\sigma) + \log f \left( \frac{x_i}{\sigma} \right) \right\}
$$

Zeroing the derivative with respect to $\sigma$ yields:

$$
\sum_{i=1}^{n} \left\{ -\frac{1}{\sigma} + \frac{f'(\frac{x_i}{\hat{\sigma}})}{f(\frac{x_i}{\hat{\sigma}})} \frac{x_i}{\sigma^2} \right\} = 0
$$

$$
\sum_{i=1}^{n} -\frac{f'(\frac{x_i}{\sigma})}{f(\frac{x_i}{\sigma})} \frac{x_i}{\sigma} = n
$$

$$
\frac{1}{n} \sum_{i=1}^{n} -\frac{x_i}{\hat{\sigma}} f'(\frac{x_i}{\hat{\sigma}}) f(\frac{x_i}{\hat{\sigma}}) = 1 .
$$

We can rewrite this last expression as

$$
\frac{1}{n} \sum_{i=1}^{n} \rho \left( \frac{x_i}{\hat{\sigma}} \right) = 1
$$

if we put

$$
\rho(t) = -t \frac{f'(t)}{f(t)} .
$$

If $f = \phi$, then $\rho(t) = t^2$ and $\hat{\sigma}_{\text{MLE}} = \sqrt{\sum_{i=1}^{n} \frac{x_i^2}{n}}$ (the root mean square).

If $f = \frac{1}{2} e^{-|x|}$ (Laplace), then $\rho(t) = |t|$ and $\hat{\sigma}_{\text{MLE}} = \sum_{i=1}^{n} \frac{|x_i|}{n}$

For most other densities $f$ there is no explicit formula for $\hat{\sigma}_{\text{MLE}}$.

We can now generalize the formula above to a function $\rho$ that was not obtained from the density of a model distribution.
M-estimators of scale

Let \( \rho(x) \) be an even function, weakly increasing in \(|x|\), with \( \rho(0) = 0 \).

\[
\frac{1}{n} \sum_{i=1}^{n} \rho \left( \frac{x_i}{\hat{\sigma}_M} \right) = \delta
\]

The constant \( \delta \) is usually taken as

\[
\delta = \int \rho(t) dF(t)
\]

to obtain Fisher-consistency at the model \( F_\sigma \).

The breakdown value of an M-estimator of scale is

\[
\varepsilon^*(\hat{\sigma}_M) = \min \left( \varepsilon^*_\text{expl}, \varepsilon^*_\text{impl} \right) = \min \left( \frac{\delta}{\rho(\infty)}, 1 - \frac{\delta}{\rho(\infty)} \right)
\]

so it is 0% for unbounded \( \rho \) and 50% for a bounded \( \rho \) with \( \delta = \rho(\infty)/2 \).

Properties of M-estimators of scale

- At the model distribution \( F \) we have \( \hat{\sigma} = 1 \) by Fisher-consistency, and

\[
IF(x, T, F) = \frac{\rho(x) - \delta}{\int y \rho'(y) dF(y)}
\]

The influence function of an M-estimator is proportional to \( \rho(x) - \delta \). A bounded \( \rho \)-function thus leads to a bounded IF.

- Asymptotically normal with asymptotic variance

\[
V(T, F) = \int IF(x, T, F)^2 dF(x)
\]

- By the information inequality, the asymptotic variance satisfies

\[
V(T, F) \geq \frac{1}{I(F)}
\]

where \( I(F) = \int (-1 - \frac{x f'(x)}{f(x)})^2 dF(x) \) is the Fisher information of the scale model. For \( F = \Phi \) we find \( I(F) = 2 \) and \( IF(x; \text{MLE}, \Phi) = (x^2 - 1)/2 \).
From standard deviation to MAD

Bisquare M-estimator of scale

A popular choice for $\rho$ is the bisquare function (2).
The maximal breakdown value of 50% is achieved at $c = 1.547$.

\[ \rho(x) \]

rho function for Tukey's bisquare

\[ c = 1.547 \quad c = 2.5 \]
Model with both location and scale unknown

The general location-scale model assumes that the $x_i$ are i.i.d. according to

$$F_{(\mu, \sigma)}(x) = F\left(\frac{x - \mu}{\sigma}\right)$$

where $-\infty < \mu < +\infty$ is the location parameter and $\sigma > 0$ is the scale parameter. In this general model, both $\mu$ and $\sigma$ are assumed to be unknown which is realistic. The density is now

$$f_{(\mu, \sigma)}(x) = F'_{(\mu, \sigma)}(x) = \frac{1}{\sigma} f\left(\frac{x - \mu}{\sigma}\right).$$

In this general situation we can still estimate location and scale by means of the explicit estimators we saw for the pure location model (Median, trimmed mean, and winsorized mean) and the pure scale model (IQRN, MADN, and $Q_n$).

Note that the location M-estimators we saw before, given by

$$\hat{\mu}_M = \arg\min_\mu \sum_{i=1}^n \rho(x_i - \mu)$$

are not scale equivariant. But we can define a scale equivariant version by

$$\hat{\mu}_M = \arg\min_\mu \sum_{i=1}^n \rho\left(\frac{x_i - \mu}{\hat{\sigma}}\right)$$

where $\hat{\sigma}$ is a robust scale estimate that we compute beforehand. The robustness of the end result depends on how robust $\hat{\sigma}$ is, so it is best to use a scale estimator with high breakdown value such as $Q_n$.

For instance, a location M-estimator with monotone and bounded $\psi$-function (say, the Huber $\psi$ with $b = 1.5$) and with $\hat{\sigma} = Q_n$ attains a 50% breakdown value, which is the highest possible.
An algorithm for location M-estimators

Based on $\psi = \rho'$ we define the weight function

$$W(x) = \begin{cases} \frac{\psi(x)}{x} & \text{if } x \neq 0 \\ \psi'(0) & \text{if } x = 0. \end{cases}$$

Using this function $W(x) = \psi(x)/x$, the estimating equation

$$\sum_{i=1}^{n} \psi \left( \frac{x_i - \hat{\mu}_M}{\hat{\sigma}} \right) = 0$$

can be rewritten as

$$\sum_{i=1}^{n} \frac{x_i - \hat{\mu}_M}{\hat{\sigma}} \ W \left( \frac{x_i - \hat{\mu}_M}{\hat{\sigma}} \right) = 0$$

or equivalently

$$\hat{\mu}_M = \frac{\sum_{i=1}^{n} w_i x_i}{\sum_{i=1}^{n} w_i}$$

with weights $w_i = W\left( (x_i - \hat{\mu}_M)/\hat{\sigma} \right)$, so we can see the location M-estimator $\hat{\mu}_M$ as a weighted mean of the observations.

But this is still an implicit equation, as the $w_i$ depend on $\hat{\mu}_M$ itself.
**An algorithm for location M-estimators**

Iterative algorithm:

1. Start with an initial estimate, typically $\hat{\mu}_0 = \text{med}(X_n)$
2. For $k = 0, 1, 2, \ldots$, set
   
   $$w_{k,i} = W\left(\frac{x_i - \hat{\mu}_k}{\hat{\sigma}}\right)$$

   and then compute
   
   $$\hat{\mu}_{k+1} = \frac{\sum_{i=1}^{n} w_{k,i} x_i}{\sum_{i=1}^{n} w_{k,i}}$$

3. Stop when $|\hat{\mu}_{k+1} - \hat{\mu}_k| < \epsilon \hat{\sigma}$.

Since each step is a weighted mean, which is a special case of weighted least squares, this algorithm is called **iteratively reweighted least squares (IRLS)**.

For monotone M-estimators, this algorithm is guaranteed to converge to the (unique) solution of the estimating equation.

**Algorithms for M-estimators**

Remarks:

- IRLS is not the only algorithm for computing M-estimators. One can also use Newton-Raphson steps. Taking a single Newton-Raphson step starting from $\text{med}(X_n)$ yields an estimator by itself, which has good properties.

- Similar algorithms also exist for M-estimators of scale.

- An alternative approach to M-estimation in the location-scale model would be to consider a system of two estimating equations:

  $$\sum_{i=1}^{n} \psi\left(\frac{x_i - \mu}{\sigma}\right) = 0 \quad \text{and} \quad \frac{1}{n} \sum_{i=1}^{n} \rho\left(\frac{x_i - \mu}{\sigma}\right) = \delta$$

  and to search for a pair $(\hat{\mu}, \hat{\sigma})$ that solves both equations simultaneously. But we don’t do this because it yields less robust estimates!
**Example**

Applying all these location estimators to the annual income data set yields:

<table>
<thead>
<tr>
<th>Estimator</th>
<th>regular obs.</th>
<th>all obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{x}_n$</td>
<td>9.97</td>
<td>10.49</td>
</tr>
<tr>
<td>med</td>
<td>9.96</td>
<td>9.98</td>
</tr>
<tr>
<td>trimmed mean, $\alpha = 0.25$</td>
<td>9.97</td>
<td>10.00</td>
</tr>
<tr>
<td>Winsorized mean, $\alpha = 0.25$</td>
<td>9.98</td>
<td>10.01</td>
</tr>
<tr>
<td>Huber, $b = 1.5$</td>
<td>9.97</td>
<td>10.00</td>
</tr>
<tr>
<td>Bisquare, $c = 4.68$</td>
<td>9.96</td>
<td>9.96</td>
</tr>
</tbody>
</table>

**Example**

Applying the scale estimators to these data:

<table>
<thead>
<tr>
<th>Estimator</th>
<th>regular obs.</th>
<th>all obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stdev</td>
<td>0.27</td>
<td>1.68</td>
</tr>
<tr>
<td>IQRN</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>MADN</td>
<td>0.18</td>
<td>0.22</td>
</tr>
<tr>
<td>$Q_n$</td>
<td>0.31</td>
<td>0.37</td>
</tr>
<tr>
<td>Huber, $b = 1.5$</td>
<td>0.17</td>
<td>0.19</td>
</tr>
<tr>
<td>Bisquare, $c = 4.68$</td>
<td>0.23</td>
<td>0.29</td>
</tr>
</tbody>
</table>
Robust measures of skewness

We know that the third moment is not robust. The **quartile skewness** measure is defined as

\[
\frac{(Q_3 - Q_2) - (Q_2 - Q_1)}{Q_3 - Q_1}
\]

where \( Q_1, Q_2 = \text{med}(X_n) \), and \( Q_3 \) are the quartiles of the data. This skewness measure has a 25% breakdown value but is not very 'efficient' in that deviations from symmetry may not be detected well.

**Medcouple (MC) (Brys et al., 2004)**

\[
MC(X_n) = \text{med} \left( \{ h(x_i, x_j); x_i < Q_2 < x_j \} \right)
\]

with

\[
h(x_i, x_j) = \frac{(x_j - Q_2) - (Q_2 - x_i)}{x_j - x_i}.
\]

This measure also has \( \varepsilon^* = 25\% \) and is more sensitive to asymmetry.

Standard boxplot

The boxplot is a tool of exploratory data analysis. It flags as outliers all points outside the ‘fence’

\[
[Q_1 - 1.5 \text{ IQR}, Q_3 + 1.5 \text{ IQR}]
\]

**Example:** Length of stay in hospital (in days):

![Standard boxplot](image)

This outlier detection rule is not very accurate at asymmetric data.
Adjusted boxplot

For right-skewed distributions, the fence is now defined as

\[ Q_1 - 1.5 e^{-4MC} IQR, Q_3 + 1.5 e^{3MC} IQR \]

(Hubert and Vandervieren, 2008).

Software

In the freeware package R:
- Mean, Median: `mean`, `median`
- Trimmed mean: `mean(x,trim=0.25)`
- Winsorized mean: `winsor.mean(x,trim=0.25)` in package `psych`
- Huber's M: `huberM` in package `robustbase`, `hubers` in package `MASS`, `rlm` in package `MASS` [ `rlm(X ~ 1,psi=psi.huber)` ]
- Tukey Bisquare: `rlm` in package `MASS` [ `rlm(X ~ 1,psi=psi.bisquare)` ]
- MADN, IQR: `mad` and `IQR`
- \( Q_n \): function `Qn` in package `robustbase`
- Medcouple: `mc` in package `robustbase`
- Adjusted boxplot: `adjbox` in package `robustbase`
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