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Abstract

Image view synthesis has seen great success in recon-
structing photorealistic visuals, thanks to deep learning and
various novel representations. The next key step in immer-
sive virtual experiences is view synthesis of dynamic scenes.
However, several challenges exist due to the lack of high-
quality training datasets, and the additional time dimen-
sion for videos of dynamic scenes. To address this issue,
we introduce a multi-view video dataset, captured with a
custom 10-camera rig in 120FPS. The dataset contains 96
high-quality scenes showing various visual effects and hu-
man interactions in outdoor scenes. We develop a new al-
gorithm, Deep 3D Mask Volume, which enables temporally-
stable view extrapolation from binocular videos of dynamic
scenes, captured by static cameras. Our algorithm ad-
dresses the temporal inconsistency of disocclusions by iden-
tifying the error-prone areas with a 3D mask volume, and
replaces them with static background observed throughout
the video. Our method enables manipulation in 3D space as
opposed to simple 2D masks, We demonstrate better tempo-
ral stability than frame-by-frame static view synthesis meth-
ods, or those that use 2D masks. The resulting view synthe-
sis videos show minimal flickering artifacts and allow for
larger translational movements.

1. Introduction

Recent advances in view synthesis have shown promis-
ing results in creating immersive virtual experiences from
images. Nonetheless, in order to reconstruct compelling
and intimate interaction with the virtual scene, the ability
to incorporate temporal information is much needed. In this
paper, we study a specific setup where the input videos are
from static, binocular cameras and novel views are mostly
extrapolated from the input videos, similar to the case in
StereoMag[47]. We believe that this case is useful as dual-
and multi-camera smartphones are gaining traction and it
could also prove to be interesting for 3D teleconferencing,
surveillance or playback on virtual reality headsets. More-
over, we can acquire the dataset from a static camera rig
as shown in Fig.1. Although we can apply state-of-the-art
image view synthesis algorithms [47, 41, 28, 37] on each in-
dividual video frame, the results lack temporal consistency
and often show flickering artifacts. The issues mostly come

from the unseen occluded regions as the algorithm predicts
them on a per-frame basis. The resulting estimations are
not consistent across the time dimension and it causes some
regions to become unstable when shown in a video.

In this paper, we address the temporal inconsistency
when extrapolating views by exploiting the static back-
ground information across time. To this end, we employ
a 3D mask volume, which allows manipulation in 3D space
as opposed to a 2D mask, to reason about moving objects in
the scene and reuse static background observations across
the video. As shown in Fig.4, we first promote the instan-
taneous and background inputs into two sets of multiplane
images (MPI)[47] via an MPI network. Then, we warp the
same set of input images to create a temporal plane sweep
volume, providing information about the 3D structure of
the scene. The mask network converts this volume to a 3D
mask volume which allows us to blend between the two sets
of MPIs. Finally, the blended MPI volume can render novel
views with minimal flickering artifacts.

To train this network, we also introduce a new multi-
view video dataset to address the lack of publicly available
data. We build a custom camera rig comprised of 10 ac-
tion cameras and capture high-quality 120FPS videos with
the static rig (see Fig.1). Our dataset contains 96 dynamic
scenes of various outdoor environments and human interac-
tions. We show that the proposed method generates tem-
porally stable results against previous state-of-the-art meth-
ods, while only using two input views.

Our contributions can be summarized as:
• a multi-view video dataset composed of 96 various dy-

namic scenes (Sec. 3);
• a novel 3D volumetric mask able to segment dy-

namic objects from static background in 3D, produc-
ing higher-quality and temporally stable results than
state-of-the-art methods (Sec. 4.2).

2. Related Work
Our goal is to achieve temporally stable view synthesis

on dynamic scenes. We are inspired by several previous
methods in view synthesis and space-time synthesis.

2.1. View synthesis
View synthesis is a complicated problem which has be-

come a popular field of research in computer vision and
graphics. Earlier lines of work utilize dense sampling from
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Figure 1. Our custom camera rig. Top left figure shows the configuration we use for evaluation in Sec. 5. We show the input stereo image
sequences from camera 4 and camera 5 in the middle. Rightmost column shows the crops of rendered novel view at camera 0. Artifacts
appear when the novel view is translated by a larger distance. We use conventional MPI method [28] as our baseline algorithm. Note how
the area on top of the person’s head is distorted and shows “stack of cards” artifacts. This type of artifact flickers in a dynamic video as the
network hallucinates the disocclusion per-frame.

the scene to create light fields [14, 20]. Image-based render-
ing techniques [7, 10] exploit proxy geometry of the scene
to produce novel view renderings. Later extensions on this
topic introduce better modeling of the scene structure [36]
and hand-crafted heuristics [9, 33]. As deep learning be-
came dominant, learning-based methods [17, 12, 19, 44, 30]
have shown promising results. Recently, a class of re-
search works focuses on combining novel representations
[47, 29, 28, 41, 11, 18, 25, 39, 31, 23] with a differen-
tiable rendering pipeline to produce high-quality results.
Another exciting advance is neural radiance fields (NeRF)
[29], which encodes the 3D scene structure in a compact
continuous 5D volumetric function. Although NeRF has
shown promising view synthesis results, it has to overfit
to the given scene with enough samples (10 or more), re-
quiring time-consuming per-scene training. Rendering time
could take up to 30s for one image, whereas our pipeline
allows inference and rendering in less than 2s without ded-
icated optimization, using only binocular input views.

Instead, in this paper we focus on a specific layered rep-
resentation, multiplane images (MPI) [42, 47, 41, 28, 6],
as it provides good generalizability across various scenes
and efficiency capable of real-time rendering. Our proposed
method directly tackles the temporal instability introduced
in MPIs when the disoccluded areas lead to different esti-
mations across time.

2.2. Space-time synthesis

Space-time synthesis is a more complicated problem
since it not only involves movement of the novel viewpoint
in space, but also incorporates differences of time. A body
of work covers appearance changes such as relighting while
changing views [45, 44, 4, 3, 27]. However, these methods
focus on the lighting change with respect to a static scene,
treating dynamic objects in the scene as outliers. On the
other hand, some methods directly target dynamic scenes
[6, 1, 2, 46, 48]. While our method utilizes MPIs simi-

lar to Broxton et al.[6], they employ dense sampling of 46
cameras to reconstruct light fields of the viewing volume,
essentially interpolating between cameras. Our method fo-
cuses on the stereo case similar to StereoMag[47], target-
ing extrapolation from stereo inputs like dual-camera smart-
phones. In addition, unlike depth-based methods [1, 46],
we do not require any explicit depth maps to render novel
viewpoints. As depth-based methods often yield flicker-
ing and require hole-filling, we instead use a representa-
tion more suitable for rendering. Another issue that depth-
based methods do not address is the lack of generalizability.
Bansal et al. [1] trained on limited data which could make
the learned network overfit to a small number of scenes.
Moreover, while Yoon et al. [46] uses a pretrained net-
work to ensure generalizability on unseen scenes, it still
requires human-generated masks for foreground and back-
ground separation. We capture various dynamic scenes with
human interactions to train our network and ensure that it
is generalizable across different unseen scenes. Also, our
network utilizes the background information extracted from
video and uses it to directly segment the foreground and
background in 3D space without any human input.

3. Dataset
High-quality video datasets are crucial for learning-

based novel-view video synthesis algorithms. The ideal
datasets would contain a diversity of scenes, captured at
multiple synchronized views. In this work we introduce
a novel multi-view video datasets. We discuss the limita-
tions of existing datasets compared to our dataset in Sec.
3.1. We describe our data capture and generation process
in Sec. 3.2. Finally, we discuss the statistics and advanced
properties of our dataset in Sec. 3.3.

3.1. Multi-view video dataset
As shown in Table 1, we evaluate several properties

which are important to train a generalized view synthesis


