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Abstract

We propose a novel robust video stabilization method. Unlike traditional video stabilization techniques that involve complex motion models, we directly model the appearance change of the frames as the dense optical flow field of consecutive frames. We introduce a new formulation of the video stabilization task based on first principles, which leads to a large scale non-convex problem. This problem is hard to solve, so previous optical flow based approaches have resorted to heuristics. In this paper, we propose a novel optimization routine that transfers this problem into the convolutional neural network parameter domain. While we exploit the general benefits of CNNs, including standard gradient-based optimization techniques, our method is a new approach to using CNNs purely as an optimizer rather than learning from data. Our method trains the CNN from scratch on each specific input example, and intentionally overfits the CNN parameters to produce the best result on the input example. By solving the problem in the CNN weight space rather than directly for image pixels, we make it a viable formulation for video stabilization. Our method produces both visually and quantitatively better results than previous work, and is robust in situations acknowledged as limitations in current state-of-the-art methods.

1. Introduction

Video stabilization has been an important part of both professional and amateur video processing tools like Adobe Premiere, After Effects and Deshaker. There are also numerous researches on video stabilization. These works are typically summarized into two categories according to the dimensionality of the model used to interpret the frame motion. The 2D methods analyze the video frame motion by tracking features in 2D image space. The frame motion is modeled as a full-frame 2D image transformation like Matsushita et al. [22] or a grid of local homographies like Liu et al. [21]. 3D methods seek to explore the 3D location of feature points in the scene while calculating the camera pose in 3D space. Works following this direction include Liu et al. [18], Bhat et al. [1] and Sun [25]. However, all previous methods involve various heuristics. In real scenarios, complex effects (e.g. motion blur, occlusion, parallax) may unexpectedly break the assumptions in these methods and therefore produce artifacts in the results.

It would be ideal if we could make no assumptions about the physics and directly optimize the appearance change of the frames in the results so that the video is stabilized. To model the appearance change, dense optical flow fields between consecutive frames are needed. We seek to apply pixel-wise offsets to these optical flow fields, and smooth the motion of each pixel. However, modeling the frames with optical flow brings three major challenges. First, modern videos are usually high-definition. This means that the number of pixels in each frame is large. As the length of video grows, optimization quickly becomes intractable since too many pixel motions need to be solved. (For example, for a 100-frame standard 480P video (854×480), the number of motion vectors to be solved is 854 × 480 × 100 = 4.1 × 10^7). Second, as the problem size becomes large, the energy landscape of the non-convex optimization becomes complex. General gradient-based optimization algorithms may easily get stuck in local minima and yield unsatisfactory results. Third, the performance of the video stabilization is affected by the quality of optical flow. Local errors in the optical flow map will also be blindly treated as actual pixel motions, causing artifacts in the final results. Therefore, the regularization needs to be carefully designed to enforce spatial consistency and maintain robustness to the errors in the optical flow field.

Instead of trying to directly solve for the pixel-wise warp field, we propose a novel method that optimizes in the space of neural network parameters. Note that unlike standard CNN approaches, we don’t use large datasets or learning of parameters a-priori. We train the CNN from scratch on a single input video. In fact, there is no traditional training in our method; the CNN is simply used as a robust way to do global optimization with a physically-based objective function. The other important difference from traditional CNN training is that we seek to overfit the data as much as possible since our sole goal is to produce the best results for the single input video. By optimizing the parameters of the CNN rather than directly for pixels in a single test video, we make the dense warp field optimization tractable. A similar idea has been employed in image generation and restoration by Ulyanov et al. [27], but is applied by us for the first time in video stabilization. This idea may be applicable in many other image and video processing applications where the physically-based problem is intractable for traditional optimization algorithms.

The pipeline of our method is shown in Fig. [1]. We first pre-stabilize the video to reduce the frame motion (Appendix A). We use optical flow between consecutive frames to generate...
determine correspondence of all pixels between the two frames. The stabilization is achieved by minimizing the distances between corresponding pixels. We seek to solve a full-frame 2D image transformation and a dense warp field for each frame, so that the original frames can be warped and stabilized. We will discuss our formulation of the video stabilization problem in Sec. 3.

In summary, our contributions include:

**Optical flow based formulation:** We use the optical flow to track the actual motion of all the pixels in the video instead of pixel profiles in Liu et al.\[20\], which enables high robustness, universal stabilization over any part of the scene (regardless of foreground or background), and flexible non-parametric frame warping (Sec. 3). Our novel formulation of video stabilization leads to a large scale non-convex problem, which is addressed as discussed below with a CNN-based optimization.

**Neural network based regression:** We propose a new idea to transfer the video stabilization problem into a neural network based regression (Sec. 4). We also discuss the implementation details of the neural network regression in Sec. 5. We analyze the effect of different network structures on the final results, and propose a network structure that is best for video stabilization. Our network structure significantly simplifies the optimization process and generates compelling results (Sec. 6).

2. Related Works

In this section, we summarize related works in video stabilization and neural network based regression.

2.1. Video Stabilization

**2D Methods** The 2D methods in general have low computational complexity and can be solved efficiently. However, 2D methods suffer from potential problems. First, the tracked 2D features can be unreliable due to motion blur and illumination change. Obtaining long feature tracks is also difficult in videos with significant occlusions. Liu et al.\[21\] tracks the 2D feature points and solves for a grid that smoothes its enclosing feature tracks. Grundmann et al.\[4\] requires a camera path calculated from feature tracks as an initialization of the algorithm. Buehler et al.\[2\] also requires long feature tracks and simple motion scenarios. Some methods seek to explore the relative position of feature points. Liu et al.\[19\] perform stabilization on the extracted eigen-trajectories. Goldstein and Fattal\[6\] utilize the epipolar geometry to maintain the relative position of feature points. Wang et al.\[29\] also seek to keep the relative position of feature points. These works’ performances are still subject to the quality of tracked features.

Second, using a parametric motion model is usually insufficient to stabilize videos with parallax effects, since the motions of pixels in the same frame are not subject to the same homography constraint. Matsushita et al.\[22\] and Gleicher and Liu\[5\] treat the scene as a plane and use a full-frame homography to stabilize the video. Liu et al.\[21\] and Yu and Ramamoorthi\[31\] divide the frames into grids and apply a local homography, but essentially cannot handle complex depth variation in the scene. Liu et al.\[20\] uses optical flow to warp the original frames. However, the pixel profile proposed in Liu et al.\[20\] is very sensitive to motion discontinuities. Therefore, they still need heuristics to identify the foreground/background and carefully inpaint the regions where the motion is different from the background.

Our method is more robust than general 2D methods in terms of feature tracking, since our method tracks all the pixels and is robust to local errors in the optical flow. We also enable a non-parametric frame warping, which handles parallax effects without reconstructing the 3D structure of the scene. Although we used optical flow to synthesize stabilized frames like Liu et al.\[20\], our method is fundamentally different from their work. In our work, we track the actual motion of each pixel instead of the pixel profile which only collects the motion vectors at each pixel position. This makes our method robust to parallax and does not require the filling in of the motion discontinuity regions. However, our formulation results in a large scale non-convex problem which cannot be written as a simple quadratic form as in Liu et al.\[20\]. To solve this non-trivial problem, we discuss our novel neural network based optimization routine in Sec. 4.

**3D Methods** Unlike 2D methods, 3D methods seek to explore the 3D location of feature points in the scene while calculating the camera pose in 3D space. These works in general handle parallax better than 2D methods, since the motion is physically analyzed in actual 3D space. In these works, the camera path is smoothed and the 3D feature points are reprojected to new camera positions in order to guide the warping\[18, 25\] or the methods use image-based rendering\[11\] to synthesize a frame from the original frames. However, the 3D methods suffer from robustness and complexity issues in Structure from Motion.

There are also video stabilization methods that require spe-
Deep Learning Based Methods

Some recent works seek to use a pre-trained network in video stabilization tasks. Wang et al. [23] train a two-branch Siamese network and try to directly predict the homography transformation from the current frame and previous stabilized frames. Xu et al. [30] also try to use spatial transformer networks (STN) to predict the affine transformation. Moreover, they use an adversarial network to directly generate previous stabilized frames instead of the real frames in Wang et al. [28]. Although these works utilize pre-trained CNNs, they still use a simple full-frame transformation as the motion model, which cannot handle parallax effects. Lin et al. [16] proposed a mesh deformation algorithm by enforcing the photo consistency between images. Their semi-dense photometric alignment provides better robustness compared to methods using feature points. However, the photometric based metric can be unreliable in homogeneous regions, object boundary and occluded regions. These regions are also challenging for optical flow algorithms, but as we will discuss in Sec. 3 our regularization can help avoid visual artifacts in these regions.

2.2. Neural Network Regression

Deep convolutional neural networks have been used in various image/video processing tasks. Such applications include image super-resolution [3, 13, 14, 26], image denoising [15], HDR reconstruction [4], panorama video loop generation [8] and video interpolation [9]. Some of these methods are designed for processing a single image/video, but their networks are essentially trained on a large dataset of images/videos. Unlike traditional deep learning, our method treats the network purely as an optimizer over one single input video. We train the network from scratch for each specific video, and try to overfit and obtain the best result for the input.

### Table 1. Notations used throughout the paper.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>Frame width</td>
<td>1</td>
</tr>
<tr>
<td>$h$</td>
<td>Frame height</td>
<td>1</td>
</tr>
<tr>
<td>$t$</td>
<td>Frame index/time</td>
<td>1</td>
</tr>
<tr>
<td>$T$</td>
<td>Total number of frames</td>
<td>1</td>
</tr>
<tr>
<td>$I_t$</td>
<td>Input RGB frame at $t$</td>
<td>$w \times h \times 3$</td>
</tr>
<tr>
<td>$x, y$</td>
<td>Pixel coordinate</td>
<td>1</td>
</tr>
<tr>
<td>$i, j, k, \ell$</td>
<td>Pixel ID</td>
<td>1</td>
</tr>
<tr>
<td>$p_{i,t}$</td>
<td>Spatial location of pixel $i$ at $t$</td>
<td>$2 \times 1$</td>
</tr>
<tr>
<td>$P^t_{i,t}$</td>
<td>Homogeneous version of $p_{i,t}$</td>
<td>$3 \times 1$</td>
</tr>
<tr>
<td>$p_{i,t}$</td>
<td>Warped $p_{i,t}$</td>
<td>$2 \times 1$</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Coordinates of all pixel in frame $I_t$</td>
<td>$wh \times 2$</td>
</tr>
<tr>
<td>$S_t$</td>
<td>The coordinates of four corner pixels</td>
<td>$4 \times 2$</td>
</tr>
<tr>
<td>$D$</td>
<td>Weight of all pixels in the 2D interpolation representation w.r.t. $S$</td>
<td>$wh \times 4$</td>
</tr>
<tr>
<td>$F_t$</td>
<td>Optical flow from frame $I_t$ to $I_{t+1}$</td>
<td>$wh \times 2$</td>
</tr>
<tr>
<td>$F_t^w$</td>
<td>Optical flow from frame $I_{t+1}$ to $I_t$</td>
<td>$wh \times 2$</td>
</tr>
<tr>
<td>$H_t$</td>
<td>2D affine transformation</td>
<td>$2 \times 3$</td>
</tr>
<tr>
<td>$W_t$</td>
<td>2D warp field</td>
<td>$wh \times 2$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Neural network parameters</td>
<td></td>
</tr>
<tr>
<td>$G(\theta)$</td>
<td>Neural network as a function of $\theta$</td>
<td></td>
</tr>
</tbody>
</table>

Ulyanov et al. [27] recently proposed that a randomly-initialized neural network can be used in learning image priors on a single image. The idea is that the variables of a typical optimization task can be replaced by the output of a neural network. The neural network is randomly initialized and trained on a single image to minimize the loss function designed for a specific task, e.g. denoising, superresolution, and inpainting. This enables the optimization in the neural network parameter space instead of image space, while dramatically improving the result. In this work, we expand this idea into video processing, which is more difficult than the single image processing scenario in terms of the problem formulation and complexity. By transferring the video stabilization problem into neural network parameter space, we can easily solve the large scale problem, which is difficult to solve using traditional optimization methods. Moreover, we further analyze the effects of different types of architectures on the final optimization result. We will discuss this idea in detail in Sec. 3.

### 3. Optical Flow Based Objective Function

It is well-known that videos usually have multiple factors that cause difficulties for video stabilization algorithms, e.g. lens distortion, motion blur, dynamic objects, parallax, low-illumination etc. These effects can be individually modeled using hand-crafted physically based models. However, in real-world videos, effects usually couple with each other, making algorithms specifically designed for one single effect fail in other cases. Instead of trying to physically model these complex effects, we treat the video stabilization task as a pure 2D image processing problem. In this paper, we seek to minimize the appearance change among video frames.

#### 3.1. Optical Flow Objective Function

To model the appearance change, an intuitive approach is to calculate original optical flow between consecutive video frames and find frame transformations to minimize the motion...
of pixels. Note that in Fig. 1, we first perform a pre-stabilization step, where we track sparse feature points and preliminarily stabilize the video as discussed in Appendix A. The remainder of the paper takes the output from this pre-stabilization step as its input, and discusses subsequent optimization to stabilize the video as discussed in Appendix A. The remainder of this paper will focus on the second stage.

3.1. Theoretical Analysis

The warping operation consists of two components: a 2D affine transformation $H_t$ and a per-pixel warp field $W_t$. Therefore, the warped pixel $p_{i,t}$ in frame $I_{t+1}$ can be represented as

$$p_{i,t} = p_{k,t+1} + H_t(p_{i,t})$$

where $p_{i,t}$ and $p_{k,t+1}$ stands for the homogeneous representation of $p_{i,t}$ and $p_{k,t+1}$. Similarly, its warped correspondence in frame $I_t$ is

$$\hat{p}_{i,t} = H_t^h(p_{i,t}) + W_t(p_{i,t})$$

where $H_t^h$ and $W_t$ are defined in (3).

The objective is to minimize the Euclidean distance between the warped pixel positions:

$$E_o(W, H) = \frac{1}{wh(T - 1)} \sum_{t=1}^{T-1} \left( \sum_{i=1}^{wh} \| \hat{p}_{i,t} - \hat{p}_{j,t+1} \|^2 + \sum_{k=1}^{wh} \| \hat{p}_{l,t} - \hat{p}_{k,t+1} \|^2 \right)$$

where $wh$ is the total number of pixels in a frame and $T$ is the total number of frames. Note that the mapping from $p_{i,t}$ to $p_{j/k,t+1}$ is 1-to-1, so we only need to average over $i$ and $k$.

3.2. Regularization

Due to the complexity of scenes, the original optical flow could be inaccurate in some regions. Moreover, objects in the scene might be moving regardless of the motion of the camera. Blindly optimizing the objective function (5) could introduce artifacts. An example of these artifacts is shown in Fig. 3. Therefore, we seek to enforce the local continuity of the output warp field $W_t$.

The four corner pixels define a rectangular region, in which each pixel position $p_{i,t}$ can be represented by a linear interpolation of the coordinates of the four corner pixels: $P_t = D S_t$, where each row of $P_t$ is the coordinate of pixels, each row of $D$ is the 2D interpolation weight, and each row of $S_t$ is the 2D coordinates of the four corners. Note that moving the corner position correspondingly changes all the pixel locations:

$$\Delta P_t = D \Delta S_t$$

A warp field obeying this linear warping rule should satisfy:

$$||W_t - D \Delta S_t||_2 = 0$$

However, our output warp field $W_t$ will not exactly be a linear warping. Our goal is to keep the term in (6) as small as possible. The least squares representation of $\Delta S_t$ is:

$$\Delta S_t = (D^T D)^{-1} D^T W_t$$

This estimation of $\Delta S_t$ leads to the error of:

$$E_r(W) = W_t - D (D^T D)^{-1} D^T W_t$$

We use this error as a constraint to enforce the output warp field close to a linear warp field. Note that this formulation allows us to control the linear warping constraint at a pixel-level, simply by changing $D$. For example, in our experiment, we cover each frame with a 20x20 grid and fill $D$ with the weight of each pixel in its enclosing grid cell.

Moreover, the original optical flow $F_t$ is less reliable for regions with large motions. To take this into consideration, we tend to increase the regularization value (7) for large motion regions to obtain $W_t$ with fewer discontinuities: on the other hand, for small motion regions, we tend to trust the optical flow and decrease the regularization value. The measurement of motion scale can be estimated using the pixel motion obtained from the original optical flow:

$$E_p = F_t^2 + \bar{F}_t^2$$

3.3. Final Objective Function

Combining (5), (7) and (8), our optimization problem can be written as:

$$\min_{W, H} E_o(W, H) + \lambda ||E_p \cdot E_r(W)||_1$$
where $\lambda$ is a hyperparameter controlling the amount of regularization in general. Since the magnitude of original optical flow $E_p$ has the same size as the regularization $E_r$, we use it as a pixel-wise weight to $E_r$. Note that to encourage sparsity in the warp field and avoid over compensation to erroneous regions in the original optical flow, we use $L_1$ norm for this regularization.

**Discussion** Our formulation directly models the motion of every pixel in a video using dense optical flow. Unlike previous works that use various heuristics, our method is based on the first principles that we should stabilize what we finally perceive. The most similar idea is the SteadyFlow proposed by Liu et al.[20]. However, they only collect the motion vector on fixed pixels. The motion vectors on a single pixel correspond to the motion of different locations in the scene. The accumulation of these vectors does not match the true motion of the camera. Our formulation is novel since we physically model the motion of every visible point in the scene. This leads to a more difficult optimization problem, as we will discuss in Sec. 4.

### 4. Convolutional Neural Network Regression

Note that the unknowns in (9) are a per-frame optical flow field $\{W, H\}$ and a per-frame 2D affine transformation $H$. For a 300-frame video clip with a standard 480p resolution, the total number of unknown motion vectors is approximately 123 million. Directly optimizing a problem of this size is typically prohibitive due to the computation cost and limited memory. Moreover, the optimization will be difficult due to the complex high-dimensional energy landscape with a large number of local minima.

Our main idea to solve this problem is to search for the answer in the neural network parameter space instead of in the problem space. In fact, we are using the neural network as an optimizer. Our method is different from traditional learning on large datasets. There is no training set, and the network weights are directly optimized on the input video with the objective function in (9). Using a network makes this non-convex high-dimensional optimization problem practical, enabling us to directly use a robust optical-flow based stabilization formulation.

To our knowledge, our method is the first work that uses this idea in video stabilization tasks. Another insight is that although the optical flow field is represented pixel-wise, it is spatially smooth for real-world scenes. Therefore, our warp field $\{W, H\}$ can be described well by a parameterized function. However, given the complexity of this process, a complex and differentiable parameterized function needs to be designed. Instead of hand-crafting this function, we select the convolutional neural network as an ideal out-of-the-box solution for this task.

Denote the neural network as a function $G(\theta)$ where $\theta$ represents the parameters of the network. We seek a set of network weights so that the output of the network is the desired warp field $\{W, H\} = G(\theta)$. Therefore, the optimization problem (9) can be reformulated as:

$$\min_{\theta} E_o(G(\theta)) + \lambda \| E_p \cdot E_r(G(\theta)) \|_1$$

(10)

The goal becomes searching for the parameters $\theta$ by training the network on a single video clip. Note that since our objective function consists of simple linear and quadratic functions of $\{W, H\}$, (10) is differentiable with respect to network parameters $\theta$.

Our network structure is shown in Fig. 4. The input of the network is a set of $T-1$ original optical flow fields $F$ computed from input video frames. The frames of optical flow fields are sent in as different channels. The input is encoded by 5 layers of downsample modules. Each downsample module downsamples the frame size by 2 but doubles the number of channels, except the last one that only doubles the number of channels. The decoder consists of 4 layers of upsample modules followed by an output convolutional layer with kernel size $1 \times 1$. The output of the decoder is the desired warp field $W$. In addition, we fed the encoded information into a 2D transformation module consisting of two convolutional layers and two linear layers. This module produces the desired 2D affine transformation matrix $H$. The number of output $\{W, H\}$ pairs is $T-2$. We will explain why we have $T-1$ input channels and $T-2$ output channels, and discuss the selection of $T$ in Sec. 5. Since we only input the optical flow of a single video and try to optimize the network parameters, we seek to overfit the single input video as...
much as possible. Therefore we avoid inserting dropout layers and any regularization on network weights.

As noted in Fig. 4 we have two different channel configurations. The channel configuration 1 requires more network parameters, while the channel configuration 2 leads to a simpler network. In addition, the network can optionally include skip connections. Combining these choices, we have four different network configurations in this paper. We will compare the performance of these configurations in Sec. 6. Specifically, we will show the relation between the network configuration and the regression error in Fig. 11 and discuss how the network configuration will affect the optimization performance. We will also show the network configuration’s effect on the final stabilization result in Fig. 11.

5. Implementation Details

Selection of Window Size It is clear that the selection of $T$ will affect the complexity of the optimization problem. The more frames we want to stabilize at the same time, the more complex the energy landscape will be. In Fig. 6 we show the error descent of optimization using $T$ from 10 to 80 frames with a step size of 10. The $y$ axis represents the percentage of the error of current iteration with respect to the initial error. Each curve is the averaged result for all segments of our examples in Sec. 5. It shows that in smaller $T$ cases, the optimization converges faster but yields higher error after convergence. This is because in a shorter video segment, we have fewer degrees of freedom in the warp field. Although a larger window size leads to better error performance, more memory and iterations are required to stabilize a video segment. Taking all these into consideration, we select $T = 60$ in our experiments.

Miscellaneous We use the Liu to compute the original bidirectional optical flow. Before computing the original optical flow, we pre-stabilize the video to eliminate large motions. The reason for the pre-stabilization stage includes two aspects: the quality of optical flow is undermined by large motions; the pixels in the boundary regions do not have correspondence in their neighboring frame, and this effect is significant in large motion cases. We will discuss details about pre-stabilization in Appendix A. The regularization value $\lambda$ in (9) is set to be 0.5 for all the examples shown in the supplementary video. The optimizer we used is Adam with $\beta_1 = 0.5, \beta_2 = 0.59$ and a learning rate of $10^{-4}$. We optimize for 150 iterations for each $T = 60$ window.

6. Results

In Fig. 7 we show example frames of the video clips used in our paper. In order to collect a large enough set of examples for comparison, we combined datasets from many previous papers. In our dataset, numbers 1-8 are taken from Steadyflow, numbers 9-15 are taken from Liu et al., numbers 16-20 are taken from Liu et al., and numbers 21-25 are taken from Yu and Ramamoorthi. We also summarize their properties that have significant effects on video stabilization algorithms.

We use five metrics to evaluate the quality of the results. Our result is generated with Config 1 mentioned in Fig. 4. We will
Figure 8. Quantitative comparison using our metric. In this figure, a lower bar indicates a better result. The result is normalized with the score of the input video. In the left figure, results that have a normalized score greater than one are clamped in this figure. The right figure shows the averaged results over the entire 25 examples. On the rightmost part of the figure, we only compare to Liu et al. [20] using their data (examples 1-8) since we don’t have their implementation. We compare to Yu and Ramamoorthi [31] only on selfie videos (examples 21-25). We mark our results with the red stars. The exact scores are marked on top of each bar.

Quantitative Results Using our Objective Function: In Fig. 8, we show quantitative comparison of the result quality of the input video, our result and Steadyflow [20], Grundmann et al. [7], Liu et al. [18], Liu et al. [21] and Yu and Ramamoorthi [31]. Metric A is our metric, which is defined as the accumulated optical flow over the entire video:

\[
\frac{1}{wh(T-1)} \sum_{t=1}^{T-1} \sum_{x=1}^{h} \sum_{y=1}^{w} (\|F_t(x,y)\|_2 + \|F_t(x,y)\|_2)
\]

which evaluates the appearance change between consecutive frames in the results. The essence of this metric is similar to our objective function (5). However, the metric is different from (5): the optical flow it uses is computed from the resulting video. Note that to compare videos with different frame sizes, we normalize the optical flow by its frame size. A smaller score indicates a better result in metric A. To show the amount of stability improvement, all the scores are normalized by the score of the input video.

In our work, we directly tried to minimize the overall appearance change. Therefore, our method achieves the best result on average and performs better than comparison methods under this metric. Note the benefit gained by using our CNN based optimization framework, comparing to the pre-stabilized result. We also perform significantly better in example 8, which contains large foreground occlusion and is claimed as a limitation case in SteadyFlow [20]. For selfie videos (example 21-25) in which large occlusion exists, we are also able to achieve a smoother appearance change. Our method obtains a larger score comparing to Liu et al. [21] in example 12, but their result contains large visual distortion as we will discuss later in this section. For some examples (6, 7, 9, 11, 17, 20), our result has a slightly higher score than the comparison methods, but there are no visible quality differences with the other methods.

In Fig. 10, we also compare our method with the other video stabilization methods over the commonly used NUS dataset [21]. We randomly select 5 videos from each category and average the Metric A of the results. Our method performs better on this more general video stabilization dataset.

Quantitative Results Using Other Metrics: The metrics B, C and D were proposed by Liu et al. [21], which evaluates the results’ cropping ratio, global distortion and frequency domain stability. In metrics B, C and D, a higher value indicates a better result. Metric E was proposed by Yu and Ramamoorthi [31], which evaluates the smoothness of the frame motion in the result. In metric E, a smaller value indicates a better result. In Fig. 9, we show comparison of averaged score over the entire 25 examples. The full comparison on each individual video is provided in the supplementary material.

In metrics B and C, since we warp the pre-stabilized video using the warp field and crop to a rectangle, we expect the final result to be slightly worse than the pre-stabilized result in terms of cropping and distortion. However, we are still achieving better results than comparison methods in metric B (cropping) and comparable result in metric C (distortion). In terms of metric
D (stability), which is the most important aspect of video stabilization, we outperform the comparison methods on average. For metric E (motion smoothness), our method also performs significantly better. Note that comparing to the method specifically designed for selfie video [31], we are also able to achieve both better metric D (frequency stability) and metric E (motion smoothness) without explicitly modeling the human face.

**Visual Comparisons in Video:** Besides the quantitative metrics, we also show visual comparison in the supplementary video. For videos with large occlusion (example 2, 4, 8, 14, 21-25), feature track based 2D methods [7, 21] fail due to the difficulty in obtaining long feature tracks. They also produce artifacts in videos coupled with other effects: extreme motion (example 15), motion blur (example 5), rolling shutter (example 3 and 5) and parallax (example 12). 3D methods [18] also cannot produce satisfactory results since structure from motion is not suitable for dynamic scenes in general. The optical flow based method [20] failed in challenging cases like example 8, since its heuristic on motion completion cannot handle large foreground occlusions. Our method is more robust in these cases. We do not explicitly handle the motion discontinuity, but resort to the continuity regularization (7) and (8) and make it part of the optimization. We are able to handle this complex optimization problem thanks to optimizing the neural network parameters instead of the warp field itself.

![Figure 11. Effect of network structures. The figure on the left shows the regression error using different network configurations shown in Fig. 4. The right figure shows the effect on the final result using our metric.](image)

**Evaluation of Network Configurations:** Now we discuss the effect of neural network configuration on the video stabilization result. As noted in Fig. 4, we have 4 different network configurations in our experiment. In the left part of Fig. 11, we compare the regression errors defined in (9) over 150 optimization iterations using these configurations. Each curve represents the average regression error on a single video segment with length $T = 60$. Networks with more channels (Config 1 and 3) can achieve lower error than networks with the same structure but fewer channels (Config 2 and 4). Fig. 11 also shows that networks with more complex structure (Config 1 and 2) can descend to lower error than networks with the same channels but with simpler structure (Config 3 and 4). We also compare the quantitative evaluation of the result videos using different network configurations in the right part of Fig. 11. The values are averaged over the 25 example videos in our paper. The simple networks (Config 2, 3 and 4) cannot achieve equal quality results as the most complex network (Config 1), and the difference in quality among these simple networks are less significant. This proves that the precise network architecture is important in our case, and we find the Config 1 network is the best for video stabilization.

**7. Conclusion**

In this paper, we proposed a new video stabilization formulation based on first principles. This formulation leads to a large scale non-convex optimization problem that previous works tried to avoid by proposing various heuristics. We also proposed a novel CNN based optimization routine for this problem, which does not require a large dataset and is re-trained on each single video. Our method can be applied on any video regardless of the complexity of the scene.

The limitation of our method is the computation time. Our method is an offline method which requires about 30min to stabilize a 300-frame video on a GTX1080Ti graphics card. Since we do not focus on computation time in this paper, we believe the algorithm can be further speeded up, for example, using unidirectional optical flow and/or other network structures and channel configurations.

Our work is the first that explores the possibility of applying CNN techniques to video stabilization. An interesting future work would be a universal pre-trained neural network based on a large video dataset, followed by a fast video-specific fine-tuning pass. We have made preliminary efforts in this direction, but the training on a dataset of video segments does not yet converge. However, we believe that a CNN can be trained with a slight modification of our algorithm, and significantly speed up the video stabilization process.
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**Appendix A. Pre-Stabilization**

Although we have considered the inaccuracy of the original optical flow in Sec. 3, a pre-stabilization is still necessary to reduce the motion and improve the quality of the original optical flow. Moreover, for large motion videos, a large number of the boundary pixels have no correspondence in the next frame. This results in artifacts in the boundary region of the output warp field, since these pixels can be warped freely without any constraint from neighboring frames. Therefore, our method pre-stabilizes the video before processing the video with the optimization described in Sec. 3.

In the pre-stabilization phase, we first use KLT [23] to track minimum eigenvalue [23] feature points over all the frames. Denote a feature point at time $t$ as $f_{i,t}$ and its correspondence in $t+1$ as $f_{i,t+1}$ respectively. We solve for a per-frame 2D affine transformation matrix $K_t$ such that the integral of squared second derivative is minimized:

$$E(K) = \sum_{i,t} \| K_t f_{i,t} - K_{t+1} f_{i,t+1} \|$$  \hspace{1cm} (11)

The solved $K_t$ are used to transform the frames of the input video, and the result is cropped to a rectangle as the output of the pre-stabilization phase. Note that the objective (11) is essentially similar to (5), but computed on only a sparse set of feature points. The output of this pre-stabilization is used as the input for Sec. 3 and the rest of the paper.
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