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Abstract

We study probabilistic on-line simulators for several machine models (or memory structures). The simulators have a more constrained access to data than the virtual machines, but are allowed to use probabilistic means to improve average access time. We show that in many cases coin tosses can not make up for inadequate access.

1. Introduction

While it seems impossible at present to derive non-trivial lower bounds that would show the differences that we believe exist between machine models, several such bounds were obtained for the special case of on-line computations [H], [G], [PSS], [Pi], [P], [DGPR]. In particular, it is widely believed that nothing can make up for inadequate access to storage: more heads, tapes, or higher dimensional medium should yield better computers.

The problem has been studied with the following model: there is an input tape (one-way, read only) of commands, an (one-way, write only) output tape, a finite control, and one or more storage modules. Access to the storage module is by means of one or more read/write heads, that can be shifted according to certain functions. An example is two-dimensional tape, where the shift functions consist of moving left, right, up and down (with the usual relations: the shifts commute, up and down are inverses of each other, etc.). A command is of the form \((h,d,a)\) and its effect is to shift the head \(h\) in the direction \(d\) and perform the action \(a\) where \(a \in \{\text{print 0}, \text{print 1}, \text{NOP(do nothing)}\}\). Before the shift, the character stored at the position of the head to be shifted is written on the output tape. Given such a machine \(V\) (that we will call the virtual machine), a different model \(S\) is said to simulate \(V\) on line, if, given any sequence of commands on the input tape, \(S\) produces the same sequence of characters on the output tape as \(V\) does. Note that both machines are symbol by symbol transducers. The simulation time \(T(n)\) of \(S\) is the number of moves of \(S\) sufficient to process any sequence of \(n\) commands to \(V\). If the simulating machine is probabilistic (in which case, we denote it by \(PS\)), it flips an unbiased coin to determine its next move and we define \(T(n)\) to be the worst (over inputs of length \(n\)) expected (over coin tosses) time.

The following is known for deterministic on-line simulations:

- to simulate a \(d\)-dimensional storage unit by a \(d'\)-dimensional one \((d>d')\) a lower bound of \(\Omega(n^{\frac{1}{d'-d}})\) holds ('Hennie's theorem' [H], [Gr], [PSS]). The bound is fairly tight.

- to simulate \(h\) heads by \(h'\) heads \((h>h')\), on \(d\)-dimensional tapes, \(d>1\), \(\Omega(n^e)\) moves are necessary, where \(e\) is positive, and depends on \(d\) ('more heads are better'). This is true even if the simulator has tapes of higher dimension than \(d\), as long as the difference in dimensions is not too big [PSS]. This bound is also fairly tight.

- to simulate \(k+1\) (1-dimensional) tapes by \(k\) tapes, \(\Omega(n\log\frac{k+1}{k})\) steps are necessary ('Aanderaa's theorem' [A], [PSS], [Pi]). This is true even if one wants to simulate \(k\) pushdowns [DGPR].

Probabilistic simulations were studied by Pippenger [Pi], who showed that Hennie's theorem could be extended to probabilistic simulators.

Our results include

Theorem 1: On-line simulation of \(h\)-head \(d\)-dimensional Turing machines by probabilistic \(h'\)-head \(d\)-dimensional ones takes time \(\Omega(n^{\frac{1}{d'-d}})\), where \(e\) is positive and depends on \(h, h', d \geq 2\). This extends the result of Paul, Seifer and Simon on insufficient number of heads [PSS] to probabilistic simulators.

Theorem 2: On-line simulation of \(k+1\) tape Turing machines by probabilistic \(k\) tape Turing machines takes \(\frac{1}{k}\) time \(\Omega(n\log\frac{k+1}{k})\). This is the generalization of Aanderaa's theorem, as strengthened by Paul [P].

Theorem 3: On-line simulation of \(d\)-dimensional iterative arrays with central control \([S]\) by \(d'\)-dimensional probabilistic ones (distributed coin-tossing) requires \(\Omega(n^{\frac{1}{d'-d}})\) for \(d>d'\). This extends previous results of Hennie [H], [Gr], [PSS] and Pippenger [Pi].

and confirm the intuition that nothing can compensate for inadequate access to information in memory units. Because of space limitations, we include only the proofs for the first two theorems.

Our proofs use Kolmogorov complexity arguments, adapted to the stochastic setting, and two techniques to handle probabilistic computations. First, we prove a lemma (lemma 1) that lets us talk about incompressible
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strings with respect to the majority of computations of a probabilistic machine.

To explain our techniques, we need to review the outline of the previous proofs. The main idea was to record in the virtual memory unit a long incompressible string, that has the property that certain substrings of it are also incompressible. At the end of this writing phase, the virtual machine may retrieve, efficiently, some random substrings. Since these substrings are random, relatively long strings are needed to specify them. If a simulator is to be efficient, the specification for the string to be output must be located in the vicinity of the simulator's heads. The lower bounds result from arguments showing that, because of the relative access deficiency, not all such specifications can be near the simulator's heads if the simulator did not have the opportunity to do extensive preprocessing. So, given a simulator, the virtual machine can force it to be inefficient either by retrieving incompressible data located far from the simulator's heads (such data must exist if the simulator did not do preprocessing), or the simulator is already inefficient, since it performed time-consuming preprocessing. The strategy is repeated again and again, retrieving eventually enough of the original string so that the number of steps that had to be simulated inefficiently by the simulator constitute at least a constant fraction of the total number of instructions.

There are two difficulties in extending these techniques to probabilistic simulators. The first one is that the probabilistic machine may use stochastic methods to decrease the Kolmogorov complexity of some strings. A simple argument (lemma 1) shows that this will occur very seldom. The second, more important difficulty is that, if we try to mimic the strategy above, instead of having to fool a single simulator in a given configuration (for which we can find a hard query, as a function of this configuration), we will have to deal with an ensemble of configurations, since the simulator may have moved its heads in different patterns, used different encoding schemes etc., depending on the outcome of the coin tosses during the previous steps.

We use two different techniques to overcome the second difficulty. In some of the deterministic results, the counting argument that shows the existence of hard queries is very strong - in fact an overwhelming fraction of all queries is hard (for example in the case of Hennie's theorem). But, it may be difficult to find a single hard input so that a sufficient number of computations of PS will spend a lot of time to make the average high. Since most queries are hard to simulate, it may be easier to find a hard distribution on inputs. First, based on an idea of Pippenger [P], we use an argument equivalent to the easy half of von Neumann's minimax theorem: the worst (over inputs) case time complexity of a probabilistic simulator is bounded below by the average (with respect to arbitrary input distributions) complexity of the same probabilistic simulator. We select an uniform distribution on queries and a query selected at random will be difficult with a high probability, since most queries are difficult for the simulator. In addition, we apply lemma 1 to show that most guess strings are not helpful in reducing the query time. This is the idea underlying the proof of theorem 1 (simulation with fewer heads). The technique also yields Pippenger's probabilistic result - we believe with a somewhat simpler proof than the one using entropy [P].

Our second technique, used to prove the probabilistic version of Aanderaa's theorem is more delicate. The counting argument is more complex and does not show that a random query is difficult. The deterministic proof only shows that if \( V \) reads different incompressible strings on its tapes at very different rates, the simulator will 'neglect' a tape, except if the simulator spent enough time preprocessing (i.e. the computation up to this point has high overlap). A potential query about the neglected tape will be hard. Our proof uses the same basic strategy. Again, \( V \) will read incompressible strings at different rates and stores them on its tapes. After a certain initial segment of the input is consumed by the probabilistic simulator \( PS \), the adversary considers the collection of all computations of \( PS \). An input interval \( I \) will be selected and if, for a large enough set of these computations the overlap in \( I \) is low, then we show that a fixed tape must also be neglected by a sufficiently large fraction of the computations of \( PS \). We can now make inquiries about (the contents of) this tape to degrade the performance of the simulator and we show that we succeed in doing so. Here, we use our lemma 1 to show that sufficiently incompressible strings remain sufficiently incompressible even in the presence of a large enough fraction of the guess strings. In the other case, when a large fraction of the computations of \( PS \) has high enough overlap in the input interval \( I \), the adversary makes no inquiries. A new input interval is selected next and the adversary repeats this process until the collection of input intervals is exhausted. It can now be shown that, if few queries are made, the average time used by the simulator is already high (because of the high overlap in many computations), and otherwise each query will be time consuming in a significant fraction of the computations and thus the average time will again be high.

Section 2 contains the necessary definitions, facts and the proof of the lemma 1. Sections 3, and 4 contain the proofs of theorems 1, and 2 respectively.

2. Definitions and Facts

This section contains some definitions of and facts about machines, Kolmogorov complexity, and probabilistic simulations. A proof of lemma 1 is also given here.

Machines: We assume the reader is familiar with multi-tape, multihead Turing machines with \( d \)-dimensional tapes. Our machines have a one-way read-only input tape, and a one-way write-only output tape. The machines operate on-line: the \( n \)-th output symbol must be written before the \( n+1 \)-st input symbol can be read. A probabilistic machine has an unbiased coin, and the next move function also depends on the outcome of the last coin toss. The concatenation of the outcome of the coin tosses during a computation, representing heads by 1's and tails by 0's is called a guess string. The probability of a computation with a guess string of length \( p \) is \( 2^{-p} \). We will use the notation \( T(u,r) \) to denote the time required by the simulator to process \( r \) input commands after an initial command sequence \( u \). \( T(n) \) is the time necessary to process the first \( n \) input symbols. For a probabilistic simulator, time means the worst (over inputs of length \( n \)) expected time, given the probabilities associated with the guess strings.

Kolmogorov complexity: Given strings \( x,y \in \{0,1\}^* \) the Kolmogorov complexity, \( K(x|y) \) of \( x \) given \( y \) is the length of the shortest string \( z \) such that for a certain fixed universal Turing machine \( U \), \( U(z\#y)(U \) given \( z \) on
the input tape and \( y \) on a work tape) outputs \( x \) and halts. \( K(x) = K(x| y) \) with \( y \) = empty string.

Given a string \( w \), let \(|w|\) denote the length of \( w \), \( \overline{w} \) the string obtained by replacing each letter \( a \) of \( w \) by \( \overline{a} \), and let \( w' \), the self-delimiting version of \( w \) be \( bin(|w|)0\overline{w} \), where \( bin(n) \) denotes the binary representation of the integer \( n \). The Kolmogorov complexity of a sequence of strings is defined as the complexity of the concatenation of their self-delimiting versions.

A string \( w \) is random or incompressible if \( K(w) \geq |w| \). Sometimes, we abuse the concept by referring informally to 'almost incompressible' strings. By a simple counting argument one can show that random strings of any length exist, and that sufficiently long substrings of a random string are almost random. More precisely, if \( u \) is a substring of a random string \( w \), \( K(u) \geq |u| - O(\log|w|) \).

**Probabilistic Simulations:** Let \( z \) be an input string of length \( n \). Let \( PS(g)[z] \) denote the computation of the probabilistic simulator \( PS \) on input \( z \) with \( g \) as its guess string and, \( T_{z,g} \) denote the number of steps in this computation. Then, by definition,

\[
T(n) = \max_{z,g} \text{ave} T_{z,g}
\]

where \( g \) is the usual probability distribution associated with the guess strings, and the maximum is over all input strings of length \( n \).

Let \( p \) be an arbitrary probability distribution on inputs of length \( n \). Then

\[
T(n) = \max_{z,g} \text{ave} T_{z,g}
\]

\[
\geq \text{ave} \text{ave} T_{z,g}
\]

\[
= \text{ave} \text{ave} T_{z,g}
\]

This inequality is helpful when it is difficult to find a single hard input, since it lets us work instead with some input distribution. This is the easy part of von Neumann's minimax theorem.

**Strategy used in Proofs:**

In all our theorems, the basic strategy used in proving a lower bound \( T'(n) \) on the time \( T(n) \) of a probabilistic simulator \( PS \) is as follows:

We restrict ourselves to the set \( G \) of all guess strings of length \( c T'(n) \) for a sufficiently large constant \( c > 0 \). This does not create any problem since we are dealing with lower bounds.

We then prove that only a vanishingly small fraction of guess strings in \( G \) give enough information about a sufficiently incompressible string (lemma 1).

Finally, we apply one of the techniques described in section 1 to yield the desired lower bound.

**Counting Lemma:** We now present the lemma that counts the number of guess strings of a given length that give 'enough' information about an almost random string. It is the basis for adapting the tools used to obtain the lower bounds on the running time of a deterministic simulator to lower bounds on a significant fraction of the total number of computations of a probabilistic simulator.

Let \( G \) be the set of guess strings of length \( t \) (\( G = \{0,1\}^t \}). Let \( x,y \) be strings. Define

\[
G(x:z) = \{ g \in G | K(x|g|y) < \lambda \}
\]

Remember that \( g' \) is the self-delimiting version of \( g \). \( G(x:z) \) is the set of guess strings that allow descriptions of \( x \) of length smaller than \( \lambda \) given \( y \).

**Lemma:** \( \text{ave ave} T_{z,g} \geq \frac{L}{2} + O(\log|x|) \), where

\[
L = t + \lambda - \frac{K(x|y)}{2} + O(\log|x|)
\]

provided \( \log t = O(\log|x|) \).

**Proof:** We argue by contradiction, showing that if \( |G(x:z)| > 2^L \), then it is possible to give a description of \( x \) given \( y \) that is shorter than \( K(x|y) \).

Let \( G(x:z) > 2^L \) and let \( W \) be the set of strings of length at most \( \lambda \). For each \( v \in \{0,1\}^\lambda \) define \( G_v = \{ wg | w \in W, g \in G \} \) and \( U(w|gg|y) \) outputs \( v \) and halts.

Note that for distinct \( v \)'s, the corresponding \( G_v \)'s are disjoint and \( |G_v| > 2^t \), since \( |G(x:z)| > L \). Let \( H \) be the set of all \( v \in \{0,1\}^\lambda \) such that \( |G_v| > 2^L \), and let \( h = |H| \). It is possible to determine \( H \), given \( h,t,\lambda,|x| \), by simulating \( U \) on \( w|gg|y \) for each \( w \in W \) and \( g \in G \). (\( h \) is necessary since some of the computations may not halt.)

Since the \( G_v \)'s are pairwise disjoint, \( h \geq |G|/2^L \).

Given \( H, x \) can be specified by giving its rank in the standard enumeration of \( H \), using an additional \( \log h \) bits - i.e. \( \log(\frac{|G|}{2^L}) \) bits. Thus we have

\[
K(x|y) < \log t + O(\log\log t) + \log \lambda
\]

\[
+ O(\log\log\lambda) + \log x + O(\log\log x)
\]

\[
/ \text{to specify } t, \lambda \text{ and } x
\]

\[
+ \log |G| + \log |W| - L + O(\log(\frac{|G||W|}{2^L}))
\]

\[
/ \text{to specify } h
\]

\[
+ \log |G| + \log |W| - L + O(\log(\frac{|G||W|}{2^L}))
\]

\[
/ \text{to specify the rank of } x \text{ in } H
\]

\[
+ O(1) / \text{ *explanation *}
\]

Therefore,

\[
L < t + \lambda - \frac{K(x|y)}{2} + O(\log|x|)
\]

since \( \log t = O(\log|x|) \) and this is the desired contradiction.

3. Probabilistic Simulation of Multidimensional Tape Turing Machines

Let \( PS \) be a probabilistic simulator (Turing machine) with \( h \) head \( d \)-dimensional tape unit which simulates an \( h \)-head (\( h > h' \)) \( d \)-dimensional storage unit.
Let $T(u;r)$ (respectively, $T_q(u;r)$) be the number of steps required by $PS$ (respectively, $PS'(g)$) in the worst case to handle a sequence of $r$ commands following the initial command sequence $u$. aue $T_q(u;r)$ is the average time over input command sequences of length $r$ with some probability distribution $p$. We say that two command sequences $u$, and $u'$ are equivalent if, for any command sequence $w$, inputs $uw$, and $uw'$ produce the same output corresponding to the input portion $w$.

We prove the following theorem in this section.

**Theorem 1:** For $h' < h$, suppose an $h'$ head $d$-dimensional probabilistic Turing machine can simulate an $h'$ head $d$-dimensional storage unit $M$ in time $T(n)$. For each sufficiently large $n$,

$$T(n) = \Omega(n^{1+\epsilon}), \quad \epsilon \leq \frac{(d-1)(h^2-h')}{dh+h-h'}$$

The basic ideas in the proof of theorem 1 are as follows.

We define a *ball of radius $r$* in a $d$-dimensional tape unit as the set of tape cells reachable by a head within $r$ steps from a given tape cell. The volume $V(r)$ of such a ball is the number of tape cells in it. We use an initial command sequence $u_0$ which will make the virtual machine write a random string $x$ in a ball of radius $r$ and send its heads to the center. We partition this ball into subballs such that each subball contains a 'sufficiently random' substring. We, then, select an $h$-tuple of subballs and send all the $h$ heads of $M$ to the centers of subballs. We now make queries about the contents of the subballs. We show that there exist some $h$-tuples of subballs such that the corresponding queries will be difficult for the simulator. Otherwise, we could obtain a contradiction by giving a succinct description of $x$ in terms of an $h'$-tuple of subballs surrounding the simulator heads. The intuition is that the simulator has access deficiency because it has fewer heads.

For a probabilistic simulator $PS$, careful counting shows that a majority of the queries are hard for a sufficiently large fraction of the computations of $PS$ (lemmas 4, and 3) which will imply that a random query will be hard with a high probability for an appropriate probability distribution on queries. Then, the easy half of von Neumann's minimax theorem gives the desired lower bound.

First, we prove the following fact about the Kolmogorov complexity of the substrings of a random string.

**Fact 1:** Let $X$ be a set of $k$ strings $x(1), \ldots, x(k)$ each of length $m$; and let $z = x(1) \ldots x(k)$. Let $X^b$ be the set of $b$-tuples of $X$ with distinct components for some $b$ (to be selected later) less than $k$. Let $k_b$ be the minimum of $K(x_i, \ldots, x_k)$, for $(x_i, \ldots, x_k) \in X^b$. Then, if $x$ is incompressible,

$$k_b \geq bm - O(b \log r)$$

provided $\log k = O(\log r)$ and $\log m = O(\log r)$.

**Proof:** Let $x'$ be the string obtained from $x$ by deleting the substrings $x_{i_1}, \ldots, x_{i_j}$ for some distinct $i_j$, $1 \leq j \leq b$. $x$ can be specified by giving $x_{i_1}, \ldots, x_{i_b}$ positions of $x_i$ in $x$ for $1 \leq j \leq b$, $m$, $k$, and the bits of $x'$.

$$|z| = km \leq K(x_{i_1}, \ldots, x_{i_b}) + O(b \log k) + O(\log m) + |x'|$$

Hence,

$$K(x_{i_1}, \ldots, x_{i_b}) \geq bm - O(b \log r)$$

The following lemma is an application of lemma 1 to $b$-tuples of $X$, which shows that a large fraction of the guess strings does not give sufficient information about any $b$-tuple in $X^b$.

**Lemma 2:** Let $G(\lambda;r)$ be the set of guess strings of length $r$. Let $X, x, k, \lambda, b, k_b$ and $X^b \in \lambda$ be as in fact 1. If

$$G(X^b;\lambda) = \{ g \in G | \exists x_{i_1}, \ldots, x_{i_b} \in X^b \}$$

such that

$$K(x_{i_1}, \ldots, x_{i_b}) \geq bm - O(b \log r)$$

then $|G(X^b;\lambda)| \leq 2^b$ where $L = t + \lambda - k_b/2 + O(b \log r)$, provided $\log t, \log b, \log m$ and $\log k$ are $O(\log r)$.

**Proof:** Given a string in $G(X^b;\lambda)$, less than $\lambda$ bits determine at least one $b$-tuple in $X^b$. There are at most $|b|$ $b$-tuples in $X^b$. If $G(X^b;\lambda) > 2^b$, there exists a $(x_{i_1}, \ldots, x_{i_b})$ such that at least $2^b / |b|$ strings belonging to $G$ require less than $\lambda$ bits to determine $(x_{i_1}, \ldots, x_{i_b})$.

By a similar argument to that of lemma 1, it can be shown now that

$$K(x_{i_1}, \ldots, x_{i_b}) \leq 2t + 2\lambda - 2L + 2 \log |b| + O(\log r)$$

Therefore,

$$L < t + \lambda - k_b/2 + O(b \log r)$$

Note that the complement $\bar{G}(X^b;\lambda)$ of $G(X^b;\lambda)$ contains almost all of the guess strings of length $t$ large enough $r$ with an appropriate value of $\lambda$, say $bm/3$, provided $m = O(r^2)$ for some $\delta > 0$. Also note that we are only interested in guess strings whose length is polynomial in $r$, if the input command sequence is polynomial in $r$.

The following lemma shows the existence of input command sequences which the simulator finds hard to simulate.

**Lemma 3:** For each sufficiently large $r$, there is a command sequence $u_0$ of length $r$ and a probability distribution $p$ on input command sequences of length $r$ such that for $u = u_0$ and every longer command sequence $u$ equivalent to $u_0$, the following holds

$$\text{ave}_{p} T_q(u;r) = \Omega(r^{1+\epsilon})$$

provided $g \in \bar{G}(X^b;bm/3)$.

**Proof of Theorem 1:** Since $T(u;r) \preceq \text{ave}_{p} T_q(u;r)$, it is clear that repeated application of lemma 3 yields theorem 1.

The rest of the section contains a proof of the lemma 3. The combinatorial lemma (lemma 4) and its corollary, similar to those in [PSS] are necessary to prove lemma 3. The $h'$-tuples represent the information available at the simulator heads and the $h$-tuples correspond to the output produced by $M$. Lemma 4 deals with coding $h$-tuples of balls in $d$-dimensional tape unit by $h'$-tuples of balls, and shows that for a large fraction of these $h'$-tuples, the corresponding $h$-tuples must have large radius.

Let $g$ be a guess string such that $g \in \bar{G}(X^b;bm/3)$ i.e. for any $(x_{i_1}, \ldots, x_{i_b}) \in X^b$, $K(x_{i_1}, \ldots, x_{i_b}) \geq bm/3$. Let $g$ remain fixed throughout the rest of this section.
Lemma 4: Let $Y$ be a set of $k$ strings each of length $m$. Then, there exist at least $k^h/2$ $h$-tuples of $X$ such that $K(x_1 \ldots x_k | g') > m/8$ for every $h$-tuple $(y_1 \ldots y_h)$ of $Y$, provided $m' \leq bm/(8h')$ and $k / (2^{h'h}k^{-h'}) \geq b$.

Proof: Suppose, to the contrary, that for more than $k^h/2$ $h$-tuples, there is an $h'$-tuple such that $K(x_1 \ldots x_k | g') \leq m/8$. A contradiction can be obtained by showing that $K(x_1 \ldots x_k | g') < bm/3$ for some $(x_1 \ldots x_k) \in X$.

The number of $h$-tuples from $X$ is $k^h$, while the number of $h'$-tuples from $Y$ is only $k^{h'}$; hence, there will be some $h$-tuple $(y_1 \ldots y_h)$ which works for at least $p = k^h/2k^{h'}$ distinct $h'$-tuples. The number of distinct components of these $h$-tuples must be at least $q = \lceil p/2 \rceil \geq k/2^{h'h'}k^{-h'}$; let $x_1, \ldots, x_q$ be these $q$ components. Let $x_1, \ldots, x_q$ be a $b$-tuple with $b$ distinct components out of these $q$ components. (Such a $b$-tuple exists since $q \geq b$.)

$x_1, \ldots, x_q$ can now be described in terms of $y_1, \ldots, y_h$. For each $j (1 \leq j \leq h)$, $x_j$ appears, say as $x_{p_j}$, in some $h$-tuple $(x_1 \ldots x_q)$ for which $K(x_1 \ldots x_q | g') \geq m/8$, say via shortest description $d_j$.

$y_1' \ldots y_h'd'\prod' \cdots d'_k \prod$ describes $(x_1, \ldots, x_q)$ given $g$ with $O(1)$ bits of explanation.

Therefore, $K(x_1 \ldots x_k | g') < m'h' + bm/8 + O(b \log m)$ or

$$\frac{bm}{3} < \frac{bm'h'}{8h'} + \frac{bm}{8} + O(b \log m) \quad (\text{since } m' \leq \frac{bm}{8h'})$$

which is a contradiction.

Corollary: In addition, let the set $Z$ of $Y$ be the set of all strings $x$ for which $K(x | g)$ is a small enough fraction of $m_0$, for some $y$ in the set $X$. Let $\lambda_0$ be the set of all $h$-tuples of $X$ such that $K(x_1 \ldots x_k | g') > m/8$ for every $h$-tuple $(y_1 \ldots y_h)$ of $Y$. Note that, $|\lambda_0| \geq k^h/2$ from lemma 4. For each $h$-tuple $(x_1 \ldots x_k)$ in $\lambda_0$, we still get $K(x_1 \ldots x_k | g') > m/9$ for every $h$-tuple $(x_1 \ldots x_k)$ of strings from $Z$.

Proof of Lemma 2: We will use the initial command sequence $u_0$ to write a sufficiently incompressible ball $B$ of radius $\tau/2$ and to send all the virtual heads to its centre. More precisely, cover the ball of radius $\tau/2$ with $k = \Theta(V(\tau)/V(\sigma))$ disjoint subballs, each of radius $s(1 \leq s \leq r)$. $(x$ will be selected later.) In each of these subballs, we store in some canonical manner a string of length $m = V(\sigma)$, chosen so that some concatenation of these strings is incompressible. Let $X$ be the set of these strings.

Consider the following probability distribution over input command sequences of length $P$

$\tau/2$ commands: Send the virtual heads to the centers of the subballs where $x_1, \ldots, x_9$ are stored, with each $h$-tuple of $X$ being equally likely.

$\tau/2$ commands: Repeatedly, in $O(s)$ commands, make an inquiry and then return each virtual head to the center of its corresponding subball, with each of the $hm$ inquiries being equally likely.

Let $u_0$ be any longer command sequence equivalent to $u_0$. For $t$, $1 \leq t \leq \Theta(\text{avg } T_\gamma(u_\gamma))$, cover each ball of radius $T$ centered around simulator heads with $k' = \Theta(V(\tau)/V(\sigma))$ balls of radius $\Theta(t)$ such that each subball of radius $t$ lies entirely within a member of the cover. Select a listing of the contents of each cover member and let $Y$ be the set of these $k'$ strings, each unambiguously padded out to length $m = \Theta(V(\tau))$. As in the corollary to lemma 4, let $Z$ be the set of strings $x$ for which, for some $y$ in $Y$, $K(x | g)$ is a sufficiently small fraction of $m_0$. Note that this set includes description of the contents of each member of the cover at any possible time within the next $\tau$ steps, provided $T$ is a small fraction of $m_0$.

We now show that $T = \Omega(\tau/\epsilon)$, provided $V(\sigma)$ is a large enough multiple of $T, k' / 2^{h'h'h''} \geq b$ and $m' \leq bm/8h'$ (in the next $\tau$ steps, provided $T$ is a small fraction of $m_0$).

Let $w$ be a random input command sequence drawn from the set of input command sequences of length $\tau$ with probability distribution $\gamma$ as given above. With very high probability (depends on the exact choice of $T$), the simulator takes no more than $\tau$ steps to handle $w$. The $h$-tuple in $w$ belongs to $\lambda_0$ (defined in corollary to lemma 4) with probability at least $1/2$. If the $h$-tuple of $w$ is in $\lambda_0$, then each inquiry independently requires at least $\tau$ simulator steps with at least a constant probability (which depends only on $h$). Otherwise, we can construct $(x_1, \ldots, x_9)$ from the simulator, its radius $\tau$ instantaneous description at that time, the length of the guess string so far consumed and the missing bits in the same order i.e. the results of inquiries which require more than $\tau$ simulator steps. For some $h'$-tuple $(x_1, \ldots, x_9)$ of strings from $Z$, then an upper bound for $K(x_1 \ldots x_9 | g')$ can be made smaller than $m_0/9$ which results in a contradiction, provided $m_0$ is sufficiently large. It follows that $T = \Omega(\epsilon/\tau)$.

Now, we will choose the parameters $s, b$ and $T$. We select $s$ such that $s = \Theta(\tau^2/\epsilon^2)$. Then $T = \Omega(\tau^2/\epsilon^4)$. An optimal value for $b$ is $\tau^2/\epsilon$ with $\epsilon \leq (d-1)(\tau^2/h')$. Hence, $\text{avg } T_\gamma(u_\gamma) = \Omega(\epsilon^2/\tau^2)$. As in [PSS], a similar result holds under certain conditions even when then the simulator has a higher dimensional tape.

4. Probabilistic Simulation of $k+1$ Tapes by $k$ Tapes

In this section, we prove the following theorem.

Theorem 2. For every $k$, there is a $k+1$-tape deterministic machine $M_{k+1}$ that works in real time such that every $k$-tape probabilistic simulator $PS$ of $M_{k+1}$ that works online is $O(n \log^2 (k+1)n)$ time bounded.

The strategy used in proving this theorem is similar to that of [A] and [P]. For every $k$, we define a $k+1$-tape deterministic machine $M_{k+1}$ that works in real time. We store incompressible information on the $k+1$-tales of $M_{k+1}$ at very different rates. This can be accomplished by storing random strings of different lengths on the $k+1$-tales of $M_{k+1}$. The idea is that any $k+1$-tape probabilistic simulator $PS(g)$ (for sufficiently many guess strings $g$) will have difficulty in accessing some of this information
(since it has only $k$-heads) unless it does extensive preprocessing. This intuition suggests the need to measure the amount of preprocessing time. Overlap - roughly, the number of tape cells revisited in a time interval - is a convenient measure of this preprocessing time. (A precise definition of overlap will be given later.)

The input command sequence which stores the random strings can be divided into a set of intervals such that the overlaps of these intervals are disjoint. If the overlap for sufficiently many of these intervals is large, we can use the overlap lemma from [A] and [PSS] which states that "every computation where large overlap is frequent is long" and obtain our bound.

If the overlap for some input interval $I$ is low, we show that some head $h$ of $M_{k+1}$ is neglected by $PS(g)$, in the sense of [A, PSS]. We will now make queries about tape $h$ in the form of an $t$-loop for head $h$ at the end of interval $I$, where an $t$-loop for head $h$ is a command sequence of the form:

$(h, \text{left}, \text{NOP}) \cdots t$-times $(h, \text{right}, \text{NOP}) \cdots t$-times.

Note that, if $u$ is the inscription of consecutive cells which are at most $l$ cells to the left of the head $h$ of $M_{k+1}$, at the end of interval $I$, an $t$-loop for $M_{k+1}$ at the end of interval $I$ will output a string which contains $u$ and its suffix $u_l$. If $PS(g)$ can simulate this $t$-loop in $t$ steps, we will be able to determine $u$ given $U_t$, the contents of the $t$ tape cells to the left and right of head $h_1$ for $i \in \{1, \ldots, k\}$, the specification of $PS$, the position of $u$ in the output string that is produced during the simulation of $t$-loop, $l$, and $h$. We, therefore, have

$$K(u | U_1 \cdots U_{k-1} U_k) = O(\log l) \tag{1}$$

The fact that the overlap in the interval $I$ is low, and the head $h$ of $M_{k+1}$ is neglected by $PS(g)$ will make it possible to determine the $U_t$s with relatively small information, if $\tau$ is small. But, a long enough $u$ is an almost random string since it is a substring of a random string. This enables us to obtain a contradiction.

Thus, in either case, we are assured that the simulating machine spends enough time to make up for access deficiency.

Note that, this strategy can not, in general, guarantee that the performance of $PS$ will be degraded for a sufficiently large number of its computations. To obtain the desired average time bound for the probabilistic simulator $PS$, we will base our choice of $t$-loops on the ensemble of computations of $PS$. If the overlap in the interval $I$ is low for a large set of the computations of $PS$, we show that a fixed tape must be neglected by a sufficiently large fraction of the computations of $PS$ and perform an $t$-loop at the end of the interval $I$ to degrade the performance of the simulator. Here, we need lemma 1 to ensure that a sufficiently incompressible string remains sufficiently incompressible, even in the presence of a large enough fraction of the guess strings. In the other case, when a large fraction of computations of $PS$ has high enough overlap in the input interval $I$, no $t$-loop is performed for interval $I$. It can now be shown that, if few loops are performed, the average time used by the simulator is already high (because of the high overlap in many computations), and otherwise, each loop will be time consuming in a significant fraction of the computations and thus the average time will again be high.

The rest of this section contains a proof of theorem 2.

Overlapping: We give here a precise definition of overlap and state a lemma which counts the total overlap of a set of input intervals.

We can associate a computation multigraph with each computation $PS(g)$ of a $k$-tape probabilistic Turing machine $PS$ with $g$ as its guess string. Let $T$ be the number of steps in this computation. The nodes of this graph are the steps $1, \ldots, T$ and there are $s$ edges from $i$ to $j$ if there are $s$ tape cells that are visited in steps $i$ and $j$ but not in between. The indegree of this graph is bounded by $k$ and hence

$$T \geq \# \text{edges} / k$$

If $I = \{f, f+1, \ldots, l\}$ is a time interval of the computation and $\epsilon \in I$, then the number of edges going from $\{f, f+1, \ldots, l\}$ to $\{f+1, \ldots, l\}$ is denoted by $\omega(I, \epsilon)$. The number $\omega(I) = \max \{\omega(I, \epsilon) \mid \epsilon \in I\}$ is called the interval overlap of time interval $I$. The number of edges of a computation graph can be estimated in terms of the numbers $\omega(I, \epsilon)$ with the help of a set of intervals $I = \{I_a\}$ and a set of steps $\epsilon = \{\epsilon_a\}$ such that

$$I_a \subset I_a \quad \text{for all } a$$

$$I_a \cap I_b = \emptyset \quad \text{or } I_a \cap I_b = \phi \quad \text{for all } a, b$$

One can easily verify that each edge is counted in at most one $\{I_a, \epsilon_a\}$ and thus

$$\# \text{edges} \geq \sum_a \omega(I_a, \epsilon_a)$$

Let $m$ and $s$ be natural numbers and suppose we partition the computation into $2^s$ time intervals $I_{2^s-1}$, $I_{2^s-2}$, $\ldots$, $I_1$, $I_0$. For $0 \leq s < s'$, let $I_{s-s'} = I_{s-1} \cup I_{s-2} \cup \cdots \cup I_{2^s-1}$. The weight $w(I_{s-s})$ of $I_{s-s}$ is defined as $2^{s-s}$ and for a set $A$ of such intervals the weight $w(A)$ of $A$ is defined as the sum of the weights of the intervals in $A$.

Lemma 5: If $w(A) \geq 3(s+1)2^s / 4$ and $\omega(I) = \omega(V(I))$ for all $I \in A$, then $T \leq m(s+1)^2 / 4k$.

For a proof of this lemma, see [P].

Design of input: We will give here a command sequence which will store incompressible strings on the $k$-tapes of $M_{k+1}$ at different rates, and which include $t$-loops for certain input intervals so that the simulator $PS$ will have difficulty in simulating this command sequence.

Let $h$ be a natural number, $s = \lceil \log n \rceil / 2$ and $d = \lceil \log n \rceil / (k+1)$. For convenience, assume $16k(k+1)$ divides $n$. Let $w_0 = \ldots w_d \in [0,1]^n$ be a random string where $|w_0| = n2^{d+1}$. For $h \in \{0, \ldots, k\}$ let $C_h$ be an input sequence that makes head $h$ of $M_{k+1}$ print $w_h$ from left to right. Let $D_0 = C_0$ and for $h \in \{1, \ldots, k\}$ obtain $D_h$ from $D_{h-1}$ by inserting $d$ commands from $C_h$ after every command from $D_{h-1}$ that is already inserted in $D_{h-1}$. The sequence $E = D_h$ has length

$$|E| = n2^d(1+d+\ldots+d^k) = \Theta(n2^d \log^{k/k+1} n) \tag{2}$$

and any subsequence $E'$ of $E$ of length $N(1+d+\ldots+d^k)$ that begins with a command from $C_h$ makes $M_{k+1}$ write $N^d$ symbols from $w_h$ on tape $h$ for $h = 0, \ldots, k$.

We are now ready to specify the actual input sequence for $M_{k+1}$. We will choose below command sequences $F_t$, each consisting of 0 to $s+1$ $t$-loops. Divide $E$ into $2^s$ parts $E_t$ of length $n(1+d+d^2\ldots+d^k)$. The input will be $E_0 F_0 E_1 F_1 \cdots$. To choose $F_t$, assume
$F_0, \ldots, F_{t-1}$ have already been chosen.

Partition the computations of the simulator $PS$ given $E_0, E_1, F_1, \ldots$ into intervals $I_{0,0}, I_{0,1}, \ldots$ where interval $I_{a,b}$ lasts from the last step of the simulation of $E_a$ to the last step of the simulation of $F_b$. For all $i$, let $A_i = \{(a,b) : |a|, |b| \leq n \}$ be the intervals in which each of these computations terminates. Let $A_i \circ E_j$ be ordered in the increasing order of the weights of the intervals in $A_i$. For each $(a,b) \in A_i$, there will be a part $F_{a,b}$ in $F_j$ which will be either an $l$-loop or empty.

Let $(a,b) \in A_j$ be the next interval such that for all $(a',b') \in A_j$, whose weights are less than that of $(a,b)$, $F_{a',b'}$ has already been defined and simulated by $PS$. Let $t_j$ be the last step performed by $PS$ with guess string $g$. Let $t$ be the maximum of $t_j$ over all $j$. Let $G$ be $\{0,1\}^t$. For each $g \in G$, let $I_{a,b}(t_j)$ be the time interval in the simulation of $PS$ with guess string $g$, that begins with the first step $I_{a,b}$ and lasts until $t_j$. Let

$$m = \frac{n}{16(k+1)}$$

and let

$$G_i = \{ g \in G : |I_{a,b}(t_j)| < nw(I_{a,b}) \}.$$

If $|G_i| \leq |G|/2$, then part $F_{a,b}$ is empty and the next interval in $A_j$ is considered. Otherwise an $l$-loop will be defined for $(a,b)$. Let $g \in G_i$. Consider the computation during the interval $I_{a,b}(t_j)$. Let $I_g$ denote $I_{a,b}(t_j)$ and $w(I)$ denote $w(I_{a,b})$.

Let $E'$ be the portion of $E$ that is simulated during $I_g$. $E'$ is the same portion for all $g \in G_i$. Partition $E'$ into $k+1$ parts $E'_1, \ldots, E'_{k+1}$ of equal length. This induces a partition of $I_g$ into parts $I_{g,1}, \ldots, I_{g,k+1}$, where each interval begins with the first step of the simulation of $E_i$. Let $N = nw(I)$ be the number of commands from $C_0$ in $E'$ and $N' = N/\log(16(k+1))$. We say, $PS(g)$ neglects tape $h$ of $M_{k+1}$ during $I_g$ if every head of $PS(g)$ that visits at least $N'd^k$ tape cells during interval $I_{g,1} \cdots I_{g,k+1}$ visits at least $N'd^k$ tape cells during $I_{g,1} \cdots I_{g,k+1}$.

If $PS(g)$ would neglect no tape during $I_g$, then for all $h \in \{0, \ldots, k\}$ some head $j(h)$ of $PS(g)$ visits at least $N'd^k$ cells during $I_{g,1}$ and at most $N'd^k+1$ cells during $I_{g,1} \cdots I_{g,k+1}$. Because $PS$ has only $k$ heads, we have $j(h) = j(h')$ for some $h$ and $h' \geq h + 1$. Head $h$ would have to visit during $I_{g,1}$ both at least $N'd^k$ and at most $N'd^k+1$ tape cells.

Therefore, for each $g \in G_i$, a head will be neglected by $PS(g)$ during $I_g$. Hence, there exists a head $h$ and a set of guess strings $G_h \subseteq G_i$ with $|G_h| \geq |G|/2(k+1)$ such that for all $g \in G_h$, head $h$ is neglected by $PS(g)$ during $I_g$. Let $w_h$ be the substring of $w_h$ that is written on tape $h$ of machine during interval $I_{g,1}$, and let $x$ and $y$ be such that $w = w_2y$. Then

$$|u| = Nd^k/(k+1)$$

and at the end of $I_{a,b}$, the first symbol of $u$ is exactly $l = Nd^k(k-h+1)/(k+1)$ tape cells to the left of head $h$ of $M_{k+1}$. Part $F_{a,b}$ is an $l$-loop for head $h$ with $l$ as above. Notice

$$|F_{a,b}| = \frac{nw(l)d^k}{k+1}$$

$$= \frac{nw(I)d^k}{k+1}$$

$$\geq \frac{nw(I)}{k+1}$$

The effect of $F_{a,b}$: We will consider the effect of $F_{a,b}$ on $PS(g)$ with $g \in G_h$. Since $w$ is a random string, we know that

$$K(u | x'y) \geq e^{-\log|u|}$$

$$|u| = O(\log|w|)$$

By lemma 1, we also know that most of the strings in $G$ do not give enough information about $u$. With $\lambda = |u|/3$ we have from lemma 1

$$G(u : |u|/3) \leq 2 \cdot |u|/\log(16(k+1)).$$

Therefore, we have

$$|G(u : |u|/3) \cap G_h| \leq 2 \cdot |u|/\log(16(k+1))$$

and

$$|G(u : |u|/3) \cap G_h| \leq 2 \cdot |u|/\log(16(k+1))$$

for large $n$.

Let $G_h = G(u : |u|/3) \cap G_h$.

**Lemma 6:** Suppose $F_{a,b}$ is an $l$-loop for head $h$ and $PS(g)$ with $g \in G_h$ simulates $F_{a,b}$ in $\tau$ steps. Then

$$\tau \geq Nd^h/(17(k+1)).$$

**Proof:** For head number $i$ of $PS(g)$, let $T_i = t_1 t_2 \ldots t_{k+1}$ be the portion of tape $i$ of $PS(g)$ visited until the last step of time interval $I_g$ where $t_i$ is the portion of $T_i$ visited during $I_{g,i}$. Let $V_i$ be the portion of $W_i$ that is revisited during $I_{g,i} \cdots I_{g,k+1}$ and $U_i$ be the portion of $T_i$ consisting of $\tau$ tape cells left and right of head $i$ after time interval $I_g$. Let $H$ be the set of head numbers $i$ such that head $i$ of $PS(g)$ visited at most $Nd^h$ tape cells during $I_{g,i}$. Then

$$|u|/3 \leq K(u | x'y)$$

for $g \in G_h$ and

$$\leq K(u | U_1 \cdots U_{k+1} \ldots U_k$$

+ $K(U_1 \cdots U_{k+1} \ldots U_k$ and $I_g | g | x'y)$

+ $O(\log n).$ (4)

By (1), the first term is $O(\log n)$. The contents of $T_1, \ldots, T_h$ before $I_{g,h}$ can be determined from $x, y$ and $F_{0,0} F_{1,1} \cdots F_{h-1,h-1} \cdots F_{a,b}$ by simulation of $PS(g)$. From this, $W_i$ after $I_{g,h}$ and the positions of all $W_i$'s within the $T_i$'s, one finds $T_i$ after $I_{g,h}$ and $I_{g,h} \ldots I_{g,h}$. If, moreover, $V_i$ after $I_{g,h}$ and $I_{g,h} \ldots I_{g,h}$, the positions of the $U_i$'s as well as state and head positions of $PS(g)$ after $I_{g,h}$ are specified, then one can determine $T_i$ after $I_{g,h}$ and $I_{g,h} \ldots I_{g,h}$ by simulation of $PS(g)$. We, therefore, have

$$K(T_i | I_{g,h} \ldots I_{g,h} | t \in H)$$

$$\leq K(F_{0,0} \cdots F_{a,b})$$

$$+ K(W_i | I_{g,h} \ldots I_{g,h} | t \in H)$$

$$+ K(V_i | I_{g,h} \ldots I_{g,h} | t \in H) + O(\log n).$$
$V_1, \ldots, V_k$ is bounded by the internal overlap $\omega(I_f)$. Thus, the third term is at most

$$2\omega(I) \leq N_2 + (8(k+1)) \leq N_2^h/(8(k+1)) \text{ and}$$

$$K(\{T_i | i \in H\}, I_0, R_1 \text{ after } I_f | i \notin H | g'x'y) \leq |u|/4 + o(n)$$

(5)

Because $PS(g)$ neglected tape $h$ of $M_{k+1}$ during interval $I_f$, every head $i$ of $PS$ with $i \notin H$ visits at least $N_2^h/(k+1)$ cells away from $W_i$. Thus, if lemma 6 is false, then for $i \notin H$, the $\tau$-neighbourhood $U_i$ of head $i$ of $PS(g)$ lies completely in $L_i$ or $R_i$ and

$$K(U_i \text{ after } I_f | L_i, R_i \text{ after } I_f) = O(\log n).$$ (6)

(4), (5), and (6) imply that

$$|u|/3 \leq |u|/4 + o(n)$$

which is a contradiction. □

**Running Time:** Because of the way loops $F_{a,b}$ were chosen, for each loop $F_{a,b}$ of $F$ at least $\frac{1}{4(k+1)}$ of the total number of computations of $PS$ will spend $O(|F|\log^k(k+1)n)$ time. If $|F| \geq n^{2^k \log^k(k+1)n}$, then the running time of $PS$ is $\Omega((|E| + |F|) \log^l(k+1)n)$.

If $|F| < n^{2^k \log^k(k+1)n}$, let $C$ be the set of intervals such that no $i$-loop is performed. For $I_{a,b} \in C$, we have $|F_{a,b}| \leq \frac{|W|}{2n}$ by (3), and hence

$$w(C) \leq \frac{|F|}{2n} \leq 2^{s-1} \log^k(k+1)n$$

$$= \frac{s \cdot 2^s}{\log^l(k+1)n}$$

$$\leq (s+1)2^s/4$$

which implies $w(C) \geq \frac{3}{4}(s+1)2^s$.

By the definition of the parts $F_{a,b}$, we have $\omega(I_f) \geq mw(I)$ for $I \in C$ for at least half of the set of all possible guess strings. Therefore, from lemma 5 the average time over all guess strings is $\Omega(m2^s(k+1)/4k)$

$$= \Omega(s4k(k+1))$$

which again gives the desired bound since $|E| = \theta(n2^s \log^k(k+1)n)$.
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