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Abstract

A long-standing question within the robotics community
is about the degree of human-likeness robots ought to have
when interacting with humans. We explore an unexamined
aspect of this problem: how people empathize with robots
along the anthropomorphic spectrum. We conducted a web-
based experiment (n = 120) that measured how people em-
pathized with four different robots shown to be experiencing
mistreatment by humans. Our results indicate that people
empathize more strongly with more human-looking robots
and less with mechanical looking robots. We also found
that a person’s general ability to empathize has no predic-
tive value for expressed empathy toward robots.

1. Introduction
An ongoing question in the robotics community con-

cerns the degree of human-likeness robots ought to have
when interacting with humans. This is usually framed
within the context of the Uncanny Valley [17], a theory pro-
posed by Mori that posits as robots become more humanlike
they become more familiar (and thus more likeable) until
the mismatch between their form, interactivity, and motion
quality elicits a sense of unease [10]. Intuitively this notion
seems plausible given the idea of Simulation Theory.

Simulation Theory is an established theory in psychol-
ogy [7] which suggests that the way in which we understand
the minds of others is by ‘simulating’ their situation (i.e.
putting ourselves in their shoes) in order to understand their
mental state / emotion. This theory has gained some sup-
port from neurobiology with the discovery of mirror neuron
systems in primate brains (including humans).

If such a simulative system does exist, it follows that it
should be easier to empathize with the emotions and men-
tal states of an agent that appears similar to us than with
one that does not. A large number of social psychology
studies support this, and point to the fact that in-group bias
and consequent preferential treatment can be triggered by
markers of physical similarity (e.g. skin color) [25]. In ad-

dition, evidence from developmental psychology suggests
that children, from birth onwards, use a simulation metric
(‘like me’) as a building block from birth to detect others’
emotions and mental states [15]. Thus, it is interesting to
speculate how this system might affect how people view the
mental states of robots.

In robotics, several researchers have tested how people
view robots of varying degrees of human-likeness. Goetz
et al. showed people preferred more humanlike robots for
jobs requiring more sociability [5]. Hinds et al. showed that
when collaborating with robots of varying degrees of hu-
man likeness people took less credit for work done and less
personal responsibility as robots were more humanlike [9].
Krach et al. showed a linear relationship between degree of
anthropomorphization and cortical activation in brain areas
related to how we process other minds [13].

One dimension of the human-likeness problem that re-
mains unexplored is the degree to which people empathize
with robots along the anthropomorphic spectrum. How does
the degree of human-likeness affect empathy? Would ob-
serving robots in distress evoke a sense of charity? On the
basis of Simulation Theory, as well as prior results reported
in the robotics literature, we predicted that there will be
an anthropomorphic gradient in the degree to which peo-
ple empathize with robots, i.e. the more humanoid a robot
looks, the more people will empathize with it. We also pre-
dicted that people who are adept at empathizing as mea-
sured by their Empathy Quotient (EQ, see Section 2.3.5)
will tend to be more empathetic toward all robots. Thus, we
designed an experiment to test the following hypotheses:

(H1) Dispositional empathy will be positively correlated
with empathy ratings for all robots, i.e. people with
high EQ scores will tend to feel more empathy for all
robots.

(H2) In general, people will be more empathetic to-
ward humanlike robots and less empathetic toward
mechanical-like robots.

We conducted a web-based experiment that looked at
how people empathized with a variety of robots shown to
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be experiencing mistreatment by humans. The robots var-
ied in their degree of human-likeness from very mechanical
to very human looking. Our major findings are that people’s
general ability to empathize (as measured by EQ score) does
not predict how they will empathize with robots, and that
people empathize more strongly with humanoid robots than
with mechanical looking robots. These results are very in-
formative to the human-robot interaction community and
have implication for future design considerations of robots.

2. Methodology
We created a within-subjects, web-based survey in which

people watched film clips featuring five protagonists sit-
uated in emotionally evocative and neutral circumstances.
In the evocative clips, humans acted exceptionally cruel to
the protagonist, by shouting at them, pushing them, or or-
dering them to do painful or embarrassing things. In the
neutral clips, the protagonist did something unexciting such
as housework. The protagonists’ appearances ranged from
mechanical-looking to human (See Fig. 1).

Because we didn’t have access to the full range of rep-
resentative robots from the anthropomorphic spectrum, we
had to turn to fictional films for our stimuli. Films have
been previously used in studies of empathy as an emotion-
evoking stimulus [3, 6] and are proven to have a number
of important advantages. The emotional scene in films is
realistic and may actually resemble real life situations, thus
affording higher ecological validity. This is why films are so
effective in eliciting emotions in spectators. By combining
facial expressions, bodily gestures and auditory information
they create episodes that are abundant with emotional cues.

In designing our experiment, we wanted to select films
that clearly showed the capabilities and expressivity of each
protagonist while situated in ecologically valid situations.
We also wanted to ensure that people didn’t habituate to
the situations the robots were in. Thus, we were forced to
make some tradeoffs when selecting our clips. Some clips
came from professionally produced films while others were
of a slightly more amatuer quality, some were black and
white and some were in color. The emotional situations the
protagonists faced were also different (despite all involving
mistreatment by a human. However, we believe in spite of
these differences, our choice of clips were similar enough
to be experimentally valid.

Figure 1. The protagonists used in the experiment.

Figure 2. Detailed description of the protagonists.

2.1. Materials
We selected five protagonists based on their appearance

and expressivity. Their appearance varied from very me-
chanical looking to human looking and their expressivity
also varied accordingly. (See Figures 1 and 2).

For each protagonist we made video clips lasting approx-
imately 30 seconds in length from the following sources:

• Roomba: I, Roomba [16], Roomba [4]
• AUR: The Robot AUR plays a character role in

“The Confessor” [11], AUR Robot Desk Lamp - Au-
tonomous Desktop Assistance [12]

• Alicia: The Twilight Zone: The Lonely [22]
• Andrew: Bicentennial Man [2]
• Antoine: The 400 Blows [24]

We also used clips from Coral Sea Dreaming [8] and
Molière [23] for the purposes of practice examples, relax-
ation between trials, and a flash player test.

2.1.1 Clip Descriptions

Roomba: Emotionally Evocative
Two humans shout at Roomba, “My bed needs to be made,
my room needs to be cleaned. There are dirty dishes every-
where! Get out of the closet, Roomba!” Roomba then per-
forms chores throughout the house. Interspersed are views
of the humans (from Roomba’s perspective) mockingly say-
ing, “Dance for me, Roomba!” The clip ends with Roomba
breaking a dish in the sink and a man shouting, “That better
not have been a broken glass I just heard, Roomba!” [16]

Roomba: Emotionally Neutral
Roomba vacuums a variety of surfaces while a narrator de-
scribes its cleaning features.

AUR: Emotionally Evocative
A man enters the room pacing and mumbling. AUR is on a
desk further away and appears “sad”, with its head pointed
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towards the ground projecting a blue light. Then the human
speaks in a mocking tone to AUR and says, “Patronization?
Nevermind. Patronized by a mute. Great.” AUR looks up
then away, again turning towards the ground. The human
says, “Hey, hey.” Then moves closer (into AUR’s “face”)
and shouts, “Hey!! Knock knock!! Got a soul in there?!” in
an extremely rude tone of voice [11].

AUR: Emotionally Neutral
AUR appears affixed to a desk. A man enters the room and
sits at the desk. The man says, “On” to AUR, and AUR turns
on its light. The man moves to look at something to the
right, and AUR follows him. Then the man says “Yellow”
and AUR turns its light to yellow [12].

Andrew: Emotionally Evocative
Andrew enters a girl’s room and asks, “Yes, Miss?” The girl
tells Andrew to open the window. Andrew complies. She
says, “Now jump.” Andrew begins jumping up and down.
Then she says, rudely, “No. Out the window.” Andrew falls
out the second story window and hits the ground [2].

Andrew: Emotionally Neutral
Andrew sweeps the basement then brings trash to the curb.

Alicia: Emotionally Evocative
Alicia and a man are standing next to each other. Alicia
says, “You hurt me, Corry.” He angrily says, “Hurt you?
How could I hurt you?” He grabs her arm, “This isn’t real
flesh. There aren’t any nerves or any muscles or tendons.”
He pushes her to the ground and continues yelling. “You’re
just like this heap [car]. A hunk of metal with arms and legs
instead of wheels. But this heap doesn’t mock me the way
you do. It doesn’t look at me with make believe eyes or talk
to me with a make-believe voice.” [22]

Alicia: Emotionally Neutral
Alicia stands alone in the desert with her head down. Then
she raises her head to face the camera and says in a me-
chanical voice, “My name is Alicia, what’s your name?”
She then appears playing chess and walking around [22].

Antoine: Emotionally Evocative
Antoine is in a classroom with his fellow students. Every-
one is silently watching the classroom door. Antoine looks
nervous. An adult on the other side beckons Antoine, and
he goes to the door. The door opens and a tall man enters.
He grabs Antoine and slaps him twice. Antoine looks sad
and slowly returns to his seat.

Antoine: Emotionally Neutral
Antoine sets the table for dinner.

2.2. Respondent Recruitment
We recruited respondents via email, message boards, and

web forums. The recruitment notice said that people would

be taking part in a film clip experiment that would take
15-20 minutes to complete, and that upon completion they
could enter a raffle for an Amazon.com gift certificate.

2.3. Procedure
We conducted our experiment online via Survey Mon-

key and used two nearly identical surveys survey version
A and survey version B. The only way in which these sur-
vey versions differed was in the order of film clips shown to
respondents. (One was the exact reverse of the other). Re-
spondents received their group assignment via a php redi-
rect script and therefore were not aware which survey ver-
sion they were completing.1

2.3.1 Introduction, Media Testing, and Demographics

Respondents first saw an introductory screen which thanked
them for participating and assured them that all collected
data was anonymous. Then respondents took an au-
dio/visual test to ensure that they could view and hear a 30
second test clip (a neutral nature clip). If they had problems
they were told to install flash and return to the survey later.

Finally, respondents inputted their gender, year of their
birth, whether they were a fluent English speaker, and
whether they had ever seen the film Wall-E.2

2.3.2 Film Clips

Next, respondents received instructions about how the film
clip section would proceed. First, they would see a black
and white picture of the protagonist in the film, then watch
a short film clip featuring the protagonist, and last answer a
question about the protagonist (See Fig. 3). Then, the re-
spondents read that the clips will have different protagonists
some human and some robot and they should pay attention
to who the protagonist is before they view a clip.

Next, respondents completed two practice examples.
One practice example was neutral (a fish from Coral Sea
Dreaming shown swimming) while the other clip was emo-
tionally evocative (the main character from Molière being
chased by a dog). The order of the practice examples was
reversed between the two survey versions.

Then respondents viewed the ten experimental clips,
with a relaxation clip in the middle. To avoid experimenter
bias, we used a random number generator to order the clips,
though we did ensure that no two films featuring the same
protagonist were sequential. We chose this ordering method
to mitigate any habituation or order effects. It also helped

1Because Survey Monkey does not provide the ability to randomize
question order, we instead decided on the two survey approach as a means
of reducing the potential for question order to bias the survey results.

2We asked about Wall-E because at the film was released around the
time our study came out, and we thought having seen it could induce a
sense of compassion toward mechanical-looking robots.
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Figure 3. Example of the screens in the film clip section. The first screen shows the name of the protagonist, if it is a human or a robot,
and a photo. The next screen is a 30 second clip featuring the protagonist. The third screen is a discrete visual analog scale that asks the
respondent how sorry they feel for the protagonist.

prevent respondents from predicting the kind of clip (emo-
tional or neutral) or which protagonist they would see next.

2.3.3 Empathy Question

After each of the clips, we asked respondents a single ques-
tion, “How sorry do you feel for the protagonist?” and pre-
sented them with a discrete visual analog scale (DVAS). The
scale ranged from 1-6 (1: Not at all, 6: Extremely). By only
having to answer a single question after each clip, respon-
dents did not have much time to reflect upon their answer.
Thus, we were able to get a more “raw” empathy response.

2.3.4 Earthquake Question and Remarks

Next, respondents saw pictures of the four robot protago-
nists and asked, “Imagine there’s been an earthquake and
you can only save one of the robot protagonists. Which one
would you save?” They then received a randomized list of
names to choose from to mitigate order effects.

We asked respondents this question because it is similar
to instruments used in other empathy studies regarding the
notion of charity. The question is phrased in such a way
to have respondents consider which robot they would like
to extend charity towards (“Who would you save?”). Such
phrasing targets the pro-social behavioral component of em-
pathy (i.e. the component of empathy that leads to ’helping’
behavior toward others in need) in the respondents. A large
body of literature supports the idea that such behavior lies
at the core of pure empathy (cf. [19, 27]).

After answering the earthquake question, respondents
could optionally add comments about the clips the just saw.

2.3.5 Empathy Quotient (EQ)

Next, respondents took an Empathy Quotient (EQ) test,
which is a measure of empathy designed by Baron-Cohen

and Wheelwright [1]. It is a 40-question, 4-point Likert
scale test. It contains questions that probe emotional empa-
thy (“It doesn’t bother me too much if I am late meeting a
friend.”). The Likert scale selections are “Strongly Agree”,
“Slightly Agree”, “Slightly Disagree”, and “Strongly Dis-
agree”. Questions are evenly balanced between positive and
negative responses to avoid bias. Scoring is based on 1 point
for a mild response and 2 points for a strong response. EQ
scores are significantly lower in adults with Asperger Syn-
drome / highly functioning autistics compared to controls.
This measure is well-validated in psychology [14, 18].

3. Results
Our two independent variables are the EQ score and pro-

tagonist appearance. Our dependent variable is the amount
of empathy expressed per protagonist, as measured via the
empathy DVAS and earthquake charity question. Because
we were measuring intensity of empathetic response using
ordinal scales and had non-normally distributed data, we
used non-parametric statistical measures in our analysis.

3.1. Respondent Demographics
40 men and 80 women completed our survey. 65 took

survey version A and 55 version B. 80 respondents had seen
Wall-E and 40 had not. 119 respondents considered them-
selves fluent in English. The ages of respondents ranged
from 18 - 76 years old (mean age: 29.4, s.d. = 9.9). EQ
scores ranged from 17 - 65 (mean score: 41, s.d. = 10.9).

3.2. Control Condition Check: Emotional Context
To ensure our neutral clips were significantly different

from our emotionally evocative clips, we first combined the
empathy DVAS ratings for each of the 10 clips. We then
paired the ratings by protagonist for the emotional and neu-
tral clips (e.g., Emotional/Neutral AUR). We performed a
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non-parametric t-test, the Wilcoxon rank sum test, on each
pair. For all pairs p < .05, α = 0.05, so indeed our control
and testing conditions are significantly different.

3.3. EQ and Empathy Ratings
In order to address the question of how EQ scores affect

empathy ratings in the emotional evocative condition, we
used Spearman’s Rank Correlation. This test was to see if
EQ score could predict empathetic response. Our rank or-
der correlation coefficients were: Roomba: -0.088, AUR:
-0.078, Andrew: 0.053, Alicia: 0.019, Antoine: 0.099. Be-
cause ρ was neither less than -0.5 or greater than 0.5, we
find no strong correlation between EQ score and empathy
ratings, and therefore must reject (H1).

3.4. Empathy Ratings and Robot Appearance
To see whether the amount of empathy expressed per

protagonist related to robot appearance, we performed
Friedman’s Test to see whether there was a significant dif-
ference in the rankings. We found people preferred the
humanoid robots, Alicia and Andrew, much more strongly
than AUR and Roomba. See Fig. 5 for these results and Fig.
4 for a visualization of these data. Thus, we find strong sup-

Figure 4. Visualization of the cumulative degree of empathy ex-
pressed per protagonist for the emotionally evocative clips.

Figure 5. Friedman ranks for protagonist empathy scores for the
evocative clips. (n = 120, p-value = 0.00, df = 4, X2 = 185.61)

port for (H2); people are more empathetic toward humanoid
robots and less empathetic towards mechanical ones.

We did not find a significant impact on Robot Empathy
Ratings due to age, gender, or having seen Wall-E.

3.5. Earthquake Question
In answer to the question, “Imagine there’s been an

earthquake and you can only save one of the robot pro-
tagonists. Which one would you save?”, respondents fa-
vored Alicia (39%) and Andrew (47%) over AUR (6%) and
Roomba (8%). This result lends further support to (H2), be-
cause people were “more charitable” towards human look-
ing robots and less towards mechanical-looking ones.

3.6. Qualitative Results
The responses to our open-ended question varied con-

siderably; but there were several interesting comments. We
received additional validation that our control worked be-
cause three people wrote that it was difficult to tell why they
should feel sorry for the protagonists. “I don’t understand
why I should feel sorry for people / robots who are doing
chores. Isn’t that something that everyone does?”

Some wrote directly about theory-of-mind and how that
affected their response. “I tend to think my empathy toward
beings is modified by the extent to which I perceive them as
having an emotional state. That said, because humans relate
to other things as if they were human, even when the per-
ception of the emotional state is low, I feel some empathy.”
Another person wrote, “I feel that besides ‘human features’,
it was also the projected feelings towards the robots (e.g.,
the guys being unkind to Roomba or the man shouting at
AUR) that caused me to sympathize with them.”

A final interesting quote: “How lonely I perceived an en-
tity [had] a big impact on how sorry I felt for a robot. The
human child was the only entity that was publicly humili-
ated in front of many peers. . . while robots were mocked by
things that were alien to them. The more alien to your own
values an entity is, the less likely it is to harm you emo-
tionally, as there are few commonalities around what is [to
be considered] humiliating why would the little glow lamp
care if the fleshy guy doesn’t think it has a soul?”

4. Discussion
We found strong support for our second hypothesis, that

people are more empathetic toward human-like robots and
less empathetic toward mechanical-looking robots. This re-
sult is compatible with Simulation Theory which states that
people mentally ‘simulate’ the situation of other agents in
order to understand their mental and emotive state, and that
the more similar the other agent is to the empathizer the
stronger the empathy process is. This result also supports
the recent findings of Krach et al. [13] who found that as
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the degree of anthropomorphization increases people neu-
rologically view robots as being more like themselves.

We rejected our first hypothesis and found no strong cor-
relation between a person’s EQ score and their degree of
empathy toward robots. One possible interpretation of this
result is that the phenomenon of empathizing with human-
like robots more and mechanical-looking robots less actu-
ally marks a basic human tendency which transcends in-
dividual differences in empathy. This may mean that it is
not necessary for robot designers to be overly concerned
with how low-EQ populations (e.g., Asperger’s) will accept
a particular robot based on its physical appearance. How-
ever, that notion ought not be extended to all autstic people,
as Robins et al. showed that severely autistic children prefer
featureless, non human-like robots during play [21].

Our findings provide several contributions. First, from
a theoretical standpoint, these findings inform the human
likeness debate. It may be that when people feel uncom-
fortable around a human-but-not-quite robot their internal
simulation metric is upset. Perhaps when they attempt to
empathize with something that appears to look like them but
behaves in a way that violates that appearance, they feel per-
turbed or cheated. There is some initial support for this the-
ory (c.f. [10], [20]) but further experimentation is needed.

This leads to our second contribution, which is that de-
signers of social robots now have another means by which
to understand the acceptance of their robot. Before even
placing a robot in front of a user, they are now aware of
some of the potential biases their users will have in terms of
their empathetic outlook toward it. Since empathy is such a
key component in effective social interaction, this result is
something likely to be of interest.

Our third contribution is that our results help inform
some recent robot ethics debates. Whitby raises several
interesting issues regarding the mistreatment of humanlike
robots. He argues that while people have the personal lib-
erty to abuse property within the privacy of their own home,
should their act of abuse cause harm to other human be-
ings, it becomes morally unacceptable [26]. Considering
our results showed that people empathized nearly as much
with the humanoid and android protagonists as they did with
the human protagonist, witnessing human-like robot abuse
could potentially cause emotional harm. On the other hand,
our results also show that people probably wouldn’t feel
particularly bad if they saw a mechanical looking house-
work robot being abused. So, in short, appearance does
matter when it comes to designing ethical frameworks for
robots, and this area warrants further investigation.
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