ABSTRACT
With the growing importance of deploying deep neural networks (DNNs), there are increasing demands to improve both the efficiency and quality of tensor program optimization (TPO). TPO involves searching for possible program transformations for a given tensor program on target hardware to optimize its execution. TPO is challenging and expensive due to the exponential combinations of transformations and time-consuming on-device measurement of transformations. While prior research has primarily focused on the quality of TPO, i.e., generating high-performance tensor programs, there has been less emphasis on the efficiency of TPO, i.e., optimizing tensor programs with low optimization time overhead.

In this paper, we address the primary inefficiencies in current TPO approaches, especially the extensive time required for on-device measurement and the inefficiency in the search process, and aim to reduce the optimization time for DNNs. To this end, we propose a machine learning-based, end-to-end TPO framework named Fasor. Fasor includes three key design components: 1) a transferable cost model with high transferring efficiency to reduce the on-device measurement time significantly, 2) a search space shrinking module to prune program transformations with low optimization potential, and 3) a two-stage fast exploration module to enhance searching efficiency substantially. Experimental results show that Fasor achieves the best of both worlds in TPO quality and efficiency compared to state-of-the-art TPO frameworks for CPUs and GPUs, contributing to efficient and scalable DNN deployment.
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1 INTRODUCTION
Deploying high-performance deep learning (DL) models on a wide range of platforms (e.g., CPU, GPU, ASIC, FPGA) has become an increasingly crucial research topic [9, 15, 34, 39]. The general lifecycle of a DNN model consists of two stages: development (model designing and training) and deployment (model compilation and inference). Existing works have significantly shortened the development duration by automating the design of DNNs [28, 29, 45] and accelerating the training process [32, 44, 47, 57] to even a few seconds. However, the deployment stage is becoming a critical bottleneck in DNN delivery, as shown in Fig. 1.

In this paper, we study the trade-off between DNN compilation time efficiency and runtime performance of the compiled DNN. We aim to reduce the time of compiling DNN models while improving output code runtime performance. First, we analyze TVM [15], the state-of-the-art (SOTA) DNN compiler stack on various optimization tasks and hardware backends, and identify the bottleneck of tensor program optimization (TPO) (Sec. 2.3). We observe that the key bottleneck (over 60%) of DNN compilation is the on-device performance measurement. (b) Comparison between Fasor and the TVM on a breakdown of the DNN cycle across development (the training time on Nvidia V100 GPUs) and deployment (the optimization time on Intel i9-9900K CPU). The proportion of deployment is marked in red for TVM and green for Fasor. In our evaluation, Fasor speeds up the optimization time up to 10.24× and decreases the proportion of the deployment phase significantly.

Figure 1: (a) DNN life-cycle. The deployment stage is becoming a critical bottleneck of DNN delivery. (b) Comparison between Fasor and the TVM on a breakdown of the DNN cycle across development (the training time on Nvidia V100 GPUs) and deployment (the optimization time on Intel i9-9900K CPU). The proportion of deployment is marked in red for TVM and green for Fasor. In our evaluation, Fasor speeds up the optimization time up to 10.24× and decreases the proportion of the deployment phase significantly.
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is caused by cost model training/transfer learning inefficiency and search sampling inefficiency. Based on our study, we provide two principles to solve the bottleneck and improve TPO efficiency:

(a) **Transferring efficiency:** This focuses on enhancing the cost model’s ability to learn the general knowledge of evaluating tensor programs, enabling it to swiftly transfer to new hardware backends with minimal need for costly on-device measurement.
(b) **Sampling efficiency:** This involves strategically navigating the search space to minimize sampling of potential schedules, particularly those with low optimization potential.

Following these two design principles, we propose a **FAST tenSor** program optimization framework, named Fasor, which can automatically achieve the best optimization quality and efficiency trade-off. First, to improve transferring efficiency, we propose a transferable cost model (Sec. 4) that effectively captures both tensor program features and hardware features. Different from previous online cost models [6, 7, 16, 63, 65], which only use the costly measurement data generated during the tuning process, our model can be transferred efficiently via a lightweight transfer-learning to learn hardware-specific knowledge, thus significantly reduces the need for costly measurement on the unseen hardware platform during optimization. Different from previous offline cost models [12, 52, 60, 62], which assume the target platform is accessible before compilation, we aim to address a more practical and challenging scenario where the target platform is unknown beforehand, and the cost model tuning must be performed on-the-fly with minimal new data measured on the new target platform for fine-tuning, necessitating higher model transferability. Moreover, accurate cost modeling also helps precisely identify the most efficient configurations, leading to better search results and faster search convergence.

Then, to enhance sampling efficiency, Fasor incorporates a search space shrinking module (Sec. 5) to prune the search space by eliminating candidates with low potential for program improvement, thereby retaining a condensed yet vital subset of the search space. Furthermore, Fasor leverages a two-stage fast exploration module (Sec. 6): it first utilizes optimization task features as a key to index the optimal schedule for the most similar task from the offline collection; then it leverages the pre-tuned schedule as a start point to efficiently search over the shrunk search space by deep reinforcement learning (DRL), with a novel roofline model-based reward. Fasor demonstrates that the pre-tuned optimal schedule is a much more effective search start point to search efficiently. Fasor reduces the search time by 72.2% on average compared to TVM.

2 BACKGROUND AND MOTIVATION

Taking TVM as an example, a deep learning compiler compiles deep learning models into minimum deployable modules on diverse hardware backends, as shown in Fig. 3 (a). TVM takes a deep neural network model as input, typically represented by deep learning frameworks like PyTorch [38] and TensorFlow [5], and analyzes the computational graph and performs graph-level optimizations such as operator fusion, layout transformation, and memory management. TVM then performs tensor-level optimizations, which involve optimizing the computations within each operator, and finally generates optimized code for the target hardware platform. In this paper, we focus on the tensor-level optimization (TPO).

2.1 Problem Formalization

As a key function of DNN compilers, the TPO problem can be formulated as the following optimization problem:

\[
\text{argmin}_{s \in S_e} f(s), \quad s.t. T \leq B
\]

Given a tensor program expression \( e \), the search space \( S_e \) denotes the space of possible code implementations that are logically equivalent to the expression \( e \). Let \( f \) be the runtime cost, for example, the latency on the hardware, \( T \) be the optimization cost, and \( B \) be the optimization time budget.

As shown in Eq. 1, there are three key parameters to solve the optimization problem: (1) The search space \( S_e \) is composed of different combinations of schedule primitives and corresponding parameters as shown in Tab. 1. As the number of parameters to be decided increases, and each parameter has more possible values, the search space becomes larger, resulting in a more complex search problem. (2) The cost \( f \), e.g., latency. Measuring all the combinations on the device during searching costs a large time overhead, especially on CPUs and edge devices. Thus, existing TPO frameworks introduce a cost model [6, 15, 63] to estimate the cost instead of measuring it. However, they still require collecting measurement data to train the cost model. (3) The time used for optimization \( T \) and the optimization time budget \( B \): our goal is either to attain superior optimization quality (e.g., a lower latency) with the same budget \( B \) or to achieve the same level of optimization quality within a shorter \( T \).

A TPO Example. Here, we use the general matrix multiplication operator as an example, which is often regarded as the core component of deep learning:

\[
C_{i,j} = \sum_{k} A_{i,k} \times B_{k,j}, \quad 0 \leq i, j, k < n
\]

The above expression provides a unified mathematical specification, and it can be transformed to multiple logically equivalent variants of low-level code \( s \in S_e \) and be optimized to different machine codes on different devices.
Table 1: Configurable parameters in search space.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split factor</td>
<td>8</td>
</tr>
<tr>
<td>Adjacent loops</td>
<td>1-4</td>
</tr>
<tr>
<td>Vectorization</td>
<td>1-3</td>
</tr>
<tr>
<td>Reorder</td>
<td>1-5</td>
</tr>
<tr>
<td>Unrolling</td>
<td>1-3</td>
</tr>
<tr>
<td>Parallel</td>
<td>1-4</td>
</tr>
<tr>
<td>Computation axis</td>
<td>1-5</td>
</tr>
</tbody>
</table>

Figure 2: Three sample pseudo implementations of expression $C_{i,j} = \sum_{k,l} A_{i,k} \times B_{k,l}$, $0 \leq i,j,k < 512; s_0, s_1,$ and $s_2$. All of them are logically equivalent programs with different performances since they specify various low-level code implementations. Therefore, although the same math equation, the run-times of $s_0, s_1,$ and $s_2$ are different.

2.2 Importance of TPO Efficiency

Most prior works focused on optimizing the quality of TPO (output code latency), while overlooking the efficiency of TPO (compilation time). Existing compilation frameworks still spend several hours, even days to generate a decent schedule for DNNs. For example, AutoTVM [16] costs 10 hours on an Intel i9-9900K CPU and 7 days on a NVIDIA GeForce RTX 2080Ti GPU, and 10 days on Raspberry Pi 4 to tune all workloads in the ResNet-50 model. The compilation time overhead is scaling up when optimizing different workloads for today’s DNNs with more complicated neural architectures [49, 56] on various target platforms. Yet, TPO efficiency is important in modern applications because a long optimization time (1) prolongs the delivery duration of AI products and (2) hurts users’ experience while waiting for DNN to be optimized.

As shown in Fig. 1, the long deployment time takes over 70% of the delivery cycle even with the SOTA compilation framework. It delays the overall DNN delivery and goes against the AI companies that are required to deliver AI in a timely manner. It also, in turn, slows down the development of DNN models due to the optimized runtime performance not giving feedback to the DNN designers and developers on time. As the DNN models are scaling and becoming more complicated, efficient TPO is highly demanding.

2.3 Inefficiency in Previous Methods

The SOTA DNN compilation stack leverages the compute-schedule paradigm to decouple the high-level description of an algorithm (compute) from the description of how it is optimized and executed (schedule) on a specific hardware platform, e.g., AutoTVM [16], Ansor [63], Flextensor [65], Chameleon [7], Halide [6]. Based on this paradigm, existing works follow a similar philosophy to manage the TPO problem as a schedule search problem with the following steps: considering a piece of tensor program to be optimized on a given hardware backend, (1) parameterize and define the schedule search space (primitives and parameters) manually (AutoTVM) or automatically (Ansor, Flextensor, Halide); (2) define a code template (AutoTVM, Flextensor, Chameleon, Halide) or sample code sketches (Ansor), and the default schedule settings as the search starting point; (3) at the beginning of searching, the cost (e.g., latency) is measured on device and the cost is collected to train a cost model, e.g., XGBoost-based model (AutoTVM, Ansor, Chameleon), analytical model (Flextensor) or linear layers (Halide); (4) guided by the estimated cost from the cost model, search over the search space using a certain search engine until finish the optimization time budget, e.g., simulated annealing (AutoTVM), evolutionary search (Ansor), beam search (Halide), policy gradient (Chameleon), or heuristic method combining DRL (Flextensor).

It is difficult to achieve both high quality (in terms of output code latency) and efficiency (in terms of optimization time) of TPO. Previous DNN compilation stacks can search high-performance tensor program schedules, but they can take several hours and even days of optimization overhead, especially on CPUs and edge devices. We study the above-mentioned frameworks and break down the time overhead to demonstrate the bottleneck of DNN compilation is the on-device measurement for cost model updating, which consumes over 60% of compilation time. We show the portion of on-device measurement time in Tab. 2. This observation aligns with previous study [7, 11, 59], emphasizing the need to reduce the costly on-device measurement.

Table 2: The portion of on-device measurement time over the overall optimization time.

<table>
<thead>
<tr>
<th>Model</th>
<th>Ansor</th>
<th>AutoTVM</th>
<th>Chameleon</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-18</td>
<td>87.0%</td>
<td>77.1%</td>
<td>91.8%</td>
</tr>
<tr>
<td>VGG-16</td>
<td>70.1%</td>
<td>62.3%</td>
<td>71.8%</td>
</tr>
<tr>
<td>AlexNet</td>
<td>78.7%</td>
<td>72.5%</td>
<td>80.3%</td>
</tr>
</tbody>
</table>

There are two aspects of inefficiency that result in the long TPO time in the existing works. (1) Cost model training or transfer learning inefficiency. Machine Learning (ML)-based model (AutoTVM, Ansor, Chameleon) is widely adopted to provide accurate estimations of schedule candidates, compared to the traditional analytical model (Flextensor). However, for the ML cost model to be effective, it needs to be well-trained to learn the general knowledge...
required for evaluating tensor program schedules of all kinds – achieving generalization – and adapted to capture the characteristics of various hardware platforms – ensuring transferability. The emerging novel DNN operators and fast-developing new hardware make training a generalizable and transferable cost model even more difficult. It requires collecting enough training datasets and cannot avoid measuring a large number of scheduled candidates on the device.

(2) Search sampling inefficiency. Searching for an optimal scheduling scheme is an NP-hard problem, while the search space is growing exponentially with the number of primitives and the corresponding parameters to be tuned. Searching for effective schedule configurations from a search space with millions of possible configuration combinations is non-trivial. The above frameworks follow a latency-guided search and deploy an extensive exploration over the optimization landscape, coupled with aggressive pruning of the solution space. Their search engines usually rely on the stochastic guarantees of a random walk process, fall short of inadequate search guides, and often end up generating sub-optimal code. Moreover, previous works overlook the potential of reusing pre-tuned schedules for similar optimization tasks.

Previous studies such as Moses [62], BALTO [12], TLP [60], and Verma et al. [52] attempt to improve the capability of transferring cost models to solve the transferring inefficiency. However, they target a scenario where the target platform is accessible in advance, allowing for offline data measurement and cost model training or fine-tuning for the target platforms offline. In contrast, Fasor is for addressing a more practical and challenging setting where the target platform is unknown beforehand, and new data measurement and transfer learning occur online once the device becomes accessible. In such a scenario, fewer samples should be measured online to update the cost model to maintain optimization efficiency, while ensuring that the optimization quality is not compromised.

3 FASOR DESIGN

3.1 Fasor Framework Overview

As depicted in Fig. 3 (b), Fasor consists of three key components:

(1) The cost model is pre-trained offline and takes a given tensor program as input to predict the profile information, e.g., memory bound score, core bound score, and latency rapidly and accurately online. In the online optimization stage, only a few samples will be measured on the device to fine-tune the cost model at the beginning. After that, the cost model only performs inference. The predicted information is forwarded to the sub-search space selection and DRL exploration modules.

(2) The sub-search space selection module captures the critical memory and computation-sensitive characteristics of various operators and primitives, classifies the primitives into memory-sensitive and computation-sensitive subspaces, and prunes the less sensitive primitive subspace.

(3) The DRL exploration module takes a pre-tuned schedule as the search initial state and searches for a new configuration output guided by the feedback from the learned cost model. The designed DRL can converge and find the optimal solution in only one (few) step(s), significantly improving the search sampling efficiency.

4 A LEARNED COST MODEL

The primary goal of the learned cost model is to precisely evaluate the cost of a schedule for any given tensor program, serving as an accurate guide for the search engine. Another goal of the cost model is good transferability so that it does not require too many samples to be measured on a new device to update the cost model. Previous work [40] proposes a zero-shot model, which does not update the cost model during online compilation. However, it does not consider any hardware features in the cost model, making it in-precise to evaluate the costs of new hardware. In this paper, we propose to train a cost model to learn both (1) general knowledge of evaluating all kinds of tensor program schedules and (2) characteristics of various hardware platforms.

4.1 Model and Feature Design

Model Selection: Given the abundance of existing deep learning models adept at modeling the cost function (a regression task) [6, 16, 24], and considering that devising a new model architecture is not our primary goal, we opted for an empirical approach. We evaluated XGBoost, LSTM, and a lightweight Transformer model, all of which demonstrated online inference latencies under 200ms on a GPU, which is negligible compared to the compilation time. Based on performance metric (Sec. 8.5), we selected the lightweight Transformer as the backbone architecture of our cost model. Transformer [18] has shown success on many applications [23, 30, 55], and demonstrated its ability to capture the general features and transfer to new tasks. Fasor adopts a light-weight Transformer encoder to capture the schedule features and learn a general and transferable cost
model. Our cost model incorporates 4 multi-head self-attention layers followed by a linear layer to predict the execution time, memory bound score, core bound score concurrently.

**Feature Selection:** (1) For the task feature, since we rely on the template-based code generation scheme in TVM, similar to [16], we include arithmetic features and memory access features. Arithmetic features include (i) kernel / input / output shapes and (ii) serialized schedule configurations, such as vectorization, parallelism, and tiling, as shown in Tab. 1. The memory access features include access type, reuse type, and total accessed bytes. (2) For the hardware feature, an initial solution to include hardware features is to utilize essential hardware specifications. For CPUs, we include CPU family types, core frequency, number of cores, main memory size, cache line size, vector unit width, etc. For GPUs, we include GPU family types, memory size and number of threads per block, maximum number of extent virtual threads, thread numbers of a warp, vector unit width, etc. However, we found that simply including these specifications cannot help the cost model transfer to new hardware efficiently and effectively during compilation time, especially for new hardware with very different modeling. Thus, we propose to implicitly learn hardware features from a small signature set of tensor programs to enable few-shot transfer learning to new hardware.

### 4.2 Few-shot transfer learning

Given the diversity and complexity of the hardware [10], the runtime latency of a specific low-level tensor program implementation varies on different hardware, which makes the cost model difficult to reuse over different hardware. Existing machine learning-based cost models in AutoTVM, Ansor, and Chameleon are trained from scratch and have to measure the actual cost of a large number of schedules sampled by the search engine online for new hardware. On-device measurement is a high-cost process involving schedule compilation, data transfer, code generation, and on-device execution. As such, on-device measurement is the bottleneck in the TPO process. With the ResNet-18 optimization as an example, it takes on average 83.5% of the optimization time as shown in Fig. 4.

To solve the above issue, we propose to learn the general knowledge of evaluating tensor programs offline (a once-for-all pre-trained model) and transfer it by learning the hardware-specific knowledge via a lightweight fine-tuning online given a new device. The transfer learning is few-shot and uses only few samples. We select a small set of representative data to perform a lightweight transfer learning. To achieve better transfer learning performance with high prediction accuracy, the selection of the data for transfer learning should prioritize tasks that contribute distinct hardware-specific knowledge, enabling the cost model to effectively differentiate and learn from the diverse information. We evaluate the information contribution by clustering the tasks by Spearman similarity [35] considering the task features. The tasks in the same cluster are similar; selecting two similar tasks from the same cluster contributes little information. Thus, we pick a total of top-k tasks from different clusters so they are dissimilar from each other. The hyper-parameter $k$ determines the number of tasks to be measured; a larger value of $k$ results in more tasks being evaluated, potentially leading to a more accurate cost model and better optimization outcomes, albeit at the expense of increased measurement overhead. We empirically set $k = 10$ to promise model accuracy in practice.

Due to the great performance gaps among various backends, we train different cost models for various backends and only transfer among the platforms with the same backends. For example, We train one cost model for Intel Xeon E5-2666 CPU and transfer it to other target devices with x86 CPU, e.g., Intel i9-9900k CPU. We train another cost model for the Nvidia Tesla V100 GPU and transfer it to the Nvidia GeForce RTX 2080Ti. We do not transfer among desktop CPUs / GPUs to mobile CPUs / GPUs, etc.

### 5 SUB-SEARCH SPACE SELECTION MODULE

Given the high complexity of the search space, it is infeasible to enumerate all of the search space. Randomly shrinking the search space will lead to heavy output latency performance degradation [63]. Fasor deploys a sub-search space selection module to automatically and wisely select the primitives and parameters that constitute a relatively critical sub-search space. It provides two levels of search space shrinking:

1. **(1) Empirical parameter options pruning.** Ideally, the parameters can be chosen from all the feasible options (e.g., any positive integer works as a split factor). However, Fasor leverages observations from our study as well as lessons from previous studies [15, 21] to choose configuration options that are more likely to lead to good optimization performance. For example, when searching for parallelization and vectorization, Fasor gives higher priority to parallelizing the outer-most loop for CPUs and prefers to bind outer loops to thread blocks for GPUs. For vectorization, Fasor only considers powers of two according to the backend support properties. Similarly, for the split factor, Fasor only considers powers of two that are divisible by the loop range to avoid irregular operand sizes.

2. **(2) Profile-guided critical primitives selection.** In practice, we observe that not all primitive tuning significantly contributes to optimization. Tuning only parts of the selected primitives, while fixing other primitives as the default settings can significantly shrink the sub-search space. Fasor selects the most critical primitives based on their sensitivity to memory or computation bound. We first perform a sensitive study on the dataset (Sec. 7.1) offline. Each time we only tune one primitive while fixing all the other primitives and profile the memory and computation-bound score changes. We weigh the...
primitives according to the sensitivity of memory or computation score changes. In the compilation time, users can pass a hyper-parameter \( n_p \) ranging from 5 to 8 to decide the number of primitives to be tuned. \( n_p = 7 \) by default. The learned cost model will first predict the memory and computation bound scores to check if the task is more memory or computation-sensitive. Then, the top \( n_p \) primitives, ranked by their memory/computation weights, will be selected. The \( n_p \) controls the optimization quality and efficiency trade-off by users’ requirements. \( n_p = 8 \) means tuning all the primitives in Tab. 1. \( n_p = 5 \) is the threshold to avoid too much output performance degradation in our study.

6 DRL EXPLORATION MODULE

Given the critical sub-search space to be explored, Fasor leverages a two-stage fast exploration module to select the optimal configurations of schedule primitives.

6.1 Stage1: Exploiting Pre-tuned Schedule as the Search Start Point.

Pre-tuned schedules are difficult to reuse directly during compilation due to the diversity of tensor programs and differences among hardware platforms. As such, very few previous works [19, 59] have explored reusing pre-tuned schedules. Lorien [59] builds a database to store pre-tuned schedules while performing random sampling for those new schedules not existing in the database. However, building a database to store all pre-tuned schedules is infeasible due to the diverse tensor programs and hardware platforms to be used. Moreover, random sampling cannot guarantee an optimal result. Transfer-tuning [19] directly applies pre-tuned schedules for the same kernel regardless of different data shapes. Directly applying pre-tuned schedules for the same kernel with a different input data shape without adaptation is sub-optimal. Because a different data shape contributes to a different tensor program, leading to a new optimization task and a different search space. Directly reusing pre-tuned schedules is not generalizable to unseen optimization tasks.

In this paper, we investigate the similarity of tensor programs and the relationship between optimal schedules of similar tensor programs. We pose such a question: “How to leverage the pre-tuned schedules considering the characteristics and similarity of tensor programs and their search spaces?” In this paper, we empirically show the pre-tuned optimal schedules for the tensor programs in the pre-trained dataset (Sec. 7.1) can be reused as a better search start point, which helps search converge faster and better compared to TVM’s default settings. First, starting with a pre-tuned schedule for a task similar to the new tensor program allows the search algorithm to converge more quickly. This is because the starting point is already closer to an optimal solution than a random start point. This aligns with the observations in previous works [19, 59]. Second, combining the DRL searching in stage 2, it achieves a better optimization result with the pre-tuned schedule serving as a better basis than the default settings provided by TVM. The rationale behind this is to enhance the searching efficiency and quality of auto-tuning by utilizing existing knowledge (pre-tuned schedules) in a wiser way, tailoring it to the specific needs of new tensor programs, rather than searching from scratch or relying on generic default settings.

Operationally, we reuse the pre-tuned schedules from the same kernel class – kernels sharing the same sequence of operations, for example, \texttt{conv2d-bias-relu}. We build a small database to store only the optimal schedule for each kernel class on each hardware platform. At compile time, the schedule can be retrieved by the key of the kernel using a hash function, with an average time complexity of \( O(1) \). The kernel’s key is illustrated in Tab. 3, and the corresponding value for the best schedule comprises the serialized schedule parameters. Should such a key-value pair be absent in the database, we resort to the pre-tuned schedule exhibiting the highest Spearman similarity to the current optimization task, taking into account the key attributes. We set a temperature \( \tau = 0.6 \) to decide whether we want to use such a pre-tuned schedule. If the Spearman similarity falls below \( \tau \), the default starting point of TVM is selected instead. The temperature setting controls the randomness of the search’s starting point, enhancing the search engine’s robustness by preventing it from becoming trapped at a local optimum.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target type</td>
<td>The type of target platform for this task, e.g., x86 CPU, ARM CPU, NVIDIA GPU</td>
</tr>
<tr>
<td>Task key</td>
<td>A unique task key defined by the auto-tuning framework dialect used when generating tasks.</td>
</tr>
<tr>
<td>Kernel class</td>
<td>The sequence of operations, e.g., conv2d-bias-relu</td>
</tr>
<tr>
<td>Arguments</td>
<td>The task arguments or attributes.</td>
</tr>
</tbody>
</table>

6.2 Stage2: Fast DRL Search.

Deep Reinforcement Learning (DRL) has shown success in efficiently searching over high-dimensional problems (e.g., go game [42]), which is also suitable for solving configuration search problems. We leverage the efficient DRL model and propose a novel reward function better to adjust it to our schedule parameter searching problem and generate good-quality results in one or very few iterations (episodes) of the DRL search. Fig. 5 shows Fasor’s DRL model, which consists of (a) an agent with an action-value network and (b) an environment. The agent with the action-value network responds to a state (a tensor program with certain configurations) and outputs an action (a set of configurations of the schedule primitives). The environment tests the new state by the cost model to return a reward to the agent.

6.2.1 Agent, State, Action, and Reward. As shown in Fig. 5, our DRL model consists of four major components: agent, state, action, and reward. Agent. An agent is an executor of actions in a state. In our model, a state is a representation of the tensor program with certain schedule configurations, while an action is to assign the configurations of the schedule. The agent repeatedly obtains a new state \( s_t \) from the environment, executes an action \( a_t \) on the state, and gets a corresponding reward \( r_t(a_t, s_t) \) by the environment, until the DRL model converges (does not get improvement in consecutive steps) or finish the optimization time budget. The object is to find good actions under time budget \( T \) to maximize \( \sum_{t \leq T} r_t(s_t, a_t) \).

Action. An action is to decide all the primitive parameters that maximize the Q-value from the \( n_p \) adjacent points in Tab. 1. The
adjacent point means only tuning one primitive to its adjacent value. For example, the possible choices for one factor are $\{1, 2, 4, 8, 16\}$, and the adjacent choices for the current value 4 are 2 and 8.

State. A state is a certain program implementation defined by a combination of schedule primitives and corresponding parameters for a given tensor code description. The states are encoded as the task feature mentioned in Sec. 4 to be the input of the DRL model.

Reward. A reward is used to measure the consequences of the actions and feedback to the agent to generate better actions. During the search process, the agent assigns a set of new configurations, which will get a reward feedback defined as:

$$ r_t = \phi_1(T_{t-1} - T_t) + \phi_2 \frac{CS}{MS} + \phi_3 \#\text{Iter} \quad (3) $$

It is the weighted sum of (1) the difference between the execution time ($T_t$) of the new configuration at step $t$ and the time ($T_{t-1}$) of the previous configuration at step $t-1$, (2) the computation (computation score $CS$) to communication (memory score $MS$) ratio $CS/MS$, (3) the number of iterations $\#\text{Iter}$ used for searching. The factors $\phi_1$, $\phi_2$, and $\phi_3$ are hyper-parameters to manage different scales of different parts and decide the relative importance of them, controlling TPQ quality-efficiency trade-off. The execution time, $CS$, and $MS$ are outputs of the cost model. The reward designed is hinted by the roofline model [54] as shown in Fig. 6. The first part of the reward encourages the model to learn to generate low-latency schedules, which pushes the point up in the space. The second part of the reward encourages the model to learn to generate low-communication schedules given the computation is relatively stable, and pushes the point right in the space. The third part of the reward encourages the model to fast search for the optimal results in fewer iterations. Guided by the proposed reward function, the DRL model is usually able to search for a comparable result to TVM in one or very few iterations in our evaluation. Thus, we empirically set DRL to search for only one iteration by default. We then use our few-shot fine-tuned cost model to evaluate the candidates and select the optimal result with the smallest cost.

In this way, Fasor is progressively shrinking the optimized search space. Starting from the pre-tuned schedule, it shrinks the space and enables the DRL model to explore the space that is concentrated to the optimal result. Guided by the proposed reward function, the DRL effectively explores and generates a batch of 64 candidates. The cost model evaluates the candidates and finally picks the top-1 schedule. During this searching process, Fasor does not require any cost model updating or any on-device measurement, which greatly reduces the need for costly on-device measurement. We use this efficient searching mode as high-efficiency mode by default. We also provide another high-quality mode, which can be specified by users. Under the high-quality mode, DRL is able to explore the search space until convergent or until consuming all the optimization budget, instead of exploring for only one iteration. We evaluate both modes in our evaluation.

6.2.2 Action-value Network. The agent decides which action to take generated by an action-value neural network. Fasor models the search problem as a deterministic Markov Decision Process process and deploys DQN [33] to assign the Q-value, which calculates an expected reward given states and actions to evaluate an action. We choose DQN because it learns and reuses information by memory replay during searching iteration (Algo. 1) and considers the contribution of future rewards in Q-value to search the configuration space and achieve optimal schedules efficiently.

Algorithm 1 Q function Algorithm.

1. Initialize replay memory $D$ and initialize the trainable parameters $\theta$ in DQN models
2. for epoch from 1 to optimization budget $B$ do
3. Initialize sequence $s_1 = x_1$, $\phi_1 = \phi(s_1)$
4. for $t$ from 1 to $T$ do
5. if random generated probability $< \epsilon$ then
6. Select a random action $a_t$
7. else
8. Select the action with the maximum reward $a_t = \max_a Q(\phi(s_t), a; \theta)$
9. end if
10. Take the action $a_t$ and get reward $r_t$ and next state $x_{t+1}$.
11. Update $s_{t+1} = s_t$, $a_t$, $x_{t+1}$.
12. $D$ stores the transition $(\phi_t, a_t, r_t, \phi_{t+1}, \phi(s_{t+1})).$
13. Inquire $D$ for dataset and get $y_j = r_j + \gamma \max_{a'} Q(\phi_{t+1}, a'; \theta)$.
14. Minimize Loss $(y_j - Q(\phi_j, a_j; \theta))^2$.
15. end for
16. end for

We show the neural architecture of the action-value network in Fig. 5. The encoded state is passed to three fully connected layers. The Softmax function will output a Q-value, and the action will be selected either by maximizing the reward or with a small probability of playing a random action, as shown in Algo. 1. Then the loss function will be calculated by the real reward $r$ and Q-value and the trainable parameters in Q function will be updated.
We implement Fasor based on TVM [15] (version 0.8.dev) for code generation. We implement the cost model and the DRL model with PyTorch [38] using two Nvidia GeForce GTX 2080 Ti GPUs with 11 GB of memory. For the cost model, we apply 4 Transformer layers, with 128 hidden states and 8 attention heads, initialized with Xavier [20]. We use the Adam optimizer [25] with a learning rate of 0.0005, $\beta_1 = 0.9$, $\beta_2 = 0.999$, a weight decay rate of 0.01, and linear decay of the learning rate. We set the dropout rate as 0.1 and pre-train the cost model with a batch size of 64 for 20 epochs. We set the decay rate $\alpha = \frac{K}{K + T}$ to achieve temporal decay, with $K = 10$ and $T$ as the epoch number. We set the discount rate $\gamma$ as 0.95 and train the DRL model for 20 epochs. We set $\phi_1 = 0.35$, $\phi_2 = 0.25$, $\phi_3 = 0.4$ for the high-efficiency mode and $\phi_1 = 0.45$, $\phi_2 = 0.35$, $\phi_3 = 0.2$ for the high-quality mode. The cost model and DRL model training take approximately 2 hours in total on GPUs, which is performed once offline and is not counted into the online optimization time overhead. Note that this training time can be further reduced by running on more advanced GPUs, e.g., H100 [37] in parallel.

### 7.1 Dataset for the Learned Cost Model

A comprehensive dataset is necessary to promise the generalization of the cost model. Since the optimization tasks come from the sub-graphs of DNNs, we first include rich types of DNN architectures: (1) models in PyTorch’s Model Zoo [38]. (2) models generated by Neural Architecture Search (NAS). Unlike the manual-designed models in Model Zoo, NAS generates models by searching for basic block combinations and bringing more derived models. For example, ProxylessNAS [13] changes the widths, depths, and resolutions of convolutions in a supernet to generate various subnets. We include NAS models from NAS works [13, 49]. (3) Randomly generated models that are unseen in (1) and (2). It consists of (i) linear stacks of various convolution kernels with different configurations. (ii) non-linear models with complicated graph topologies from [56] to make the cost model more general to artificial neural topologies. Finally, we collected 914 different tasks (with various operator types and parameter configurations).

We then generate the schedules based on the above-mentioned DNNs. Given the conclusion that the schedules are non-uniformly distributed and numerous configurations are invalid [7], we do not randomly sample the schedules to generate the dataset. Instead, we adopt our search engine (Sec. 6) to sample the valid schedules that likely appear in the real compilation time. For each optimization task, we sample 1000 different schedules and remove redundant/invalid schedules, resulting in ~0.9M samples in the dataset. We then measure the execution time and profile the memory and computation scores, which count the percent of memory or computational bottleneck [58] by TVM PAPI tool [4] and Intel PMU Profiling Tool [2] on the source devices for the schedule samples. The collection of training data takes less than two weeks and is done only once offline. We separate the dataset into training and testing sets by randomly sampling 80% of it as the training set and the rest 20% as the testing set. We exclude all the samples of the tested operators (operator type with specific parameter combinations) from the training set to avoid data contamination in testing. Notice that due to the limited types of operators in today’s DNNs, it is possible that the operators in training and testing are similar, e.g., with a similar type of operator but with different operator parameters. It is important to note that similar operators do not necessarily indicate similar optimization tasks. Through the extensive evaluation, we observe similar operators can have significantly different schedule searching traces. We design and train the cost model to effectively capture the underlying relationship between optimization tasks and profile information, allowing it to generalize well to unseen optimization tasks rather than relying on observing similar operators/tasks during offline training.

For the pre-tuned schedule database, we select the best schedules for the tasks in the training dataset and store the task attributes and the best schedules in the built-in dictionary (hash-table) in Python. We query the schedule by task key or the key with the most similar key attributes.

### 7.2 Dataset for the DRL Model

We perform offline training to better initialize the weight parameters in the DRL model. The training dataset used for the DRL model is similar to the dataset for the learned cost model. To show the generalization ability of the pre-trained DRL model, we test it with optimization tasks that are never seen (new operator types with new data shapes on new hardware) by the DRL model and measure how well the DRL model can generate the optimization results in the inference process.

### 8 EVALUATION

#### 8.1 Evaluation Settings

We evaluate Fasor for various well-known DNNs on different hardware platforms. We compare Fasor with two representative methods: the hand-tuned libraries in PyTorch (version 1.13.0, with MKL for Intel CPU, CuDNN for NVIDIA GPU) and the SOTA automated compilation framework TVM with Ansor. Ansor is integrated into TVM, which samples programs from a hierarchical representation of the search space, and fine-tunes the sampled programs using evolutionary search with a learned cost model. We run Ansor for 1000 measurement trials for each testing case, which is the number for search convergence reported by TVM. Since our goal is to achieve effective and efficient TPO, we compare both output performance in terms of inference latency and search time. For each benchmark, we use float32 precision with batch size 1 for inference. We pre-train the cost model for CPU on Intel Xeon Ice Lake 8375C and the cost model for GPU on V100. To evaluate the online compilation results on unseen devices, we use Intel i9-9900k, Intel Xeon E5-2686 v4, and AMD EPYC 9R14 CPUs, and Nvidia GeForce GTX 2080 Ti, Nvidia A100, and Nvidia T4 GPUs. This simulates a practical scenario in which the compilation task is typically performed on new devices. For the optimization search results, we report the median of 5 runs. For the latency results, we report the average results on 1000 measurements. The reported results are normalized compared to the results of Ansor.

#### 8.2 End-to-end DNN Evaluation

**Workloads.** We benchmark the end-to-end inference execution time of several well-known DNNs, including models in the computer vision domain: AlexNet [26], ResNet18 and ResNet-50 [22], ...
Table 4: Output code latency (CL) and optimization time (OT) speedup compared to Ansor.

<table>
<thead>
<tr>
<th>Model</th>
<th>Intel Xeon E5-2660</th>
<th>AMD EPYC 9R14</th>
<th>Nvidia A100</th>
<th>Nvidia T4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>1.05x / 1.19x</td>
<td>1.12x / 1.21x</td>
<td>1.13x / 1.25x</td>
<td>1.12x / 1.28x</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>1.06x / 1.12x</td>
<td>1.11x / 1.23x</td>
<td>1.13x / 1.27x</td>
<td>1.12x / 1.22x</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>1.06x / 1.12x</td>
<td>1.11x / 1.23x</td>
<td>1.13x / 1.27x</td>
<td>1.12x / 1.22x</td>
</tr>
<tr>
<td>MobileNet-V2</td>
<td>0.96x / 1.12x</td>
<td>1.12x / 1.23x</td>
<td>1.13x / 1.27x</td>
<td>1.12x / 1.22x</td>
</tr>
<tr>
<td>MobileNet-V2</td>
<td>0.96x / 1.12x</td>
<td>1.12x / 1.23x</td>
<td>1.13x / 1.27x</td>
<td>1.12x / 1.22x</td>
</tr>
</tbody>
</table>

Table 5: Optimization time speedup compared to Tenset.

<table>
<thead>
<tr>
<th>Model</th>
<th>CPU Speedup</th>
<th>MobileNet-V2 Speedup</th>
<th>EfficientNet-B4 Speedup</th>
<th>BERT-base Speedup</th>
<th>MobileBERT Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>2.35x</td>
<td>3.67x</td>
<td>0.95x</td>
<td>4.85x</td>
<td>5.12x</td>
</tr>
<tr>
<td>MobileNet-V2</td>
<td>8.33x</td>
<td>1.68x</td>
<td>1.83x</td>
<td>2.10x</td>
<td>2.33x</td>
</tr>
<tr>
<td>EfficientNet-B4</td>
<td>6.82x</td>
<td>6.12x</td>
<td>3.67x</td>
<td>2.98x</td>
<td>4.85x</td>
</tr>
<tr>
<td>BERT-base</td>
<td>6.82x</td>
<td>6.12x</td>
<td>3.67x</td>
<td>2.98x</td>
<td>4.85x</td>
</tr>
<tr>
<td>MobileBERT</td>
<td>71.50x</td>
<td>58.77x</td>
<td>3.67x</td>
<td>2.98x</td>
<td>4.85x</td>
</tr>
</tbody>
</table>

VGG16 [43], MobileNet-V2 [41]; NAS models: EfficientNet-B0, EfficientNet-B4 [49], and MnasNet1.0 [48]; and models in natural language processing (NLP) domain: BERT [18] and MobileBERT [46]. The results are summarized in Fig. 7 and Tab. 4.

Results. For the output code latency, Fasor achieves up to 1.57x / 3.45x speedup and 1.20 x / 1.71x arithmetic mean speedup for CPU compared to Ansor / Pytorch (Fig. 7 (a)); Fasor achieves up to 1.68 x / 2.94x speedup and 1.24 x / 1.60x arithmetic mean speedup for GPU (Fig. 7 (c)) compared to Ansor / Pytorch. For the optimization time, Fasor achieves up to 10.24x speedup and mean 6.12x speedup for CPU (Fig. 7 (b)) compared to Ansor; Fasor achieves 8.17x speedup and mean 4.94x speedup for GPU compared to Ansor (Fig. 7 (d)). Fasor also outperforms Ansor on all DNN models and all other devices, as shown in Tab. 4. Overall, Fasor achieves comparable or better output code with significantly less optimization time compared to both hand-tuned library and tensor compiler.

Search-based metric. To evaluate the TPO efficiency improvement, we further compare Fasor with TenSet [64], which trains a cost model on ~ 8.6M measurement records and fine-tunes the model on 40 online measurement records. Our cost model is trained with only 0.9M records, which is ~ 1/9 of the data size in TenSet. During the online TPO stage, Fasor only requires k = 10 online measurement records to fine-tune the cost model. Following the settings (search-based metric) in TenSet, we fix a converged latency (the latency achieved by Ansor with 1000 trials), and compare the search time used to reach it on the Intel i9-9900k CPU / Nvidia GeForce GTX 2080 Ti GPU. We show the results in Tab. 5. Fasor achieves better results than TenSet on most settings with much higher training and fine-tuning data efficiency.

Discussions. Based on the evaluation results, we discover that (1) Fasor performs almost the best or equally the best in these optimization tasks in terms of output code latency, with a great speedup in terms of optimization time. According to our observations and analysis, there are three reasons as followings: i) the learned cost model is quickly adapted to the new device and avoids many on-device measurements and profiling but still performs accurate performance prediction thanks to the few-shot transfer learning; ii) the sub-search space selection can both significantly shrink the size of search space and remain the critical configurations without sacrificing the optimization performance. iii) our proposed DRL exploration module converges fast and searches better results thanks to the roofline model-guided reward design and the effective search start point selection. The evaluation of the effectiveness of each designed module will be detailed in Sec. 8.5.

(2) The average optimization time speedup is greater for CPU than GPU. The measurement time for the same operator or DNN is usually longer on a CPU than on a GPU. Consequently, the portion of on-device measurement time is higher for optimization on a CPU, showing more potential for improvement. Fasor significantly enhances the transfer learning efficiency and reduces the physical measurement overhead, thereby gaining more benefit from optimization for CPU. Furthermore, it demonstrates the potential for Fasor to achieve more substantial measurement time reduction on other devices that also have a significant portion of measurement time, such as mobile CPUs and FPGAs.

(3) The improvement in code latency for well-known models (e.g.,
Table 6: The time reduction (↓) breakdown into physical measurement and the search time compared to Ansor.

<table>
<thead>
<tr>
<th>Model</th>
<th>CPU measure (%)</th>
<th>CPU search (%)</th>
<th>GPU measure (%)</th>
<th>GPU search (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>90.4%</td>
<td>85.7%</td>
<td>85.6%</td>
<td>83.6%</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>82.7%</td>
<td>85.6%</td>
<td>63.5%</td>
<td>89.4%</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>80.2%</td>
<td>72.7%</td>
<td>56.3%</td>
<td>65.8%</td>
</tr>
<tr>
<td>VGG-16</td>
<td>84.4%</td>
<td>71.2%</td>
<td>84.4%</td>
<td>67.5%</td>
</tr>
<tr>
<td>MobileNet-V2</td>
<td>88.5%</td>
<td>89.2%</td>
<td>85.4%</td>
<td>67.6%</td>
</tr>
<tr>
<td>EfficientNet-B0</td>
<td>57.6%</td>
<td>46.6%</td>
<td>55.7%</td>
<td>45.3%</td>
</tr>
<tr>
<td>EfficientNet-B4</td>
<td>69.3%</td>
<td>53.5%</td>
<td>87.6%</td>
<td>88.0%</td>
</tr>
<tr>
<td>MnasNet1.0</td>
<td>75.4%</td>
<td>58.4%</td>
<td>66.9%</td>
<td>50.5%</td>
</tr>
<tr>
<td>BERT</td>
<td>89.7%</td>
<td>83.6%</td>
<td>87.5%</td>
<td>81.0%</td>
</tr>
<tr>
<td>MobileBERT</td>
<td>92.5%</td>
<td>82.3%</td>
<td>84.5%</td>
<td>75.2%</td>
</tr>
<tr>
<td>Mean</td>
<td>81.1%</td>
<td>72.9%</td>
<td>75.7%</td>
<td>71.4%</td>
</tr>
</tbody>
</table>

Table 7: The output latency and optimization time improvement (↑) of the Fasor 'high-quality' mode compared to Ansor.

<table>
<thead>
<tr>
<th>Model</th>
<th>CPU output latency (%)</th>
<th>Optimization time (%)</th>
<th>GPU output latency (%)</th>
<th>Optimization time (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>1.25x</td>
<td>5.31x</td>
<td>1.25x</td>
<td>4.35x</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>1.36x</td>
<td>2.15x</td>
<td>1.41x</td>
<td>1.59x</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>1.38x</td>
<td>1.62x</td>
<td>1.30x</td>
<td>1.62x</td>
</tr>
<tr>
<td>VGG-16</td>
<td>1.25x</td>
<td>2.34x</td>
<td>1.25x</td>
<td>3.01x</td>
</tr>
<tr>
<td>MobileNet-V2</td>
<td>1.16x</td>
<td>4.01x</td>
<td>1.34x</td>
<td>2.54x</td>
</tr>
<tr>
<td>EfficientNet-B0</td>
<td>1.35x</td>
<td>1.15x</td>
<td>1.29x</td>
<td>1.27x</td>
</tr>
<tr>
<td>EfficientNet-B4</td>
<td>1.45x</td>
<td>1.47x</td>
<td>1.32x</td>
<td>1.42x</td>
</tr>
<tr>
<td>MnasNet1.0</td>
<td>1.57x</td>
<td>2.19x</td>
<td>1.58x</td>
<td>1.37x</td>
</tr>
<tr>
<td>BERT</td>
<td>1.76x</td>
<td>4.63x</td>
<td>1.71x</td>
<td>3.43x</td>
</tr>
<tr>
<td>MobileBERT</td>
<td>1.58x</td>
<td>3.75x</td>
<td>1.58x</td>
<td>3.15x</td>
</tr>
<tr>
<td>Mean</td>
<td>1.41x</td>
<td>2.89x</td>
<td>1.43x</td>
<td>2.66x</td>
</tr>
</tbody>
</table>

8.5 Effectiveness on Each Design Component

We evaluate each module by replacing one module with a baseline method in the default Fasor. In Fig. 8, the default Fasor consists of three modules: (1) the learned cost model with few-shot transfer learning; (2) the sub-search space module with the number of tunable primitives \( n_p = 7 \); (3) the DRL exploration module with the designed reward function and pre-tuned schedule as the search start point.

8.5.1 Effectiveness of the Cost Model and Transfer Learning. Model accuracy: We evaluate the prediction accuracy of the pre-trained cost model on the testing set with the coefficient of determination (\( R^2 \)) [36]. The closer the value of \( R^2 \) is to 1, the better the linear regression fits the data. We compare our Transformer-based model with the XGBoost-based model in Ansor and a two-layer LSTM model [61]. Results are shown in Tab. 8 that our model outperforms other models.

Transfer learning accuracy: We show the results of transferring knowledge of the pre-trained model trained on one device to three other devices in Tab. 9. The results show that the general knowledge of evaluating tensor programs can be transferred well, and the hardware-specific knowledge can be learned well via the few-shot transfer learning, with tolerable performance drops in terms of \( R^2 \).

8.5.2 Effectiveness of the Sub-search Space Selection Module. We change the number of tunable primitives \( n_p \) from 5 to 8 (Fasor \( n_p = 8 \)) in Fig. 8 to show Fasor can achieve the best of both worlds in the quality and the efficiency of TPO. \( n_p \) controls the optimization quality and efficiency trade-off. A larger \( n_p (\geq 7) \) leads to more on-device measurements but expects a better optimization quality.
Table 9: Pre-training (PT) and transfer learning (TL) accuracy.

<table>
<thead>
<tr>
<th></th>
<th>CPU</th>
<th>GPU</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT</td>
<td>Intel Xeon Ice Lake 8375C</td>
<td>NVIDIA V100</td>
<td>0.972</td>
</tr>
<tr>
<td>TL₁</td>
<td>Intel i9-9900K</td>
<td>NVIDIA GeForce RTX 2080Ti</td>
<td>0.959</td>
</tr>
<tr>
<td>TL₂</td>
<td>Intel Xeon E5-2686 v4</td>
<td>Nvidia A100</td>
<td>0.927</td>
</tr>
<tr>
<td>TL₃</td>
<td>AMD EPYC 9R14</td>
<td>Nvidia T4</td>
<td>0.915</td>
</tr>
</tbody>
</table>

Figure 8: Evaluation results of Fasor variants (ablation study). Fasor (nₚ = 7 and nₚ = 8) achieve the best trade-off in terms of optimization quality and efficiency. The results are the speedup in terms of output code latency (optimization quality) and optimization time (optimization efficiency) for the ResNet-18 optimization task on Intel i9-9900k CPU and are normalized to Ansor. Similar conclusions also hold in other optimization tasks.

A smaller nₚ (5, 6) could be considered in the circumstance that requires frequent and fast compilation to achieve high efficiency (over 10x speedup). We evaluate the effect of the selection module by replacing the selection method by randomly selecting nₚ = 7 primitives to be tuned (Fasor (Rand nₚ = 7)). We can figure out a random selection suffers a great degradation in output code latency.

Effectiveness of the DRL Exploration Module. Reusing pre-tuned schedule We evaluate the effect of using the pre-tuned schedules with similar optimization task configurations. Reusing pre-tuned schedules provides a good search start point, which helps the search converge within fewer trials and improve the sampling efficiency, outperforming using the TVM default start point (Fasor_wo_S in Fig. 8).

DRL search engine We evaluate the effect of the DRL exploration module by replacing the DRL searching by Simulated Annealing (SA) search strategy (SA+Fasor). Fasor (nₚ = 7) and (nₚ = 8) both outperform SA+Fasor in terms of optimization quality and efficiency. This is because SA relies on the stochastic property to guarantee a reasonable solution after a great number of iterations. Meanwhile, the DRL model is able to capture the correlation between different tasks and configurations and reuse information during search iterations. Thus, DRL improves both optimization quality and efficiency.

Roofline model-based reward We evaluate the effect of roofline model-guided reward by removing the second term in Eq. 3. Similarly, Fasor (nₚ = 7) and (nₚ = 8) both outperform (Fasor_wo_R). It shows that the roofline model-guided reward provides more hints on optimization exploration direction than just considering latency.

9 RELATED WORK

Prior studies on TPO can be mainly classified into two folds: (1) hand-optimized libraries and (2) DNN compilers.

In the first class, vendors provide kernels dedicated to their hardware. On CPUs, the high-performance mathematical library MKL [53] is designed to accelerate linear algebra applications. MKL-DNN [3] is designed to optimize CNN on Intel Xeon CPUs. CuBlas [1] is designed to accelerate linear algebra kernels and CuDNN [17] is designed for deep learning applications with state-of-the-art efficient algorithms such as Winograd [27] and FFT[31] for NVIDIA GPUs. Most deep learning frameworks [5, 14, 38] rely on these libraries to achieve high performance. However, all these libraries require the manual design of the high-performance implementation, demanding experience, and expertise in both algorithms and hardware.

In the second class, to eliminate the issues of long developing time and heavy labor effort, DNN compiler stacks [15, 39] are designed to provide different levels of abstraction and automate the compilation of DNN workloads. Halide auto-scheduler [39] leverages automatic tree searching but it is focused on code for image processing pipelines. Tensor Comprehensions [50] uses polyhedral tiling and information and achieves an optimal trade-off between TPO quality (latency time) and efficiency (compilation time). By leveraging an offline pre-trained cost model, Fasor utilizes few-shot transfer learning to reduce the cost of frequent hardware measurements and profiling and obtains a more efficient cost model that accurately predicts critical profile information online. Furthermore, Fasor selects a sub-search space for efficient searching. Ansor [63] proposes a hierarchical representation of the search space. Flextensor [65] aims for heterogeneous systems. However, none of these code generation frameworks focus on improving compilation efficiency. Different from these frameworks, Fasor considers more critical profiling information and achieves the best compilation quality and efficiency trade-off.

10 CONCLUSION

Upon studying the bottleneck of DNN deployment, we have identified two essential principles for developing tensor program optimization (TPO): transferring efficiency and sampling efficiency. To address these principles, we propose Fasor, an end-to-end machine learning-based framework that achieves an optimal trade-off between TPO quality (latency time and efficiency) and efficiency (compilation time). By leveraging an online pre-trained cost model, Fasor utilizes few-shot transfer learning to reduce the cost of frequent hardware measurements and profiling and obtains a more efficient cost model that accurately predicts critical profile information online. Furthermore, Fasor selects a sub-search space for efficient searching and uses deep reinforcement learning to output optimal solutions in very few steps. Our experimental results demonstrate that Fasor achieves competitive performance compared to state-of-the-art TPO frameworks for CPUs and GPUs, significantly reducing optimization time for efficient DNN deployment. We leave generalizing Fasor over more target hardware such as mobile and edge devices, and other tensor compiler frameworks as future work.
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