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Background: SGNS (Word2Vec)

Ronald Yu                                           

Maximize probability of word-context pairs appearing

Enhance algorithm by randomly sampling negative examples of word-context pairs



SGNS As Implicit Matrix Factorization
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• Goal of this paper: Formulate an explicit 
representation of what exactly SGNS is trying to 
optimize

• We have word matrix W and context matrix C, 
consider:

• Can we explicitly formulate M  based on the loss 
function of SGNS?

SGNS As Implicit Matrix Factorization 
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For sufficiently large dimensionality, we have global objective

This gives us a local objective for a specific word context pair (w,c):



SGNS As Implicit Matrix Factorization 
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Setting the derivative to zero, we obtain:

In summary,

• Definition:

• We can estimate PMI as 

• Problems with PMI:
• Computationally expensive
• Ill defined:

• Solution: Positive Pointwise Mutual Information

Pointwise Mutual Information (PMI)
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SGNS as Matrix Factorization
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• We can represent more negative samples with shifted 
PPMI:

• Obtain low-dimensionality representations with SVD:

Matrix Factorization vs SGNS
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• Advantages: 
• No hyper-parameters
• works on larger datasets

• Disadvantages: 
• SGNS better favors reducing the loss of frequent word-

context pairs
• SGNS distinguishes between observed and negative 

samples
• SGNS does not require a sparse matrix



Comparison of SGNS and Matrix Factorization
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Optimal Value:

SPPMI: 

Other evaluation benchmarks
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• Word analogy



More Results
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• Summary of this table:
• SGNS does better when k is larger
• SGNS does much better on word analogy tasks
• Otherwise competitive


