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1. People desire to predict the market prices with historical information.

2. However, it is very difficult to predict market prices because there are three
challenging issues in financial time series processing are noise, non-linearity
and non-stationarity.

3. With the maturity of artificial intelligence (Al) in recent years, we are equipped
with some tools to make better and reasonable predictions.

4. We are interested in making big money and are eager to explore how the prices
in financial market flow with time



Related Work (Traditional Statistics)

1. Traditional methods such as Autoregressive (AR) model
2. autoregressive integrated moving average (ARIMA) model

3. Both are linear and stationary time series.



Related Work (ANN)

1. artificial neural networks (ANN) which minimize empirical risk principle in its
learning process, can handle this non-linear problem

2. It also has problems about local minimum traps and the difficulty to decide
hidden layer size and learning rate.



Related Work (Support Vector Regression)

1.  SVR is better than ANN because it uses structural risk minimization principle
which considers both the training error and the capacity of the regression model
to minimize the upper bound of generalization error.

2. The main problem with SVR is that we require practitioner experience to
determine its hyperparameters and kernel functions.

3. Also, the stock market is not constant pattern, we should segment the pattern
and do prediction



Our Data &
Model




1.  We obtain Intel and Microsoft data from Finance Yahoo from 1990/1/1 to
2016/12/31

2. We focus on predicting the adjusted close price

3. We used stock price and volume to do prediction



Our Model

1. For adjusted stock price and volume to reconstruct the feature space with delay
term and dimension.

2. Forthe trend of these stocks to do segmentation.

3. We used chaotic firefly algorithm for optimizing the SVR hyperparameters is
good for finding hyperparameters for SVR



Our Model
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Our Model - deciding delay term and
dimension

1. Reconstruct the feature space with m and tau
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2. We use the first minimum of mutual information (MI) function to determine

ZP Xns Xnyr) 108 ( P(:(-:T;I”E:i ])




Our Model - deciding delay term and
dimension

1. Reconstruct the feature space with m and tau

,R,; — Pi—*r = PI:—Z‘#T o = Pi—(m—l)*f

2. We use the first minimum of mutual information (MI) function to determine

ZP Xns Xnyr) 108 ( P(:(-:T;I”E:i ])




Our Model - deciding delay term and
dimension

1. Using false nearest neighbors: Suppose Xi has a nearest, neighbor Xj in an
m-dimensional space. Calculate the Euclidean distance IIXi —Xjll and compute Ri,
if Ri >10, it is false nearest neighbors.

R = ||Xf+] _Xj+1”
=
I = Xil|
2. the point Xj is considered as a false nearest neighbor in dimension m.

3. We can say that the embedding dimension m is sufficiently high if the fraction of
points that have false nearest neighbors is zero or considerably small




Our Model - Logical mapping

1. Generate the chaotic behaviour can arise from very
simple non-linear dynamical equations
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https://en.wikipedia.org/wiki/Chaos_theory
https://en.wikipedia.org/wiki/Non-linear

Our Model - FireFly algorithm

1. The fireflies with lower performance move toward
fireflies with higher performance. The firefly with the
highest performance moves chaotically in the
solution space to search the whole solution space.
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Our Model - trend segmentation

1. Apply maximal overlap discrete wavelet analysis and multiresolution analysis to
extract the temporal variation features from our data

2. Find the possible segmentation of our data via the computation of estimated
variance change points from the features captured in Step 1

3. Pick the significant segmentation points
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Experiment 1



FireFly algorithm v.s. Default SVR
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FireEly algorithm v.s. Default SVR

1.

default SVR firefly SVR
Intel 0.01552 0.01262
MicroSoft 0.05553 0.03775







Our Different eras have their
Hypothesis own stock market trends /

patterns




Procedure

For each pattern experiment,
e Run SVR with fixed training and testing size
For each segmentation,

e Trythe within, cross, and beyond pattern tests
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Segmentation SVR

[]

Intel

shift training | testing | MAPE
50% 194 1543 1929 0.1897
100% | 387 1736 2122 0.3735
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Microsoft
shift training | testing | MAPE
1 1050 1336 -
50% 144 1193 1479 0.1818
100% | 287 1336 1622 0.3372




Segmentation SVR

]

Intel
shift training testing = MAPE
1337 5100 6041 -
50% | 1807 5570 5571 0.0409
100% | 2247 6040 6041 0.0134

x: 10
4037

Microsoft

shift training testing | MAPE
1737 4950 5569 -

50% | 2047 5260 5880 0.0481

100% | 2357 5570 6190 0.0667




Segmentation SVR

]

Intel

shift training testing | MAPE
6041 6680 end -

50% | 5,722 6,361 6485 0.1106

100% | 5,402 6,041 6165 0.0203

overall 1 6,680 end 0.0124

Adjusted

Adjusted Close Price Trend
T T

\
Microsoft
shift training testing | MAPE
5570 6500 end -
50% 5106 6035 6335 0.2144
100% | 4641 5570 5875 0.2466
overall 1 6500 end 0.022




1. Firefly Algorithm works and makes improvement on SVR

2. The patterns in stock market probably exist. In our experiments, we are able to
identify Microsoft’s patterns, but not Intel’s. Perhaps a better segmentation
approach should be implemented to trace the patterns out.



1. Acquire larger data size with higher resolution

2. Insuch data scale, we can have more data wtih the fixed segmentation size.

3. A better segmentation approach should be implemented to trace the patterns
out.

4. With higher resolution, we can build the other fundamental based prediction
model with the features from financial news text mining and merge our current
mode: historical market information as the integrated model to tackle the stock
prediction with different information efficiency.
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