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Notations & basic assumptions

» Greek alphabet «, 3, denote real numbers
» Small letters x, y, z denote vectors
» Capital letters denote matrices A, B, C



Notations & basic assumptions

Greek alphabet «, 3, denote real numbers
Small letters x, y, z denote vectors

Capital letters denote matrices A, B, C

R is the one dimensional Euclidean space

R" is the n-dimensional vector Euclidean space

R™*" is the m x n dimensional matrix Euclidean space

R, denotes the range [0, +00), R4 denotes the range (0, )
1, € R" denotes a vector with 1 in all entries
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For any vector x € R”, |x|; = |x|; Vi=1,...,n



Vector norms, Inner product

A function f : x € R” — y € R, is called a norm if the following
conditions are satisfied:

1. (zero element) f(x) >0 and f(x) =0iff x =0



Vector norms, Inner product

A function f : x € R" — y € R, is called a norm if the following
conditions are satisfied:

1. (zero element) f(x) >0 and f(x) =0iff x =0
2. (Homogeneity) For any v € R and x € R", f(ax) = |a|f(x)



Vector norms, Inner product

A function f : x € R" — y € R, is called a norm if the following
conditions are satisfied:

1. (zero element) f(x) >0 and f(x) =0iff x =0
2. (Homogeneity) For any o € Rand x € R”, f(ax) = |a|f(x)
3. (Triangle inequality) x, y € R" satisfy f(x) 4+ f(y) > f(x +y)



Vector norms, Inner product

1. (zero element) f(x) > 0 and f(x) =0iff x =0
2. (Homogeneity) For any o € Rand x € R", f(ax) = |a|f(x)
3. (Triangle inequality) x, y € R" satisfy f(x) + f(y) > f(x +y)

Example
» /1 norm “|| - [|1" is defined as ||x]|1 = (|x1] + |x2| + - .. |xn|)
» {5 norm “|| - |]2" is defined as

lIxll2 = (a2 + a2 + ... [xa[?)2



Vector norms, Inner product

In general, an £, norm (p > 1) is defined as

1
[Ix[lp = (al® + el + . - [xa|?) 2

Note:
> for p < 1, triangle inequality is violated.

> {[x] o0 = limp-s-roo |IxIlp max{lxal, bels - -, xal}



Vector norms, Inner product

The inner product. (-,-) in R" is defined as

<X7y> = in}/i



Vector norms, Inner product

The inner product. (-,-) in R" is defined as

<X7y> = in)/i

Note that (x,x) = ||x|[?. Two vectors x and y are orthogonal if
{(x,y)=0



Vector norms, Inner product

The inner product. (-,-) in R" is defined as

<Xa}/> = in}/i

Note that (x,x) = ||x||?. Two vectors x and y are orthogonal if
(x,y)=0

Furthermore, if p > g, then for any x € R”, ||x||p < [|x]|g. In
particular,
[Ix[le = [Ix[[2 = [Ix]loo



Vector norms, Inner product

[Ixlle < V/nllx]l2 - Ix]l2 < v/nlIx[]oo

Proof



Vector norms, Inner product

[Ixll < Valixllz - Ix]l2 < v/nllx]]oo

Proof
[Ix[[x = (Lo, [xI) < [11nll2 [lIx[[l2 = v/nlx]]2
Cauchy Schwarz inequality:
[{u, V)2 < (u, u)(v,v)

or
[{us v < [ull]]v]]



Vector norms, Inner product

Given a norm ||x]|a, its dual norm is defined as

X * = MmMaX (X ma X = MmaxXx
[Ixllar = max, O y) = max {xy) = ms




Vector norms, Inner product

Given a norm ||x||a, its dual norm is defined as

X||a* = max (X,y) = max {(x,y) = max
[l ||yHAs1< Y |\y||A=1< y)=ms B4

» The dual norm’s dual norm is itself. [|x||(a<)- = [|x|[a



Vector norms, Inner product

Given a norm ||x||a, its dual norm is defined as

[|x|[a* = max (x,y) = max (x,y) = max
VSRR e = [lzlla

» The dual norm’s dual norm is itself. [[x]| )

» The 45 norm is self-dual



Vector norms, Inner product

Given a norm ||x||a, its dual norm is defined as

{x,2)
x||a» = max (x,y) = max (x,y) = max
Illa = g, boy) = e, boyd = me g
» The dual norm’s dual norm is itself. [[x||a-)- = |[x]|a

» The /> norm is self-dual

» In general, the dual norm of an £, norm is an {4 norm where
p,q satisfy 1/p+1/g=1



Vector norms, Inner product

Given a norm |[x||4, its dual norm is defined as

|x||ax = max (x,y) = X, y) = max
Il = e, bovh = max o) = me
» The dual norm’s dual norm is itself. [|x||(a<)- = [|x|[a

» The /5 norm is self-dual

» In general, the dual norm of an £, norm is an {4 norm where
p,q satisfy 1/p+1/g=1
> (Holder inequality): {x, ) < [[x||llyl|



Linear space, subspace, linear transformation

A set S is a linear space if
»0eS
» given any two points x,y € S and scalars «, 5 € R.

ax+ By eS



Linear space, subspace, linear transformation

> 0es
> given any two points x,y € S and scalars a, B € R, ax + By € S

examples
> (7
> 07
» {0} 7
> {x|Ax = b} ?



Linear space, subspace, linear transformation

Let S be a linear space. A set S’ is a subspace if S’ is a linear
space and also a subset of S.



Linear space, subspace, linear transformation

Let S be a linear space. A function L(-) is a linear transformation
if given x,y € S and scalars «, 8 € R,

L(ax + By) = aL(x) + BL(y)

Note 1-1 correspondence between linear transformations and
matrices.



Linear space, subspace, linear transformation

Expressing a subspace
A bunch of vectors. The range space of a matrix X:

span{xy, x2,...,Xp} = {Z aixilaj € R} = {Xala}

i=1



Linear space, subspace, linear transformation

Expressing a subspace
A bunch of vectors. The range space of a matrix X:

n
Spanxi, Xa, ..., X, = {Z aixjla; € ]R} = {Xala}
i=1

The null space of X:
{a|Xa =0}



Eigenvalues / eigenvectors, rank, SVD, inverse

The transpose of a matrix A € R™*" is defined as AT € R"™*";

(A7) = Aji



Eigenvalues / eigenvectors, rank, SVD, inverse

The transpose of a matrix A € R™*" is defined as AT € R"™*":
(AT)j = Aji

Can verify that
(AB)T = BTAT



Eigenvalues / eigenvectors, rank, SVD, inverse

A matrix B € R™" is the inverse of an invertible matrix A € R"™<"
if:
AB=1] and BA=
Note the following properties:
> (AB)"l =B71A"!
[ (AT)—l — (A—l)T



Eigenvalues / eigenvectors, rank, SVD, inverse

Given a square matrix A € R™" x € R", (x # 0) is called its
eigenvector and A\ € R is its associated eigenvalue if:

Ax = Ax



Eigenvalues / eigenvectors, rank, SVD, inverse

Given a square matrix A € R"™", x € R", (x # 0) is called its
eigenvector and A € R is its associated eigenvalue if:

Ax = A\x

Properties
» If the matrix A is symmetric, any two eigenvectors
(corresponding to different eigenvalues) are orthogonal.
> detA =T[i\;
» The rank of A is equal to the number of non-zero eigenvalues.

> If Ais invertible, 1/); is an eigenvalue of A~}

TA
> )\max = SUPX;éo XXTXX



Eigenvalues / eigenvectors, rank, SVD, inverse

If AT = A, Axi = A\ix1, Axo = Aoxo, and A\ 75 Ao, then X]_TX2 =0

proof
Consider X;" Axa. We have that

x{ Axa = xi (Ax2) = x| (Max2) = Aax{ x
and
X Axa = (x A)xa = (ATx1) Txa = (Ax1) Txo = A\1x{ xo

So
)\2X1TX2 = /\1X1TX2

and since A1 # Ao, x xo = 0.



Eigenvalues / eigenvectors, rank, SVD, inverse

The rank of a matrix A € R™*" is defined as

rank(A) = min {r|A = Zx,-y,—T,x,-,y,- € R”}
i=1



Eigenvalues / eigenvectors, rank, SVD, inverse

The rank of a matrix A € R™*" is defined as

rank(A) = min {r|A = Zx,-y,-T,x,-,y,- € R”}
i=1

Properties

>

>
| 4
| 2
>

rank(A) < min{m, n} (equality = "full-rank")

rank(A) = rank(AT)

rank(AB) < min{rank(AB)}

rank(A + B) < rank(A) + rank(B)

rank(A) + Nullity(A) = Dim(V) (rank-nullity theorem)



Eigenvalues / eigenvectors, rank, SVD, inverse

The determinant of a square matrix A € R™" is a scalar-valued
function det(A) : R™" — R.
Consider the set of all linear combinations of the rows of A:

n
5:{VER"\v:Za;a;,O§a;§1,i:1,...,n}
i=1

|det(A)| is the area of the n-dimensional parallelotope.



Eigenvalues / eigenvectors, rank, SVD, inverse

The determinant of a square matrix A € R™" is a scalar-valued
function det(A) : R"™*" — R.
Consider the set of all linear combinations of the rows of A:

n
S:{VERH‘V:ZO(,'Q;,OSO[,'S1,i:1,...,n}
i=1

|det(A)| is the area of the n-dimensional parallelotope.
» If rank(A) < n, det(A) =0
» If rank(A) = n, det(A) #0
P see wiki_link for more properties.


https://en.wikipedia.org/wiki/Determinant

Eigenvalues / eigenvectors, rank, SVD, inverse

Given any matrix A € R™*",
A=UzVT =% oUnVT
i=1

where U € R™*" and V € R"*" have orthogonal columns and
Y = diag{o1,02,...,0,} is a diagonal matrix with positive
diagonal elements “singular values”.



Eigenvalues / eigenvectors, rank, SVD, inverse

Given any matrix A € R™*",
r
A=UzVT =3 o0V
i=1

where U € R™*" and V € R"™" have orthogonal columns and

Y = diag{o1,02,...,0,} is a diagonal matrix with positive
diagonal elements “singular values™.
» rank(A) =r

> [[Ax]| < oa|x]|. why?



Eigenvalues / eigenvectors, rank, SVD, inverse

A matrix B € R™" is called positive semi-definite (PSD), if the
following are satisfied:

> B is symmetric
> Vx eR", x"Bx >0
Note B is PSD if B can be written: B= UXUT, where UTU = |



Matrix norms

N=

1
» Frobeneus norm: Af = (th ]A,J\zl) = (X1 0?)

» spectral (trace) norm:
A |spec max| =1 [|AX|| = maxy=1,jiyjj=1 ¥ T Ax = 01(A)

» nuclear norm: ||A||« = Y_; 0i(A) = trace(X)
Note if A is a vector, ||Al|F = ||A]|2.



Matrix norms

The inner product (-, -) in R™*" is defined as:

(X,Y)=>"X;Y; = trace(XY)

U

In general,
trace(AB) = trace(BA) = trace(AT BT) = trace(BTAT)



Matrix and vector differential

Let f(x) : R” — R be a (scalar-valued) continuous & differentiable
function. It's differential (gradient) is defined as:

Of (x)
o0x1

Vi(x)=|
Of (x)
Oxn




Matrix and vector differential

af(x)
Ix1
Vi(x) = :
9F(x)
xn

example
Let f(x) =1Tx =Y, x;.



Matrix and vector differential

af(x)
Ix1
Vi(x) = :
9F(x)
xn

example
Let f(x) =xTx =3, x?.

Vf(x) =2x



Matrix and vector differential

The product and chain rules hold when dealing with gradients of
vector functions:

» Product rule: V(f(x)g(x))

= f(x)Vg(x) + Vf(x)g(x)
» Chain rule: %f(g(t)) = Vf(g(

)
t)" 5



Matrix and vector differential

The Hessian V2f = H is a matrix with entries = f(x)'s
second-order derivatives:

0 f(x 0?f(x)

(8x1)2 T OxnOx1
V=]

92f(x) 92f(x)

0x10xn """ (Oxn)?



Matrix and vector differential

92f(x 82f(x)
(@x)2 T Txpoxg
V2 f(x) =
92f(x) 92f(x)
9x10xp e (&xn)?

example

f(x)=3xTAx = 3x} + 3x3, A= 1.
V2f(x) = A



Matrix and vector differential

Let £(X) : R™" — R be a (scalar-valued) function. It's
differential (gradient) is defined as:

of(x)  9f(X)
8f(X) B (9).<11 6)'<in
0X af£X) ' 8f(.X)

a)<m1 T axmn



Linear equalities and inequalities

A linear system can be described as the matrix equality Ax = b. A
solution exists if there is an assignment to the entries of x such
that

aj1x1 + ainxe + ...+ ainxn = b;

The LHS defines a linear combination of A's column vectors - i.e.
the system as a solution if b is in the space spanned by the
columns of A.



Linear equalities and inequalities

The solution to system of linear equalities corresponds to the point
of intersection of m hyperplanes.

49/50



Linear equalities and inequalities

Alternatively, the solution set to system of linear inequalities:
{x|Ax < b} defines the intersection of m half-planes.

[
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