
CSE 151: Introduction to Machine Learning Winter 2021

Programming Assignment 1
Instructor: Kamalika Chaudhuri Due on: January 29

Instructions
• This is a 20 point homework. The assignment should be done individually.

• You are free to use any programming language that you wish.

• The programming assignment should be submitted as a single pdf file to Gradescope. Enter your
answers to the questions first, followed by a copy of your code.

Problem 1 (20 points)
In this problem, we look at the task of classifying images of digits using k-nearest neighbor classification.
Download the files pa1train.txt, pa1validate.txt and pa1test.txt from the class website. These files
contain your training, validation and test data sets respectively.

For your benefit, we have already converted the images into vectors of pixel colors. The data files are in
ASCII text format, and each line of the files contains a feature vector of size 784, followed by its label. The
coordinates of the feature vector are separated by spaces.

1. For k = 1, 5, 9 and 15, build k-nearest neighbor classifiers from the training data. For each of these
values of k, write down a table of training errors (error on the training data) and the validation errors
(error on the validation data). Which of these classifiers performs the best on validation data? What
is the test error of this classifier?

[Hint: As a check for your code, the training error for k = 3 should be about 0.04.]

2. In the first few lectures, we talked about preprocessing data with projections. In this part of the
assignment, we will look at how using a projection as a pre-processing step affects the accuracy and
running-time of nearest neighbor classification.

Download the file projection.txt from the class website. This file represents a projection matrix P
with 784 rows and 20 columns. Each column is a 784-dimensional unit vector, and the columns are
orthogonal to each other.

Project the training, validation and test data onto the column space of this matrix, and repeat part
(1) of the problem. For k = 1, 5, 9, 15 write down a table of the training and validation errors, as well
as the test error of the classifier which performs best on the validation data.

[Hint: As a check for your code, the training error for k = 3 after projection should be about 0.16.]

How is the classification accuracy affected by projection? How does the running time of your program
change when you run it on projected data?


