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Today's learning goals Sipser Section 2.1

ÅDesign a CFG generating a given language

ÅProve the closure of class of CFLs under certain 

operations

ÅIdentify when a CFG is ambiguous



Context-free grammar Sipser Def 2.2, page 102

(V, Ɇ, R, S)

Variables: finite set of (usually upper case) variables V

Terminals: finite set of alphabet symbols Ɇ

Rules/Productions: finite set of allowed transformations  R

Start variable: origination of each derivation S

The language generated by a CFG (V, Ɇ, R, S) is { w in Ɇ* | 
starting with the Start variable and applying sequence of rules, 
can derive w on RHS}



PDAs and CFGs are equally expressive

Theorem 2.20: A language is context-free if and only if 
some nondeterministic PDA recognizes it.

Consequences

ÅQuick proof that every regular language is context free

ÅTo prove closure of class of CFLs under a given 
operation, can choose two modes of proof (via CFGs or 
PDAs) depending on which is easier



CFG Examples
ÅG1 = ( {S, T}, {0,1}, R, S )where R is the set of rules: 

S Ą T1T1T1T T Ą 0T | 1T | Ů

ÅG2 = ( {X, Y, T}, {0,1}, Rô, X ) where Rô is the set of rules:

X Ą Y1Y1Y1T

Y Ą 0Y | Ů T Ą 0T | 1T | Ů

ÅG3 = ( {A, B}, {0,1}, Rôô, A) where Rôô is the set of rules:

A Ą 0A0 | 0A1 | 1A0 | 1A1 | 1





Closure under union
If G1 = (V1, Ɇ, R1, S1) and G2 = (V2, Ɇ, R2, S2) are CFGs

and G1 generates L1, G2 generates L2, how can we combine the 

grammars so we generate L1 U L2 ?

A. G = (V1 U V2, Ɇ, R1 U R2, S1 U S2) 

B. G = (V1 x V2, Ɇ, R1 x R2, (S1, S2)  )

C. G = (V1 U V2 U {S0}, Ɇ, R1 U R2 U {S0 Ą S1, S0 Ą S2}, S0)

D. We might not always be able to: the class of CFG 

describable languages might not be closed under union.



Closure under concatenation
If G1 = (V1, Ɇ, R1, S1) and G2 = (V2, Ɇ, R2, S2) are CFGs

and G1 generates L1, G2 generates L2, how can we combine the 

grammars so we generate L1 L2 ?




