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Small-world phenomena



Six degrees of separation

Another famous studyê

ÅStanley Milgram wanted to test the (already 

popular) hypothesis that people in social networks 

are separated by only a small number of òhopsó

ÅHe conducted the following experiment:

1. òRandomó pairs of users were chosen, with start 

points in Omaha & Wichita, and endpoints in Boston

2. Users at the start point were sent a letter describing 

the study: the were to get the letter to the endpoint, 

but only by contacting somebody with whom they 

had a direct connection

3. So, either they sent the letter directly, or they wrote 

their name on it and passed it on to somebody they 

believed had a high likelihood of knowing the target 

(they also mailed the researchers so that they could 

track the progress of the letters)



Six degrees of separation

Another famous studyê

Of those letters that reached their destination, the 

average path length was between 5.5 and 6 (thus the 

origin of the expression). At least two facts about this 

study are somewhat remarkable:

ÅFirst, that short paths appear to be abundant in 

the network

ÅSecond, that people are capable of discovering 

them in a òdecentralizedó fashion, i.e., theyõre 

somehow good at òguessingó which links will be 

closer to the target



Six degrees of separation

Such small-world phenomena turn 

out to be abundant in a variety of 

network settings

e.g. Erdosnumbers:
Erdös # 0 - 1 person

Erdös # 1 - 504 people

Erdös # 2 - 6593 people

Erdös # 3 - 33605 people

Erdös # 4 - 83642 people

Erdös # 5 - 87760 people

Erdös # 6 - 40014 people

Erdös # 7 - 11591 people

Erdös # 8 - 3146 people

Erdös # 9 - 819 people

Erdös #10 - 244 people

Erdös #11 - 68 people

Erdös #12 - 23 people

Erdös #13 - 5 people

http://www.oakland.edu/enp/trivia /

http://www.oakland.edu/enp/trivia/


Six degrees of separation

Such small-world phenomena turn 

out to be abundant in a variety of 

network settings

e.g. Bacon numbers:

linkedscience.org & readingeagle.com



Six degrees of separation

Such small-world phenomena turn 

out to be abundant in a variety of 

network settings

Kevin BaconĄSarahMichelle GellarĄNatalie PortmanĄAbigail BairdĄMichael GazzanigaĄJ. VictorĄJosephGillisĄPaul Erdos

Bacon/Erdosnumbers:



Six degrees of separation

Dodds, Muhamed, & Watts repeated 

Milgramõs experiments using e-mail

Å18 òtargetsó in 13 countries

Å60,000+ participants across 24,163 chains

ÅOnly 384 (!) reached their targets

from http://www.cis.upenn.edu/~ mkearns/teaching/NetworkedLife/columbia.pdf

Histogram of (completed) 

chain lengths ðaverage is 

just 4.01!

Reasons for choosing the next 

recipient at each point in the chain

http://www.cis.upenn.edu/~mkearns/teaching/NetworkedLife/columbia.pdf


Six degrees of separation

Actual shortest-path distances are 

similar to those in Doddsõ experiment:

Cumulative degree distribution 

(# of friends) of Facebook users

Hop distance between 

Facebook users

Hop distance between 

users in the US

This suggests that people choose a reasonably good heuristic 

when choosing shortest paths in a decentralized fashion 

(assuming that FB is a good proxy for òrealó social networks) 

from òthe anatomy of facebookó: http:// goo.gl/H0bkWY

http://goo.gl/H0bkWY


Six degrees of separation

Q: is this result surprising?

ÅMaybe not: We have ~100 friends on Facebook, so 100^2 

friends-of-friends, 10^6 at length three, 10^8 at length 

four, everyone at length 5

ÅBut: Due to our previous argument that people close triads, 

the vast majority of new links will be between friends of 

friends (i.e., weõre increasing the density of our local 

network, rather than making distant links more reachable)

Å In fact 92% of new connections on Facebook are to a friend 

of a friend (Backstrom & Leskovec, 2011)



Six degrees of separation

Definition: Network diameter
ÅA networkõs diameter is the length of its longest shortest path

ÅNote: iterating over all pairs of nodes i and j and then running 

a shortest-paths algorithm is going to be prohibitively slow

ÅInstead, the òall pairs shortest pathsó algorithm computes all 

shortest paths simultaneously, and is more efficient 

(O(N^2logN) to O(N^3), depending on the graph structure)

ÅIn practice, one doesnõt really care about the diameter, but 

rather the distribution of shortest path lengths, e.g., what is the 

average/90th percentile shortest-path distance

ÅThis latter quantity can computed just by randomly sampling 

pairs of nodes and computing their distance

ÅWhen we say that a network exhibits the òsmall world 

phenomenonó, we are really saying this latter quantity is small



Six degrees of separation

Q: is this a contradiction?

ÅHow can we have a network made up of dense 

communities that is simultaneously a small world?

ÅThe shortest paths we could possibly have are O(log n) 

(assuming nodes have constant degree)

random connectivity ð

low diameter, low 

clustering coefficient

regular lattice ðhigh 

clustering coefficient, 

high diameter

picture from http://cs224w.Stanford.edu

http://cs224w.stanford.edu/


Six degrees of separation

Weõd like a model that reproduces small-

world phenomena

from http:// www.nature.com/nature/journal/v393/n6684/abs/393440a0.html

random connectivity ð

low diameter, low 

clustering coefficient

regular lattic ðhigh 

clustering coefficient, 

high diameter

Weõd like 

something òin 

betweenó that 

exhibits both of 

the desired 

properties (high 

cc, low diameter)

http://www.nature.com/nature/journal/v393/n6684/abs/393440a0.html


Six degrees of separation

The following model was proposed by 

Watts & Strogatz (1998)

1. Start with a regular lattice graph (which we know to have 

high clustering coefficient)

Next ðintroduce some randomness into the graph

2.  For each edge, with prob. p, reconnect one of its endpoints

from http:// www.nature.com/nature/journal/v393/n6684/abs/393440a0.html

as we increase p, this 

becomes more like a 

random graph

http://www.nature.com/nature/journal/v393/n6684/abs/393440a0.html


Six degrees of separation

Slightly simpler (to reason about 

formulation) with the same properties

1. Start with a regular lattice graph (which we 

know to have high clustering coefficient )

2. From each node, add an additional random 

link

etc.



Six degrees of separation

Slightly simpler (to reason about 

formulation) with the same properties

Conceptually, if we combine groups of adjacent 

nodes into òsupernodesó, then what we have 

formed is a 4-regular random graph 

connections between 

supernodes:

(should be a 4-regular random 

graph, I didnõt finish drawing 

the edges)

(very handwavy) proof:

Å The clustering coefficient 

is still high (each node is 

incident to 12 triangles)

Å 4-regular random 

graphs have diameter 

O(log n) (Bollobas, 2001), 

so the whole graph has 

diameter O(log n)



Six degrees of separation

The Watts-Strogatz model

ÅHelps us to understand the relationship between 

dense clustering and the small-world phenomenon

ÅReproduces the small-world structure of realistic 

networks

ÅDoes not lead to the correct degree distribution 

(no power laws)

(see Klemm, 2002: òGrowing scale-free networks with 

small-world behavioró http :// ifisc.uib-

csic.es/victor/Nets/sw.pdf)

http://ifisc.uib-csic.es/victor/Nets/sw.pdf


Six degrees of separation

So farê

ÅReal networks exhibit small -world phenomena: the 

average distance between nodes grows only 

logarithmically with the size of the network

ÅMany experiments have demonstrated this to be true, 

in mail networks, e-mail networks, and on Facebook etc.

ÅBut we know that social networks are highly clustered

which is somehow inconsistent with the notion of 

having low diameter

ÅTo explain this apparent contradiction, we can model 

networks as some combination of highly-clustered 

nodes, plus some fraction of òrandomó connections



Questions?

Further reading:
Å Easley & Kleinberg, Chapter 20

Å Milgramõs paper

òAn experimental study of the small world problemó
http://www.uvm.edu/~ pdodds/files/papers/others/1969/travers1969.pdf

Å Doddset al.õs small worlds paper
http://www.cis.upenn.edu/~ mkearns/teaching/NetworkedLife/columbia.pdf

ÅFacebookõs small worlds paper
http:// arxiv.org/abs/1111.4503

ÅWatts & Strogatz small worlds model

òCollective dynamics of ôsmall worldõ networksó
file:///C:/ Users/julian/Downloads/w_s_NATURE_0.pdf

Å More about random graphs

òRandom Graphsó (Bollobas, 2001), Cambridge University Press

http://www.uvm.edu/~pdodds/files/papers/others/1969/travers1969.pdf
http://www.cis.upenn.edu/~mkearns/teaching/NetworkedLife/columbia.pdf
http://arxiv.org/abs/1111.4503
C:/Users/julian/Downloads/w_s_NATURE_0.pdf
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Hubs and Authorities; PageRank



Trust in networks

We already know that thereõs 

considerable variation in the connectivity 

structure of nodes in networks

So how can we find nodes that are in some sense òimportantó 

or òauthoritativeó?

Å In links?

ÅOut links?

ÅQuality of content?

ÅQuality of linking pages?

Åetc.



Trust in networks

1. The òHITSó algorithm

Two important notions:

Hubs:

We might consider a node to be of òhigh qualityó if it links to 

many high-quality nodes. E.g. a high-quality page might be a 

òhubó for good content

(e.g. Wikipedia lists)

Authorities:

We might consider a node to be of high quality if many high -

quality nodes link to it

(e.g. the homepage of a popular newspaper)



Trust in networks

This òself-reinforcingó notion is the idea 

behind the HITS algorithm

ÅEach node i has a òhubó score h_i

ÅEach node i has an òauthorityó score a_i

ÅThe hub score of a page is the sum of the authority scores 

of pages it links to

ÅThe authority score of a page is the sum of hub scores of 

pages that link to it



Trust in networks

This òself-reinforcingó notion is the idea 

behind the HITS algorithm

Algorithm:

iterate until convergence:

pages that link to i

pages that i links to

normalize:



Trust in networks

This òself-reinforcingó notion is the idea 

behind the HITS algorithm

This can be re-written in terms of the adjacency matrix (A)

iterate until convergence:

normalize:

skipping 

a step:



Trust in networks

This òself-reinforcingó notion is the idea 

behind the HITS algorithm

So at convergence we seek stationary points such that

(constants donõt matter since weõre normalizing)

ÅThis can only be true if the authority/hub scores are 

eigenvectors of A^TA and AA^T

Å In fact this will converge to the eigenvector with the 

largest eigenvalue (see: Perron-Frobenius theorem)


