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#### Abstract

Graph partitioning is crucial in multiple-chip design, floorplanning and mapping large logic networks into multiple FPGA's. Replication logic can be used to improve the partitioning. Given a network $G$ with only two-pin nets and a pair of nodes $s$ and $t$ to be separated, we introduce a replication graph and an $O\left(m n \log \left(n^{2} / m\right)\right)$ algorithm for optimum partitioning with replication and without size constraints, where $m$ and $n$ denote the number of nets and the number of nodes in $G$, respectively. In VLSI designs, each partition has size constraints and the given network contains multiple-pin nets. A heuristic extension is adopted to construct replication graphs with multiple-pin nets. Then we use a directed Fiduccia-Mattheyses algorithm in the constructed replication graph to solve the replication cut problem with size constraints.


## I. Introduction

IN VLSI circuit layout, a common problem is to partition the cells (gates, circuits, devices, etc.) into parts, each part occupying a separate chip such that the number of interchip connections is minimized. In a graph model, a circuit can be represented by a network $G$. The nodes in $G$ represent the cells and the nets in $G$ represents the connection between cells. Each node is associated with the size of its respective cell and each net is associated with the cost (number of connections) of its respective net. The classical two-way partitioning problem is to partition the nodes of $G$ into two subsets no larger than a given size, so as to minimize the total cost of the nets cut. With the size constraint on each subset of nodes, this problem is known to be $\mathcal{N P}$-complete [7]. In the case of partitioning into two subsets without size constraints, we can derive an optimum solution using the max-flow min-cut approach [1]. However, the method addresses only the case where no replication of cells is allowed.

In practice, a given cell can be replicated and placed in two chips so as to reduce the number of interchip connections. For example, in Fig. 1(a), the Min-Cut partitioning separating cells $S$ and $T$ has a cut cost of 13 , while replicating $R$ results in a cut cost of 4 as shown in Fig. 1(b). In order to maintain the functional correctness of the duplicated circuit, each cell in the replicated circuit should collect the same input nets as that in the original circuit. For example, the $R$ on right part of the cut in Fig. 1(b) should have input nets from $S$ and from $T$. However, the nets from $R$ to $S$ are not replicated because $S$ gets inputs from $R$ on left part of the cut. This property
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Fig. 1. Effect of replication. (a) The min-cut has a cut cost of 13 without replication. (b) Replicating $R$ results a cut cost of 4.
of replication is utilized to reduce the number of interchip connections in partitioning.

In [4], Charney and Plato first propose the replication problem. Later [12] and [14] propose heuristic approaches. Kring and Newton [12] extend the Fiduccia and Mattheyses (FM) algorithm to allow nodes to be duplicated explicitly during partitioning. In a recent paper by Hwang and El Gamal [9], the replication problem is formulated as a problem to determine optimum replication sets for an existing partitioning. They find a partitioning ( $V_{1}, V_{2}$ ) with no replication first. Given the obtained partitioning, the max-flow min-cut algorithm is used to identify a set of nodes such that replicating the set will minimize the crossing net count. In this restricted problem that $V_{1}$ and $V_{2}$ have to remain on their respective sides, the replication is optimal in the case with no size constraints. In the case with size constraints, if the resulted replication by the max-flow min-cut algorithm satisfies the constraint, it is kept as a solution. Otherwise, a directed FM heuristic which considers net directionality is applied to obtain a feasible solution. Their approach achieves a $21.3 \%$ reduction in crossing net count on average for the multiway partitioning, when compared with a recursive FM method.

In this paper, we target the general replication problem which is not restricted to any prior partitioning. Given a network $G$ with only two-pin nets and a pair of nodes $s$ and $t$ to be separated, we present an optimum algorithm to solve the replication partitioning problem without size constraints. We first formulate the partitioning as a linear programming problem. The formulation leads to the construction of a novel replication graph. Optimality is achieved by applying the maximum flow algorithm on the replication graph. The running time of this algorithm is $O\left(m n \log \left(n^{2} / m\right)\right.$ ) [8] where $m$ and $n$ is the number of nets and nodes, respectively.

For VLSI applications, however, each partition has a maximum size constraint. In addition, we should consider the case of networks containing multiple-pin nets. A heuristic extension is adopted to construct a replication graph for the case of networks with multiple-pin nets. Then we use a directed Fiduccia-Mattheyses method on the replication graph to derive a two-way replication partitioning of the original network.

The remainder of the paper is organized as follows. In Section II, we formulate the partitioning problem with replication allowed. In Section III, we concentrate on the case of networks containing only two-pin nets and no size constraints. We use linear programming to formulate the partitioning problem. Based on its dual program, we develop a replication graph which gives an optimum solution with replication allowed. In Section IV, we introduce an approach for constructing the replication graph of a network with multiple-pin nets and apply a directed Fiduccia-Mattheyses method on the constructed replication graph to solve the replication cut problem arising in real VLSI designs. A discussion on the experimental results is presented in Section V. In Section VI, we state the conclusions.

## II. Problem Formulation

Given a circuit, we represent its netlist as a directed network $G=(V, E)$ where set $V$ consists of nodes $i(i=1, \ldots, n)$ with size $s_{i}$ and set $E$ consists of directed nets $e_{k}(k=$ $1, \ldots, m$ ) with cost $c_{k}$ denoting the number of connections in the net. A multiple-pin net $e_{k}$ is characterized by ( $a_{k}, b_{k}$ ) where $a_{k} \subset V$ are the source nodes of the net and $b_{k} \subset V$ are the sink nodes of the net. We assume that $\left|a_{k} \cup b_{k}\right| \geq 2$, $\left|a_{k}\right| \geq 1$ and $\left|b_{k}\right| \geq 1$. Usually, each net has one source node and multiple sink nodes. However, some nets may have multiple sources which share the same interconnect line. Furthermore, one node can be both source node and sink node of the same net. Therefore, $a_{k}$ and $b_{k}$ may have nonempty intersection.
For two disjoint node sets $X$ and $Y$, we shall use $(X \rightarrow Y)$ to denote the directed cut set from $X$ to $Y$. Therefore, $(X \rightarrow$ $Y$ ) contains all the nets $e_{k}=\left(a_{k}, b_{k}\right)$ such that $X$ intersects source node set $a_{k}$ and $Y$ intersects sink node set $b_{k}$, i.e., $(X \rightarrow Y)=\left\{e_{k} \mid e_{k}=\left(a_{k}, b_{k}\right), a_{k} \cap X \neq \emptyset, b_{k} \cap Y \neq \emptyset\right\}$. We use function $c(X \rightarrow Y)$ to denote the total cost of the nets in $(X \rightarrow Y)$, i.e., $c(X \rightarrow Y)=\sum_{e_{k} \in(X \rightarrow Y)} c_{k}$. We use function $\operatorname{size}(X)$ to denote the total size of the nodes in $X$, i.e., $\operatorname{size}(X)=\sum_{i \in X} s_{i}$.

Partitioning with Replication: Given a network $G=$ $(V, E)$ and three sets of nodes $S, R$ and $T$ such that $S \cap T=\emptyset$ and $R=V-S-T$ as shown in Fig. 2(a), we derive a partitioning with $R$ being the set of replicated nodes as shown in Fig. 2(b). Each copy of $R$ needs to collect a complete set of input signals in order to compute the function properly. Thus, the nets from $S$ to $R$ and from $T$ to $R$ are duplicated. However, the output signals of $R$ can be obtained from either copy of $R$. For example, nets from $R$ on the right side of the cut to $S$ in Fig. 2(b) are not duplicated because $S$ gets inputs from the $R$ on the left side of cut. For the same reason, we do not replicate the nets from $R$ on the left side of the cut to $T$. Given two disjoint sets $S$ and $T$, let a replication cut $(S, T)$ denote the cut set of a partitioning with $R=V-S-T$ being duplicated. From Fig. 2(b), we can see that replication cut $(S, T)$ is the union of four directed cuts, that is,

$$
(S, T)=(S \rightarrow T) \cup(T \rightarrow S) \cup(S \rightarrow R) \cup(T \rightarrow R) .
$$

Let $z_{1}$ and $z_{2}$ denote the size limits on the two partitioned subsets. We state the Replication Cut Problem as:
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Fig. 2. Replication cut problem. (a) The three sets of nodes $S, R$, and $T$. (b) The duplicated network with $R$ being replicated.


Fig. 3. Two directed cuts $(S \rightarrow \bar{S})$ and $(T \rightarrow \bar{T})$.

Given a directed network $G$ and size limits $z_{1}$ and $z_{2}$, find a replication cut $(S, T)$ with an objective
$\min c(S, T)=c((S \rightarrow T) \cup(T \rightarrow S) \cup(S \rightarrow R) \cup(T \rightarrow R))$
subject to the size constraints

$$
\operatorname{size}(S \cup R) \leq z_{1}, \quad \operatorname{size}(T \cup R) \leq z_{2}
$$

and the feasible condition

$$
S \cap T=\emptyset, \quad R=V-S-T
$$

Interpretation of the Cut Set: Suppose we rewrite the cut set in the format

$$
\begin{aligned}
(S, T) & =(S \rightarrow R) \cup(S \rightarrow T) \cup(T \rightarrow S) \cup(T \rightarrow R) \\
& =(S \rightarrow \bar{S}) \cup(T \rightarrow \bar{T})
\end{aligned}
$$

where $\bar{S}$ and $\bar{T}$ denote the complementary sets of $S$ and $T$, respectively. The cut set becomes the union of $(S \rightarrow \bar{S})$ and ( $T \rightarrow \bar{T}$ ). We can interpret the cut set of the replication cut $(S, T)$ as two directed cuts on the original network $G$ as shown in Fig. 3. Thus the mathematical problem is to find set $S$ and set $T$ with the objective

$$
\min c((S \rightarrow \bar{S}) \cup(T \rightarrow \bar{T}))
$$

subject to the constraints that $S \cap T=\emptyset, \operatorname{size}(S \cup R) \leq z_{1}$ and $\operatorname{size}(T \cup R) \leq z_{2}$, where $R=V-S-T$.
In the case with no size constraints, suppose we are given one node $s$ to be in $S$ and one node $t$ to be in $T$, it appears that $\min c(S \rightarrow \bar{S})$ could be obtained by finding the maximum flow minimum cut from $s$ to $t$ and $\min c(T \rightarrow \bar{T})$ could be obtained by the maximum flow minimum cut from $t$ to $s$. It seems that we can simply solve two maximum flow problems to generate an optimum solution of the replication cut problem without size constraints, using $s$ and $t$ as sources respectively.

Unfortunately, the minimum directed cut (obtained by maximum flow) from $s$ and the minimum directed cut (obtained by maximum flow) from $t$ can cross each other, i.e. $S \cap T \neq \emptyset$. For example, the network in Fig. 4 has a minimum directed cut $(S \rightarrow \bar{S})=(\{s, a\},\{b, c, t \underline{)}$ with cut cost one. And, the minimum directed cut $(T \rightarrow \bar{T})=(\{t, a, b\},\{c, s\})$ has cut cost three. Suppose we set $S=\{s, a\}$ and $T=\{t, a, b\}$. Then,


Fig. 4. A network $G$ with five nodes and nine nets.


Fig. 5. Each node $i$ is associated with potential $p_{i}$ and $q_{i}$; each net $(i, j)$ is associated with cost $c_{i j}$, potential difference $w_{i j}$ and $u_{j i}$.
the two sets $S$ and $T$ are not disjoint, which means that the replication cut $(S, T)$ is not a feasible solution.

## III. Replication Cut Separating a Pair of Nodes With Two-Pin Net Model

In this section, we focus on the case of networks containing only two-pin nets and relax the size constraints. For two-pin nets, we denote the cost of net $(i, j)$ from node $i$ to node $j$ by $c_{i j}$. The size constraints are replaced by the separation of a pair nodes $s$ and $t$. In other words, the replication cut $(S, T)$ is subject to

$$
s \in S, t \in T \quad \text { and } \quad S \cap T=\emptyset
$$

In the following, we first use linear programming to formulate the replication cut problem. Then a dual formulation can be derived by linear programming transformation [13]. We show that the dual formulation corresponds to a network flow problem on a replication graph. In subsection B, we describe the construction of the replication graph and the algorithm to find the optimum solution. The complexity of the algorithm is analyzed in subsection $\mathbf{C}$.

## A. Primal Dual Formulation

In this subsection, we first introduce the notations in terms of a network flow problem. We then describe a linear programming formulation of the replication cut problem. Using Lagrangian multiplier, we transform the problem into a dual formulation, which will derive the proposed replication graph.

We adopt the linear programming formulation of network flow problem [1], [13], where each node is assigned a potential and a cut is represented by the difference of node potentials as shown in Fig. 5. With respect to the directed cut $(S \rightarrow \bar{S})$, we use $w_{i j}$ to denote the potential difference between the cut from node $i$ to node $j$. The potential of each node $i$ is denoted by $p_{i}$. For nodes $i$ in $S, p_{i}=1$, and for nodes $i$ in $\bar{S}, p_{i}=0$. Thus all nets $(i, j)$ in the cut set $(S \rightarrow \bar{S})$ have $w_{i j}=1$. The remaining nets have $w_{i j}=0$.

With respect to the directed cut $(T \rightarrow \bar{T})$, we use $u_{j i}$ with a reversed subscript $j i$ to denote the potential difference between


Fig. 6. The $p$ potential and $q$ potential of each node.
the cut from node $i$ to node $j$ (Fig. 5). The potential of each node $i$ is denoted by $q_{i}$. For nodes $i$ in $\bar{T}, q_{i}=1$, and for nodes $i$ in $T, q_{i}=0$. The potential difference $u_{j i}$ has a reverse direction with net $(i, j)$ because we set the potential on $\bar{T}$ side high and the potential on $T$ side low. Thus, all nets $(i, j)$ in the cut set $(T \rightarrow \bar{T})$ have $u_{j i}=1$. The remaining nets have $u_{j i}=0$.
Primal Linear Programming Formulation: The problem is to minimize the total cost of crossing nets

$$
\begin{equation*}
\text { Obj: } \min \sum_{(i, j) \in E} c_{i j} w_{i j}+\sum_{(j, i) \in E} c_{j i} u_{i j} \tag{1}
\end{equation*}
$$

subject to

$$
\begin{align*}
w_{i j}-p_{i}+p_{j} \geq 0 & \forall(i, j) \in E  \tag{2}\\
u_{i j}-q_{i}+q_{j} \geq 0 & \forall(j, i) \in E  \tag{3}\\
q_{i}-p_{i} \geq 0 & \forall i \in V, i \neq s, t  \tag{4}\\
p_{s}=1 &  \tag{5}\\
q_{s}=1 &  \tag{6}\\
p_{t}=0 &  \tag{7}\\
q_{t}=0 &  \tag{8}\\
w_{i j}, u_{j i} \geq 0 & \forall(i, j) \in E \tag{9}
\end{align*}
$$

To minimize objective function (1), the equality of constraint (2) holds, i.e., $w_{i j}=p_{i}-p_{j}$, if $p_{i} \geq p_{j}$, otherwise, $w_{i j}=0$. Similarly, constraint (3) requires $u_{i j}=q_{i}-q_{j}$ if $q_{i} \geq q_{j}$, otherwise, $u_{i j}=0$. Expression (4) demands potential $q_{i}$ be not less than potential $p_{i}$ for any node $i$ in $V$. Since high potential $p_{i}$ corresponds to set $S$, and high potential $q_{i}$ corresponds to set $\bar{T}$, inequality (4) enforces $S$ be a subset of $\bar{T}$. Consequently, the requirement that $S \cap T=\emptyset$ is satisfied.

Constraints (5)-(8) set the potentials of nodes $s$ and $t$. Constraint (9) requires potential difference $w_{i j}$ and $u_{i j}$ be nonnegative. Fig. 6 shows one ideal potential configuration of the solution.
Dual Linear Programming Formulation: By assigning dual variables (Lagrangian multiplier) $x_{i j}$ to inequality (2) with respect to each net, $x_{i j}^{\prime}$ to inequality (3), $\lambda_{i}$ to inequality (4) with respect to node $i$, and $a_{s}, b_{s}, a_{t}, b_{t}$ to inequalities (5)-(8), respectively, we have the dual formulation as follows

$$
\begin{equation*}
\text { Obj: } \max a_{s}+b_{s} \tag{10}
\end{equation*}
$$

subject to

$$
\begin{align*}
x_{i j} \leq c_{i j} & \forall(i, j) \in E  \tag{11}\\
x_{i j}^{\prime} \leq c_{j i} & \forall(j, i) \in E \tag{12}
\end{align*}
$$

$$
\begin{align*}
\sum_{j}-x_{i j}+x_{j i}-\lambda_{i} & =0 \quad \forall i \in V, i \neq s, t  \tag{13}\\
\sum_{j}-x_{i j}^{\prime}+x_{j i}^{\prime}+\lambda_{i} & =0 \quad \forall i \in V, i \neq s, t  \tag{14}\\
\sum_{j}-x_{s j}+x_{j s}+a_{s} & =0  \tag{15}\\
\sum_{j}^{j}-x_{t j}+x_{j t}+a_{t} & =0  \tag{16}\\
\sum_{j}-x_{s j}^{\prime}+x_{j s}^{\prime}+b_{s} & =0  \tag{17}\\
\sum_{j}-x_{t j}^{\prime}+x_{j t}^{\prime}+b_{t} & =0  \tag{18}\\
\lambda_{i}, x_{i j}, x_{j i}^{\prime} & \geq 0 \quad \forall i \in V,(i, j) \in E  \tag{19}\\
a_{s}, a_{t}, b_{s}, b_{t}: \text { unrestricted. } & \tag{20}
\end{align*}
$$

Inequalities (11) and (12) are derived with respect to each $w_{i j}$ and $u_{i j}$ respectively. Similarly, (13)-(18) are derived with respect to each $p_{i}, q_{i}, p_{s}, p_{t}, q_{s}$ and $q_{t}$. Eqs. (13-18) hold because $p_{i}, q_{i}, p_{s}, p_{t}, q_{s}$ and $q_{t}$ are not restricted on sign in the primal formulation. Variables $\lambda_{i}, x_{i j}$, and $x_{j i}^{\prime}$ are required to be nonnegative in (19) because their corresponding expressions (2)-(4) are inequality constraints.

We can view the dual formulation as a network flow problem in $G=(V, E)$ by interpreting $c_{i j}$ as the flow capacity, and $x_{i j}$ as the flow of net $(i, j)$. Constraint (11) requires that the flow $x_{i j}$ be not larger than the flow capacity $c_{i j}$ on each net $(i, j)$. In (12), the set of nets are in a reversed direction and flow $x_{i j}^{\prime}$ is not larger than the capacity $c_{j i}$ of net $(j, i)$ in $E$. Corresponding to $G=(V, E)$, we use $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ to denote the reversed graph.
Constraint (13) has the total flow $x_{i j}$ injected from node $i$ into $G$ be equal to $-\lambda_{i}$. On the other hand, constraint (14) has the total flow $x_{i j}^{\prime}$ injected from node $i^{\prime}$ into $G^{\prime}$ be equal to $\lambda_{i}$. Suppose we combine (13) and (14), we have

$$
\begin{equation*}
\sum_{j}-x_{i j}+x_{j i}=\lambda_{i}=\sum_{j} x_{i j}^{\prime}-x_{j i}^{\prime} . \tag{21}
\end{equation*}
$$

This means that the amount of flow $\lambda_{i}$ which emanates from node $i$ in $G$ enters its corresponding node $i^{\prime}$ in $G^{\prime}$.

Constraints (15)-(18) indicate that $a_{s}$ and $b_{s}$ are the flow injections to node $s$ in $G$ and $s^{\prime}$ in its reversed network $G^{\prime}$; $a_{t}$ and $b_{t}$ are the flow ejections from node $t$ in $G$ and $t^{\prime}$ in its reversed network $G^{\prime}$, respectively. Combining network $G$ and $G^{\prime}$ together, we have the maximum total flow, $a_{s}+b_{s}$, be the optimum solution of the minimum replication cut problem.

## B. The Optimum Partition

Given a network $G=(V, E)$ and a pair of nodes $s$ and $t$ to be separated, we formally state the construction of replication graph and take an example to describe it. We then apply the maximum flow algorithm on the constructed replication graph to derive an optimum replication cut. The optimality of the derived replication cut is proved by using a network flow approach.


Fig. 7. The replication graph $G^{*}$.


Fig. 8. The constructed replication graph of the network shown in Fig. 4.
Construction of Replication Graph: Given a network $G=$ $(V, E)$ and nodes $s$ and $t$, we construct another network $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ where $\left|V^{\prime}\right|=|V|$ with each node $i^{\prime}$ in $V^{\prime}$ corresponding to a node $i$ in $V$, and $\left|E^{\prime}\right|=|E|$ with each directed net $\left(j^{\prime}, i^{\prime}\right)$ in $E^{\prime}$ in the reverse direction of net $(i, j)$ in $E$. We create super nodes $s^{*}$ and $t^{*}$ and nets $\left(s^{*}, s\right),\left(s^{*}, s^{\prime}\right)$, $\left(t, t^{*}\right)$, and $\left(t^{\prime}, t^{*}\right)$ with infinite capacity as shown in Fig. 7. From every node $i$ in $V$ except $s$ and $t$, we add a directed net of infinite capacity to the corresponding node $i^{\prime}$ in $V^{\prime}$. We refer to the combined network as $G^{*}$.

Polynomial-Time Algorithm: The optimum replication cut problem with respect to node pair $s$ and $t$ and without size constraints can be solved by a maximum-flow minimum-cut solution of the network $G^{*}$ with $s^{*}$ as the source and $t^{*}$ as the sink of the flow [1]. Suppose the maximum-flow minimum-cut solution partitions $V$ by $\operatorname{cut}(X, \bar{X})$ with $s \in X$ and $t \in \bar{X}$ and partitions $V^{\prime}$ by cut ( $X^{\prime}, \bar{X}^{\prime}$ ) with $s^{\prime} \in X^{\prime}$ and $t^{\prime} \in \bar{X}^{\prime}$. Then a replication cut $(S, T)$ of the original network with $S=X$, $T=\left\{i \mid i^{\prime} \in \bar{X}^{\prime}\right\}$ and $R=V-S-T$ is an optimum solution. Note that $T$ is derived from the cut in node set $V^{\prime}$. To simplify the notation, we shall use $\left(X, \bar{X}^{\prime}\right)$ to denote the derived replication cut of $G$.
Example: Given a network in Fig. 4, its replication graph $G^{*}$ is constructed as shown in Fig. 8. The maximum-flow minimum-cut of $G^{*}$ derives $(X, \bar{X})=(\{s, a\},\{b, c, t\})$ and $\left(X^{\prime}, \bar{X}^{\prime}\right)=\left(\left\{s^{\prime}, a^{\prime}, b^{\prime}, c^{\prime}\right\},\left\{t^{\prime}\right\}\right)$ with a flow amount, 5 (Fig. 8). Thus the sets $S=\{s, a\}$ and $T=\{t\}$ define an optimum replication cut $(S, T)$ with $R=\{b, c\}$ and a cut cost equal to 5 (Fig. 9).
The following theorem states the optimality of the solution. We use a network flow approach to prove the theorem.
Theorem 1: The replication cut $(S, T)=\left(X, \bar{X}^{\prime}\right)$ derived from the replication graph $G^{*}$ generates the minimum cut cost.


Fig. 9. The duplicated network of the network shown in Fig. 4.
Proof: First we claim that $S \cap T$ is an empty set. This claim can be proved by contradiction. Suppose the claim is not true. Let $i$ be a node in $S \cap T$. In $G^{*}$, we have $i \in X$ and $i^{\prime} \in \bar{X}^{\prime}$. Then the maximum flow minimum cut of $G^{*}$ will cut the net $\left(i, i^{\prime}\right)$ connecting node $i$ in $V$ and $i^{\prime}$ in $V^{\prime}$. Because net $\left(i, i^{\prime}\right)$ is assigned an infinite capacity in $G^{*}$, we can thus augment the flow, which contradicts to the property of maximum flow minimum cut.

The above claim indicates that the derived replication cut $(S, T)$ is a feasible solution. Suppose replication cut $(A, B)$ is an optimum solution, we then have

$$
c\left(X, \bar{X}^{\prime}\right) \geq c(A, B)
$$

On the other hand, replication cut $(A, B)$ corresponds to a partition of the replication graph $G^{*}$ with a cut value $c(A, B)$ equal to the cut capacity on $G^{*}$. Because the maximum flow cannot be larger than the capacity of any cuts, we have

$$
c\left(X, \bar{X}^{\prime}\right) \leq c(A, B)
$$

From the above two inequalities, we conclude that

$$
c\left(X, \bar{X}^{\prime}\right)=c(A, B)
$$

## C. Algorithm Complexity

Given a network $G$, because the replication graph $G^{*}$ consists of the original network and its reversed network $G^{\prime}$, the construction of $G^{*}$ takes $O(m+n)$ time, where $m$ and $n$ denote the numbers of nets and nodes of $G$, respectively,

The partition of the replication graph $G^{*}$ can be performed by any maximum-flow minimum-cut algorithm. The fastest maximum flow algorithm [8] needs $O\left(m n \log \left(n^{2} / m\right)\right)$ which dominates the complexity of the algorithm. Therefore, the time complexity of the algorithm is $O\left(m n \log \left(n^{2} / m\right)\right)$.

## IV. Replication Cut With Size Constraints and Multi-Pin Net Model

For VLSI applications, we release the constraint to separate nodes $s$ and $t$, instead we set an upper limit on the total size of nodes in each partition. We allow that nets of network $G$ contain multiple pins. Thus, the definition of the replication graph $G^{*}$ needs to be extended for VLSI applications.

Fig. 10 shows the outline of the algorithm. We first construct the replication graph $G^{*}$. Then we extend the FiducciaMattheyses (FM) algorithm to search for a directed cut with size constraints on $G^{*}$. The cut of $G^{*}$ finds a heuristic solution of the replication cut.

Step 1: Construct replication graph $G^{*}$;
Step 2: Call directed Fiduccia-Mattheyses algorithm to obtain replication cut ( $X, \bar{X}^{\prime}$ );
Step 3: Return $\left(X, \bar{X}^{\prime}\right)$;
Fig. 10. Algorithm for Directed FM on Replication Graph Partitioning (DFRGP).

## A. Extension of Replication Graph $G^{*}$

For VLSI applications, the replication graph $G^{*}$ of $G$ is almost identical to the graph in Section III. The difference is that there is no assigned $s$ and $t$ in $G$. Therefore, there is no need to create $s^{*}$ and $t^{*}$ and their connecting nets in $G^{*}$. For multiple-pin nets $e_{k}=\left(a_{k}, b_{k}\right) \in E$, we swap the pair in $E^{\prime}$ of the reversed network $G^{\prime}$, i.e. $e_{k^{\prime}}=\left(a_{k^{\prime}}, b_{k^{\prime}}\right)$ with $a_{k^{\prime}}=b_{k}$ and $b_{k^{\prime}}=a_{k}$.

In practice, the infinite capacity of nets $\left(i, i^{\prime}\right)$ connecting node $i$ in $V$ and $i^{\prime}$ in $V^{\prime}$ is replaced with cost equal to total net cost of $E$, i.e., $\sum_{e_{k} \in E} c_{k}$. Thus, the cost of nets $\left(i, i^{\prime}\right)$ dominates the cost of the rest of nets.

Given a partitioning ( $V_{1}^{*}, V_{2}^{*}$ ) of $G^{*}$ with $V_{1}^{*} \cap V_{2}^{*}=\emptyset$ and $V_{1}^{*} \cup V_{2}^{*}=V \cup V^{\prime}$, let partitioning $\left(V_{1}^{*}, V_{2}^{*}\right)$ of $G^{*}$ separate $V$ and $V^{\prime}$ into $(X, \bar{X})$ and ( $X^{\prime}, \bar{X}^{\prime}$ ), respectively. We define the cut cost to accommodate multiple-pin net model and the size constraint using replication graph $G^{*}$.

Objective Function: When we count the nets in the replication cut, unlike a two-pin net, a multiple-pin net $e_{k}$ in ( $X \rightarrow \bar{X}$ ) may have its corresponding net $e_{k^{\prime}}$ in $\left(X^{\prime} \rightarrow \bar{X}^{\prime}\right)$. In order to count the cut cost of net $e_{k}$ only once, we find the nets $e_{k}$ in $E$ corresponding to the nets $e_{k^{\prime}}$ in the cut set $\left(X^{\prime} \rightarrow \bar{X}^{\prime}\right)$ in $E^{\prime}$ and define the set

$$
\begin{align*}
U\left(V_{1}^{*} \rightarrow V_{2}^{*}\right)= & \left\{e_{k} \mid e_{k} \in(X \rightarrow \bar{X})\right\} \\
& \cup\left\{e_{k} \mid e_{k^{\prime}} \in\left(X^{\prime} \rightarrow \bar{X}^{\prime}\right)\right\} \\
& \cup\left\{\left(i, i^{\prime}\right) \mid i \in V_{1}^{*}, i^{\prime} \in V_{2}^{*}\right\} \tag{22}
\end{align*}
$$

Therefore, the objective function is to minimize the cut cost

$$
\begin{equation*}
c\left(U\left(V_{1}^{*} \rightarrow V_{2}^{*}\right)\right) \tag{23}
\end{equation*}
$$

Size Constraints: Because replication cut $(S, T)$ has $S=$ $X$ and $T=\bar{X}^{\prime}$, we can derive that $S \cup R=X^{\prime}$ and $T \cup R=\bar{X}$. Thus, the size constraints can be expressed as

$$
\begin{equation*}
\operatorname{size}\left(X^{\prime}\right) \leq z_{1} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{size}(\bar{X}) \leq z_{2} \tag{25}
\end{equation*}
$$

## B. Directed FM Method Using Replication Graph (DFRG)

We extend FM to a directed FM to partition $G^{*}$. Our directed FM is very similar to [9]. However, [9] applies a directed FM method to the original graph to minimize a directed cut cost under size constraints. Our approach applies the directed FM to the proposed replication graph to minimize the replication cut cost.

We set a flag-array of boolean value (i.e., 0 or 1 ) with a dimension equal to the number of the nets in $G^{*}$ to keep track

TABLE I
Characteristics of Test Cases

| Circuit | \# cells | \# nets | \# iopads | \# pins |
| :--- | ---: | ---: | ---: | ---: |
| C2670 | 1977 | 1995 | 64 | 5770 |
| C3540 | 685 | 678 | 72 | 1961 |
| C5315 | 936 | 1042 | 303 | 2655 |
| C6288 | 2095 | 2069 | 64 | 6133 |
| C7552 | 1183 | 1326 | 317 | 3124 |
| Test02 | 1663 | 1789 | 69 | 8049 |
| Test03 | 1607 | 1683 | 65 | 7529 |
| Test04 | 1506 | 1674 | 36 | 7418 |
| Test05 | 2595 | 2813 | 63 | 12400 |
| Test06 | 1752 | 1710 | 69 | 7696 |
| Test07 | 2379 | 2561 | 99 | 11775 |

of the cut cost $c\left(U\left(V_{1}^{*} \rightarrow V_{2}^{*}\right)\right)$. Each element of the flagarray is used to indicate if the corresponding net is in the cut set of $\left(V_{1}^{*} \rightarrow V_{2}^{*}\right)$ or not. Note that both net $e_{k}$ in $E$ and its corresponding net $e_{k^{\prime}}$ in $E^{\prime}$ can be in the cut set of $\left(V_{1}^{*} \rightarrow V_{2}^{*}\right)$.

Given a net, we can check if it is in the cut set of ( $V_{1}^{*} \rightarrow V_{2}^{*}$ ) or not by using the flag-array in $\mathrm{O}(1)$ time. In this sense, the time complexity of our modified FM algorithm on each iteration is still $O(p)$ where $p$ is the number of pins in the network.

Feasible Solution: It is important that the replication cut $(S, T)$ derived by directed FM algorithm satisfies the feasible condition, i.e., $S \cap T=\emptyset$. Suppose we start with a feasible partition, the following theorem states that the final result is also feasible.
Theorem 2: Given a feasible initial partition, the directed FM method always generates a feasible replication cut.

Proof: Suppose the solution is not feasible, i.e., $S \cap T \neq$ $\emptyset$, the cut will include net $\left(i, i^{\prime}\right), i \in S \cap T$, which will make the cut cost larger than the previous cut. Thus, the FM method will return the most recent feasible solution.

## V. Experimental Results

We use C2670, C3540, C5315, C6288, and C7552 from ISCAS85 and Test02, Test03, Test04, Test05, Test06, and Test07 from the Microelectronics Center of North Carolina (MCNC) as our test cases. For ISCAS85 test cases, the netlists are obtained after logic minimization. The characteristics of these test cases are listed in Table I. In [9], Hwang and El Gamal perform multiway partitioning. Thus, we do not compare our results with [9]. In [11], the netlists of ISCAS85 are minimized via the standard script MISII [2]. Our experiments on ISCAS85 follow the same methodology as [11]. However, because MISII has been revised, the minimized netlist is different. Therefore, we cannot make direct comparison with [12] either.
We compare our algorithm, Directed FM on Replication Graph Partitioning (DFRG), with the Ratio Cut (RC) [5] and Fiduccia-Mattheyses (FM) [6] algorithms. All algorithms are run on a single-processor SUN SPARC10 workstation under the C/UNIX environment. The results of FM and DFRG are chosen from the best of twenty runs each. Given an area overhead limit of $r \%$, each partition will have size constraint equal to $(50+r / 2) \%$ of the circuit size. For example, an area overhead limit $10 \%$ restricts the maximum size of each

TABLE II
Comparison of Results for Three Algorithms on ISCAS85 Test Cases with an Area Overhead Limit 30\%

|  | RC |  | FM |  | DFRG |  |  | Improvement |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  | Area |  |  |  |
| Circuit | Cut | CPU | Cut | CPU | Cut | CPU | Overhead | RC | FM |
| C2670 | 15 | 21 | 30 | 51 | 10 | 68 | $6.67 \%$ | $33 \%$ | $67 \%$ |
| C3540 | 26 | 7 | 37 | 8 | 6 | 18 | $27.49 \%$ | $77 \%$ | $84 \%$ |
| C5315 | 17 | 11 | 23 | 16 | 1 | 24 | $22.94 \%$ | $94 \%$ | $96 \%$ |
| C6288 | 34 | 22 | 48 | 53 | 9 | 90 | $18.48 \%$ | $74 \%$ | $81 \%$ |
| C7552 | 6 | 11 | 9 | 18 | 1 | 25 | $7.50 \%$ | $83 \%$ | $89 \%$ |

TABLE III
Comparison of Results for Three Algorithms on ISCAS85 Test Cases with an Area Overhead Limit $10 \%$

| Circuit | RC |  | FM |  | DFRG |  |  | Improvement |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cut | CPU | Cut | CPU | Cut | CPU | Area Overhead | RC | FM |
| C2670 | 16 | 22 | 25 | 98 | 13 | 157 | 9.96\% | 19\% | 48\% |
| C3540 | 35 | 7 | 40 | 12 | 18 | 23 | 9.36\% | 49\% | 55\% |
| C5315 | 23 | 12 | 24 | 21 | 15 | 34 | 2.01\% | 35\% | 38\% |
| C6288 | 35 | 23 | 61 | 99 | 10 | 152 | 9.87\% | 71\% | 84\% |
| C7552 | 8 | 11 | 10 | 26 | 3 | 44 | 2.10\% | 63\% | 70\% |

partition to $55 \%$ of the network size and node replication to $10 \%$ of the total size in the given network. We do experiments on two different area overhead limits $30 \%$ and $10 \%$ for ISCAS85 test cases. For MCNC test cases, we set three different area overhead limits 50,20 , and $11 \%$.
Table II shows the results of our experiments for ISCAS85 test cases with an area overhead limit $30 \%$. The data in subcolumns Cut and CPU represent the crossing net count and execution time, respectively. The unit for the CPU time is in seconds. The subcolumn, Area Overhead, shows the percentage of the total size replicated by DFRG. The last column shows the improvement on the crossing net count achieved by DFRG compared with RC and FM. When compared with RC, DFRG can achieve $33 \%$ to $94 \%$ with an average of $72 \%$ improvement on the number of crossing nets. Compared with FM, DFRG obtains $67 \%$ to $96 \%$ with an average of $83 \%$ reduction in crossing net count. In terms of area overhead, DFRG needs $6.67 \%$ to $27.49 \%$ with an average of $16.61 \%$. For most test cases, DFRG can achieve over $80 \%$ reduction in the number of crossing nets by allowing replication, compared with the FM approach.

Table III shows the results of our experiments for ISCAS85 test cases with an area overhead limit $10 \%$. When compared with RC, DFRG can achieve $19 \%$ to $71 \%$ with an average of $47 \%$ improvement on the number of crossing nets. When compared with FM, DFRG obtains $38 \%$ to $84 \%$ with an average of $59 \%$ reduction in crossing net count. DFRG needs $2.01 \%$ to $9.96 \%$ with an average of $6.66 \%$ area overhead. These experimental results demonstrate that we can replicate a small percentage of the network size to reduce crossing net counts dramatically. Let us take C7552 as an example. FM obtains a crossing net count 10 , while DFRG generates a cut of 3 with $2.10 \%$ area overhead. In this case, our algorithm achieves a $70 \%$ reduction in the crossing net count.

Table IV shows the results of our experiments on MCNC test cases with an area overhead limit $50 \%$. When compared with RC, our algorithm DFRG achieves $8 \%$ to $39 \%$ with

TABLE IV
Comparison of Results for Three Algorithms on MCNC Test Cases with an Area Overhead $50 \%$

| Circuit | RC |  | FM |  | DFRG |  |  | Improvement |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cut | CPU | Cut | CPU | Cut | CPU | Area Overhead | RC | FM |
| Test02 | 42 | 24 | 47 | 55 | 33 | 77 | 37.20\% | 21\% | 30\% |
| Test03 | 25 | 23 | 30 | 31 | 23 | 58 | 48.39\% | 8\% | 23\% |
| Test04 | 41 | 22 | 44 | 40 | 25 | 68 | 19.69\% | 39\% | 43\% |
| Test05 | 42 | 43 | 42 | 96 | 34 | 146 | 4.45\% | 19\% | 19\% |
| Test06 | 23 | 27 | 25 | 25 | 17 | 75 | 33.90\% | 26\% | 32\% |
| Test07 | 45 | 48 | 54 | 77 | 29 | 142 | 44.98\% | 36\% | 46\% |

TABLE V
Comparison of Results for Three Algorithms on MCNC Test Cases with an Area Overhead Limit 20\%

|  | RC |  | FM |  | DFRG |  |  | Improvement |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | Circuit | Cut | CPU | Cut | CPU | Cut | CPU | Area <br> Overhead | RC | FM |
| Test02 | 75 | 24 | 78 | 74 | 63 | 82 | $17.49 \%$ | $16 \%$ | $19 \%$ |  |
| Test03 | 44 | 23 | 52 | 48 | 38 | 64 | $4.59 \%$ | $14 \%$ | $27 \%$ |  |
| Test04 | 45 | 22 | 51 | 51 | 29 | 135 | $6.03 \%$ | $36 \%$ | $43 \%$ |  |
| Test05 | 59 | 42 | 62 | 136 | 49 | 270 | $4.19 \%$ | $17 \%$ | $21 \%$ |  |
| Test06 | 36 | 27 | 35 | 45 | 29 | 101 | $19.77 \%$ | $19 \%$ | $17 \%$ |  |
| Test07 | 83 | 49 | 76 | 119 | 41 | 355 | $18.46 \%$ | $51 \%$ | $46 \%$ |  |

an average of $24 \%$ reduction in the number of crossing nets. When compared with FM, DFRG obtains $19 \%$ to $46 \%$ with an average of $32 \%$ reduction in the crossing net count. Take Test04 as an example. RC generates a partitioning with crossing net count of 41 . FM produces a result with crossing net count of 44 . The result of DFRG algorithm yields a crossing net count of 25 with $19.69 \%$ of the total size being duplicated in the partitioning. In Test04, DFRG achieves $43 \%$ reduction in the number of crossing nets, compared with FM.

Table V shows the results of our experiments with area overhead limit $20 \%$. In terms of the crossing net count, DFRG achieves $14 \%$ to $51 \%$ with an average of $25 \%$ reduction compared with RC and $17 \%$ to $46 \%$ with an average of $29 \%$ reduction compared with FM. The average area overhead is $11.76 \%$. For example, DFRG generates a partitioning with crossing net count 41 with an area overhead $18.64 \%$ on Test07. On the other hand, FM and RC get partitioning with crossing net count of 76 and 83 , respectively. By duplicating $18.64 \%$ of the network size, we achieve $51 \%$ improvement on the number of crossing nets compared with RC. The experimental results for area overhead limit $11 \%$ are listed in Table VI. DFRG obtains $2 \%$ to $32 \%$ with an average of $19 \%$ reduction on the number of crossing nets comparing with RC. When compared with FM, DFRG achieves $10 \%$ to $45 \%$ with an average of $27 \%$ reduction in crossing net count. The area overhead is $9.10 \%$ on average. But DFRG obtains an average of $27 \%$ reduction in terms of crossing net count compared with FM. Even compared with better two-way partitioning algorithm RC, DFRG still achieves an average of $19 \%$ reduction.

Overall, among Tables IV, V, and VI, the cut decreases with area overhead limit; the improvement by DFRG over FM decreases from $32 \%$, to $29 \%$ to $27 \%$, and the overhead decreases from $31.44 \%$, to $11.76 \%$ to $9.10 \%$ on average.

Execution Time: Given a network $G$, DFRG first constructs its replication graph $G^{*}$. Since $G^{*}$ contains more nodes and nets than $G$, DFRG will take more CPU time than FM. For

TABLE VI
Comparison of Results for Three Algorithms on mCNC Test Cases with an Area Overhead Limit $11 \%$

| Circuit | RC |  | FM |  | DFRG |  |  | Improvement |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cut | CPU | Cut | CPU | Cut | CPU | Area Overhead | RC | FM |
| Test02 | 81 | 25 | 88 | 63 | 79 | 221 | 4.55\% | 2\% | 10\% |
| Test03 | 52 | 24 | 71 | 54 | 44 | 97 | 10.84\% | 15\% | 38\% |
| Test04 | 50 | 22 | 62 | 50 | 34 | 139 | 10.27\% | 32\% | 45\% |
| Test05 | 62 | 43 | 66 | 125 | 51 | 385 | 10.57\% | 15\% | 23\% |
| Test06 | 41 | 27 | 41 | 55 | 34 | 157 | 7.28\% | 17\% | 17\% |
| Test07 | 88 | 49 | 91 | 115 | 60 | 497 | 11.00\% | 32\% | 34\% |

example, DFRG takes 355 s for Test 07 in Table V while FM needs only 119 s . However, we improve FM's result by $46 \%$.

## VI. Concluding Remarks

In this paper, we target the general replication problem which is not restricted to any prior partitioning. We present a polynomial-time algorithm to solve the replication cut problem with only two-pin nets and without size constraints. A directed Fiduccia-Mattheyses method is used to solve the problem with multiple-pin nets and size constraints. Experimental results show that we can trade area overhead for the reduction of crossing net count by the proposed replication cut.
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