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#### Abstract

In this paper, a straightforward and effective method to identify threshold logic function (TLF) is presented. Threshold logic is a promising alternative to conventional Boolean logic due to its suitability for emerging technologies, like memristors, quantum-dot cellular automata, resonant tunneling device, and spintronic devices. Identification and synthesis of TLF are essential tasks in a design flow based on such a logic strategy. The proposed method relies on irredundant sum-of-products Boolean function description form and exploits both ordering of variables and system of inequalities to assign the variable weights and the function threshold value. This is the first heuristic algorithm able to identify all threshold functions with up to six variables, being also more effective than other heuristic methods for functions with a larger number of variables. For functions obtained from $k$-cuts of benchmark circuits, experimental results demonstrated effectiveness near to $100 \%$ when compared to exact methods, even when the number of function variables increases. The execution time of the proposed approach is similar to related heuristic methods, being faster than integer linear programming-based algorithms.
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## I. Introduction

THE LIMITS of MOS transistor shrinking have made necessary the investigation of new alternatives to very large-scale integration circuit design. Among potential candidates are the most recent nanodevices like memristors, resonant tunneling devices, quantum-dot cellular automata, single electron transistors, and spintronic devices [1]-[3]. In this context, the proposed strategies to design digital integrated circuits based on such new technologies seem to be more effective through the implementation of threshold logic functions (TLFs) into single gates, i.e., by building threshold

[^0]logic gates (TLGs). For this reason, threshold logic synthesis has been recently revisited aiming to explore the particularities of this kind of Boolean functions [2]-[5]. Moreover, the construction of TLGs has been proposed for both CMOS and emerging nanometric technologies [5]-[8], [16].

In this scenario, the threshold logic identification is an essential task that corresponds to the process of identifying whether a given Boolean function is TLF, besides computing the variable weights and function threshold value. Notice that the most of the identification methods available in the literature are based on solving systems of inequalities generated from truth table description form. These methods exploit integer linear programming (ILP) to provide optimal results [2], [4], [9]. However, scalability is their main bottleneck because the system of inequalities tends to increase exponentially with the number of function variables. One of the first heuristic (non-ILP-based) methods to identify threshold functions was proposed by Gowda et al. [10], and later improved in [11]. Gowda et al.'s [10] method applies functional decomposition and min-max factorization tree techniques. The target function is decomposed into simple subfunctions until these ones can be directly identified as AND and OR basic functions, or even as constant logic values " 0 " and " 1 ." These subfunctions are then merged by exploiting TLF properties. Palaniswamy et al. [12] proposed a method-based directly on the Chow's parameters, being later improved in [13]. However, the main drawbacks of Palaniswamy et al.'s [12] approach are the degradation on the number of identified TLFs and the fact that the assigned variable weights do not always correspond to the minimum possible values. These nonminimum weights may impact the final circuit area [2], [5].

This paper presents a novel non-ILP-based method to perform the identification and synthesis of TLF. This new algorithm is inspired by previous work presented in [14], being based on the manipulation of inequalities generated from irredundant sum-of-products (ISOPs) function representation in order to assign the TLF variable weights. The proposed approach presents three major contributions.

1) A new heuristic method to assign the variable weight values of TLFs.
2) A novel ISOP-based procedure able to define the variable weight ordering (VWO) before computing the absolute variable weight values.
3) A fast algorithm to generate ISOP representation of unate Boolean functions.
To the best of our knowledge, the proposed method is the first heuristic approach capable of identifying all TLFs with up to six variables. The method can be applied in
threshold logic synthesis tools finding TLF with more variables without loss of efficiency [2], [4], [11], [15], [16], [27]. Moreover, the proposed method is also able to identify more TLFs with a larger number of variables in comparison to other non-ILP-based methods, maintaining similar execution time. For functions obtained from $k$-cuts of Altera opencores circuits [25], experimental results have demonstrated that the effectiveness is near to $100 \%$ when compared to exact methods, even when the number of inputs increases.

The rest of this paper is organized as follows. In Section II, we present some preliminaries about Boolean functions and threshold logic. The proposed method is described in Section III. In Section IV, two case studies are presented in order to demonstrate the application of the method. Section V presents experimental results, proving the algorithm efficiency through an extensive comparison to the state-of-the-art approaches. The conclusions are outlined in Section VI.

## II. Preliminaries

Some definitions and fundamentals are presented for a better comprehension of the proposed method.

A Boolean function $f$ defined over the variable set $X=$ $\left\{x_{1}, \ldots, x_{n}\right\}$ is a function defined as $f(X): B^{n} \rightarrow B$, where $B=\{0,1\}$ and $n=|X|$, i.e., $n$ is the number of variables in $X$. In this paper, AND, OR, and NOT operations are denoted by "•," " $\vee$," and "!," respectively.

A literal is a variable $\left(x_{i}\right)$ or its complement $\left(!x_{i}\right)$, whereas a cube is a product of literals that represents a Boolean subspace. The cube size of a cube with $l$ literals in a Boolean space $B^{n}$ is given by $2^{(n-l)}$. Consequently, the size of a cube is inversely proportional to the number of literals in this cube.

Furthermore, an expression is called sum-ofproducts (SOPs) when this expression corresponds to product terms (AND) joined by a sum (OR) operation. In particular, an ISOPs is an SOP in which neither a literal nor a cube can be removed without changing the function behavior.

Given a function $f$ represented by an ISOP form, this function is unate if, and only if, either direct (positive polarity) or complemented (negative polarity) literals, but not both, appear to each variable. Notice that a unate function has a unique ISOP representation [17].

By considering a set of all functions with up to $n$ variables, these functions can be grouped into classes. Boolean functions can be grouped taking into account the negation $(N)$, and/or the permutation $(P)$ of variables, and/or the negation of function value [18]. For instance, NP-class corresponds to the set of distinct functions obtained by negating and/or permuting the input variables.

On the other hand, in the threshold logic context, TLF is a Boolean function that fits in the following structure. Each variable has a corresponding weight and the Boolean function has a threshold value. If the sum of weights of variables presenting true (1) value is greater than or equal to the threshold value, then the function evaluates to true (1) value. Otherwise, the function is false (0). This behavior can be expressed as follows [19]:

$$
f=\left\{\begin{array}{l}
1, \quad \sum_{i=1}^{n} w_{i} \cdot x_{i} \geq T  \tag{1a}\\
0, \text { otherwise }
\end{array}\right.
$$



Fig. 1. Elementary properties of TLFs [19].
where $x_{i}$ represents each variable $[0,1], w_{i}$ is the corresponding weight of each variable, and $T$ is the threshold value of the function. A threshold function can be completely represented by the vector $\left[w_{1}, w_{2}, \ldots, w_{n} ; T\right]$. Notice that NAND and NOR Boolean functions are TLF, as well as some complex functions as the following one:

$$
\begin{equation*}
f_{1}=\left(x_{1} \cdot x_{2}\right) \vee\left(x_{1} \cdot x_{3}\right) \vee\left(x_{2} \cdot x_{3} \cdot x_{4}\right) \vee\left(x_{2} \cdot x_{3} \cdot x_{5}\right) \tag{2}
\end{equation*}
$$

that corresponds to the TLF represented by $f=$ $[4,3,3,1,1 ; 7]$.

All TLFs are unate functions but not all unate functions are TLF. Therefore, if a function has binate variables then it is not TLF [19]. For instance, the function $f_{2}=\left(x_{1} \cdot x_{2}\right) \vee\left(x_{3} \cdot x_{4}\right)$ is a unate function that is not TLF. Notice that, when a given unate Boolean function presents variables in negative polarity, these variables can be treated in the same way as functions having all variables in positive polarity in order to identify whether it is TLF. If $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is TLF, represented by $\left[w_{1}, w_{2}, \ldots, w_{n} ; T\right]$, then the complemented function ! $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is also TLF, defined by $\left[-w_{1},-w_{2}, \ldots,-w_{n} ;(1-T)\right]$. This property is illustrated in Fig. 1.

In terms of circuit design, a TLG corresponds to the physical construction of a given TLF into a single gate. As discussed above, some complex Boolean functions can be identified as TLF. Thus, respecting the restrictions and limitations of the target technology, a promising feature of threshold logic design is the reduction in the number of gates instantiated in the circuit, and probably the associated physical area [2], [5].

Several works have proposed TLGs built on different technologies, based both on conventional static CMOS design and emerging technologies [5]-[8], [16]. These works also analyze electrical characteristics of gates.

In addition to signal delay propagation, circuit area and power dissipation evaluation, the reliability of TLG is also an important concern. In particular, using minimum weights can decrease the reliability of the TLG. In this sense, some works have exploited a tradeoff between area and reliability where the variable weights are increased in order to improve the circuit reliability [29], [30]. These methods consider that the variability on the manufacturing process and the signal noise can be modeled as perturbations in the variable weights and function threshold value.

The identification method proposed herein tries to compute minimum input weights, aiming the area optimization. Notice that obtaining minimum weights is the first action in a reliability aware flow. Therefore, in a future work, the proposed method can be extended by adding a reliability factor for each input weight assignment.


Fig. 2. Flowchart of the proposed algorithm for TLF identification.

## III. Threshold Logic Function Identification

The most common methodology adopted to identify TLF performs the generation of a system of inequalities from the truth table representation and then solves this system by using ILP approach [2], [4], [9]. If a solution for such inequalities system is found, the given function is considered TLF and the solution corresponds to the variable weights and the threshold value. In the case that the system cannot be solved, the function is not TLF and more than one TLF is required to implement the target function.

In our method, a complete system of inequalities is also built using a similar strategy to ILP inequalities generation algorithms. However, unlike ILP-based approaches, the inequalities system is not solved. Instead, the algorithm selects some of the inequalities as constraints to the associated variables to compute the variable weights in a bottom-up way. After this assignment, the consistency of the complete system is verified in order to check whether the weights have been correctly computed.

For the sake of comprehension, the algorithm has been split into ten steps, illustrated in Fig. 2, as summarized in the following. Step 1 checks the unateness of the given Boolean function; if the function is unate, then the ISOP is generated in step 2, except whether the ISOP has already been applied as input function description; in step 3, the ordering of the variable weights is identified; step 4 generates the inequalities; step 5 creates the system of inequalities; in step 6, the simplification of the inequalities set is executed; in step 7, the association of each variable to some inequalities is performed; and step 8 assigns the variable weights while the consistency of the solution is verified and whether the given Boolean function is confirmed as TLF. In step 9, it is performed an

```
Algorithm 1 Function Unateness Checking
Input: Function \(f\) in truth table form
Output: Vector \(U\) containing the unateness of each variable
    for each \(\boldsymbol{x}_{i} \in X\)
        \(\alpha=f\left(x_{i}=1\right)\)
        \(\beta=f\left(x_{i}=0\right)\)
        \(\gamma=\alpha \vee \beta\)
        if \((\alpha=\beta)\) then \(U\left[x_{i}\right]=\) don't_care
        else if \((\alpha \equiv \gamma)\) then \(U\left[x_{i}\right]=\) positive_unate
        else if \((\beta \equiv \gamma)\) then \(U\left[x_{i}\right]=\) negative_unate
        else if \((\alpha \neq \beta \neq \gamma)\) then
            \(U\left[x_{i}\right]=\) binate
            return FALSE
        end if
    end for
    return \(U\)
```

eventual adjustment of the weights, when necessary. Finally, the threshold value is computed in step 10 .

## A. Unateness Checking

As mentioned before, if a given function is not unate then it is not TLF. Therefore, in step 1, the algorithm checks the function unateness property. For binate function, this step already returns FALSE, i.e., the function is not TLF.

A completely specified function is positive unate in variable $x, \operatorname{iff}\left(x_{i}=1\right) \supset f\left(x_{i}=0\right)$, where $f\left(x_{i}=1\right)$ is the positive cofactor and $f\left(x_{i}=0\right)$ is the negative cofactor of $f$ with respect to variable $x_{i}$. The unateness checking is based on the positive and negative cofactors generation. Algorithm 1 presents the pseudocode of the unateness checking, considering the input as a truth table that corresponds to step 1 of the method, depicted in Fig. 2. If the input is an ISOP form, the unateness checking is trivially performed by iterating on all cubes and storing the polarities of each variable. If both polarities of at least one variable appear, the function is not unate.

As discussed in Section II, considering threshold functions, a negative unate variable can be changed to a positive one by just inverting the weight signal, and this amount is then subtracted from the threshold value. In our method, the negative variables are treated as positive ones, and this information is stored. After computing the threshold function parameters, the input weights are adjusted.

For instance, in the given function $f_{\text {original }}=(!a \vee(b \cdot c))$, the variable $a$ is negative unate. The method considers the function $f_{\text {positive }}=(a \vee(b \cdot c))$, where $a$ is positive unate. The identified variable weights for $f_{\text {positive }}$ are 2,1 , and 1 . Afterwards, the signal of the negative variables and the function threshold value are adjusted based on the properties illustrated in Fig. 1. The variable weights for $f_{\text {original }}$ are $-2,1$, and 1 , respectively.

## B. ISOP Generation Based on Hasse Diagram

The method proposed herein for threshold logic identification works over an ISOP representation of a given Boolean function $f$ and an ISOP representation of $!f$. The ISOP needs to be generated when either the input function is represented by a truth table (usually for functions with up to 16 variables) or an ISOP of ! $f$ is not provided.

The conventional methods adopted in the ISOP generation usually apply the Espresso logic minimizer [17] and the Minato [20] algorithm, being suitable for general (unate and


Fig. 3. Hasse diagram of a four-input Boolean function [21].

```
Algorithm 2 Compute the ISOP of a Positive Unate Function
Based on the Hasse Diagram
Input: Boolean function \(f\)
Output: Set of cubes isop
    queue \(=\varnothing\)
    isop \(=\varnothing\)
    status[ ] =
    \(f_{p}=\varnothing\)
    for each \(x_{i} \in X\)
        queue.add (2 \(2^{i}\) )
    while(queue is not empty)
        cube \(=\) queue.remove
        if (status[parentrof(cube)] \(=\) ACCEPTED)
                    continue
            \(f_{c}=\) getfunction(cube)
            if \(\left(f=f \vee f_{c}\right)\)
                isop \(=\) isop \(\cup\) cube
                status[cube] \(=\) ACCEPTED
                    \(f_{p}=f_{p} \vee f_{c}\)
            else
                queue.add (childrenof(cube))
            if \(\left(f_{p}=f\right)\)
                return isop
    end while
    return isop
```

binate) Boolean functions. In this paper, we developed a faster procedure created specifically to handle unate functions.

This novel ISOP generation algorithm is based on the Hasse diagram, where each vertex corresponds to a minterm, each level $i$ contains cubes with $i$ literals, and each cube covers all of its descendants in the diagram [21]. A breadth-first search is performed, such that larger cubes, i.e., cubes that cover more minterms, are visited before the smaller cubes. For instance, a complete Hasse diagram of a four-input Boolean function is illustrated in Fig. 3.

For each visited vertex in the diagram, if the respective cube function $f_{c}$ is contained in the target function $f$, then this cube is added to the partial solution $f_{p}$ and its descendants are not visited. When the partial solution function is equivalent to the target function $\left(f \equiv f_{p}\right)$, the final solution is found. The ISOP generation procedure is described by the pseudocode in Algorithm 2 and corresponds to step 2 of the flowchart depicted in Fig. 2.

```
Algorithm 3 Compute the VWO
Input: Function \(f\) with \(n\) variables represented by an ISOP F with
    cube set \(C\) that contains \(m\) cubes
Output: List VWO parameters list_vwo in ascending order
    initialize all values of list_vwo as zero
    for each cube \(c \in C\) do
        lit \(=\mid \mathrm{cl}\)
        for each \(x_{i} \in c\) do
            add \(m^{(n-l i t)}\) in list_vwo \(\left[x_{i}\right]\)
        end for
    end for
    order(list_vwo)
    return list_vwo
```


## C. Variable Weight Ordering Computation

In the proposed method, the computation of the VWO it is a crucial task because this information is used in the inequalities simplification and the weight assignment steps. A well-known way to obtain such an ordering is through the Chow's parameters [17], [19]. The correlation between the Chow's parameters $p_{i}$ and $p_{j}$ of two variables $x_{i}$ and $x_{j}$, respectively, induces the correlation between the corresponding weights $w_{i}$ and $w_{j}$, i.e., if $p_{i}>p_{j}$ then $w_{i}>w_{j}$ [22].
A new algorithm to obtain a VWO parameter is presented in this paper. VWO parameters provide similar VWO as the Chow's ones, although the absolute parameter values are possibly different. These parameters are calculated directly from the ISOP, being quite straightforward and fast to compute. They are based on the max literal computation, as proposed in [11].

Considering an ISOP representation of a given function $f$, the largest variable weight of the target TLF is associated to the literal that occurs most frequently in the largest cubes of $f$, i.e., in the cubes with fewer literals. In the case of a tie, it is decided by comparing the frequency of the literals in the next cubes with the smaller size.
The algorithm defines a weight for each cube, corresponding to the cube size. This weight is added to the VWO parameter of the variables present in the cube. The VWO is associated with the ordering of these parameters computed for each variable. The pseudocode of step 3 is described in Algorithm 3.
In [14], the variable ordering is obtained through the Chow's parameters computation, whose time complexity is always $2^{n}$ for each variable. The complexity to compute the VWO parameter of each variable depends on the number of ISOP cubes, which is strictly smaller than $2^{n}$. For unate functions, the worst case of the number of cubes is ( $n!/\lfloor(n / 2)\rfloor!\cdot\lceil(n / 2)\rceil!)$.

For instance, for a given Boolean function defined by the following ISOP:

$$
\begin{equation*}
f_{3}=\left(x_{1} \cdot x_{2}\right) \vee\left(x_{1} \cdot x_{3} \cdot x_{4}\right) \tag{3}
\end{equation*}
$$

the calculated values of variables $x_{1}, x_{2}, x_{3}$, and $x_{4}$ are $6=$ $2^{2}+2^{1}, 4=2^{2}, 2=2^{1}$, and $2=2^{1}$, respectively, whereas the Chow's parameters for these variables are $10,6,2$, and 2 , respectively. Notice that the same ordering is obtained in both calculations. Thus, in this case, the algorithm assigns initially the weight of the variables $x_{3}$ and $x_{4}$, and then the weight of the variable $x_{2}$, being the weight of variable $x_{1}$ the last one to be assigned.

TABLE I
Inequalities From Truth Table Representing the Function in (3)

| $\boldsymbol{x}_{\mathbf{1}}$ | $\boldsymbol{x}_{\mathbf{2}}$ | $\boldsymbol{x}_{\mathbf{3}}$ | $\boldsymbol{x}_{\mathbf{4}}$ | $\boldsymbol{f}_{\mathbf{3}}$ | Inequality |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | $\mathbf{0}$ | $0<T$ |
| 0 | 0 | 0 | 1 | $\mathbf{0}$ | $w_{4}<T$ |
| 0 | 0 | 1 | 0 | $\mathbf{0}$ | $w_{3}<T$ |
| 0 | 0 | 1 | 1 | $\mathbf{0}$ | $\left(w_{3}+w_{4}\right)<T$ |
| 0 | 1 | 0 | 0 | $\mathbf{0}$ | $w_{2}<T$ |
| 0 | 1 | 0 | 1 | $\mathbf{0}$ | $\left(w_{2}+w_{4}\right)<T$ |
| 0 | 1 | 1 | 0 | $\mathbf{0}$ | $\left(w_{2}+w_{3}\right)<T$ |
| 0 | 1 | 1 | 1 | $\mathbf{0}$ | $\left(w_{2}+w_{3}+w_{4}\right)<T$ |
| 1 | 0 | 0 | 0 | $\mathbf{0}$ | $w_{1}<T$ |
| 1 | 0 | 0 | 1 | $\mathbf{0}$ | $\left(w_{1}+w_{4}\right)<T$ |
| 1 | 0 | 1 | 0 | $\mathbf{0}$ | $\left(w_{1}+w_{3}\right)<T$ |
| 1 | 0 | 1 | 1 | $\mathbf{1}$ | $\left(w_{1}+w_{3}+w_{4}\right) \geq T$ |
| 1 | 1 | 0 | 0 | $\mathbf{1}$ | $\left(w_{1}+w_{2}\right) \geq T$ |
| 1 | 1 | 0 | 1 | $\mathbf{1}$ | $\left(w_{1}+w_{2}+w_{4}\right) \geq T$ |
| 1 | 1 | 1 | 0 | $\mathbf{1}$ | $\left(w_{1}+w_{2}+w_{3}\right) \geq T$ |
| 1 | 1 | 1 | 1 | $\mathbf{1}$ | $\left(w_{1}+w_{2}+w_{3}+w_{4}\right) \geq T$ |

## D. Generation of Inequalities From ISOP

Equation (1) defines the relationship between the variable weights and the threshold value of the target TLF. If the function value is true (1) for certain assignment vector then the sum of weights of this assignment is equal to or greater than the threshold value. Otherwise, the function value is false ( 0 ), i.e., the sum of weights is less than the threshold value. From these relationships, it is possible to generate the associated inequalities. As illustration, the relationships between the variable weights and the threshold value in respect with the truth table of the function from (3) are shown in Table I.

Some of these relationships are redundant because some inequalities are self-contained into other ones. For instance, once we have the relationship $\left(w_{1}+w_{2}\right) \geq T$ and the variable weights are always positive, so the relationship ( $w_{1}+$ $\left.w_{2}+w_{3}\right) \geq T$ is redundant. The irredundant information is the lesser assignments (i.e., the lesser weight sum) that make the function true (1) and the greater assignments (i.e., the greater weight sum) that make it false (0). Notice that an assignment vector $A\left(a_{1}, a_{2}, a_{3} \ldots a_{n}\right)$ is smaller than or equal to an assignment vector $B\left(b_{1}, b_{2}, b_{3} \ldots b_{n}\right)$, denoted as $A \leq B$, if, and only if, $a_{i} \leq b_{i}$ for $(i=1,2,3, \ldots, n)$. For instance, the assignment vector $(1,0,0,1)$ is lesser than the assignment vector $(1,1,0,1)$, whereas the assignment vectors $(0,1,0,1)$ and $(1,1,0,0)$ are not comparable.

In our method, these redundancies are avoided using two ISOP expressions, one for the direct function $f$ and another for the negated function $!f$. In the example above, the least true assignment vectors are $(1,1,0,0)$ and $(1,0,1,1)$, and the greatest false assignment vectors are $(1,0,1,0),(1,0,0,1)$, and $(0,1,1,1)$. Therefore, the algorithm creates only $\left(w_{1}+w_{2}\right)$ and ( $w_{1}+$ $\left.w_{3}+w_{4}\right)$ on the greater side, and $\left(w_{1}+w_{3}\right),\left(w_{1}+w_{4}\right)$, and $\left(w_{2}+w_{3}+w_{4}\right)$ on the lesser side. The ISOP expressions of $f$, and !f are considered as inputs to the proposed method. Each sum of variable weights greater than the function threshold value is placed on the greater side set, whereas each sum of weights which is less than the threshold value belongs to the lesser side set. Table II shows these two sets for function $f_{3}$, defined in (3).

TABLE II
Inequalities System Generated for Function Described in Table I

| greater side |  |  |  | lesser side |
| :---: | :---: | :---: | :---: | :---: |
| $\left(w_{1}+w_{2}\right)$ | $\geq$ | $T$ | $>$ | $\left(w_{1}+w_{4}\right)$ |
| $\left(w_{1}+w_{3}+w_{4}\right)$ | $\geq$ | $T$ | $>$ | $\left(w_{1}+w_{3}\right)$ |
| --- |  | $T$ | $>$ | $\left(w_{2}+w_{3}+w_{4}\right)$ |

```
Algorithm 4 Generation of Inequalities Sides
Input: ISOP form of function \(f\) and negated function ! \(f\)
Output: Two sets of inequalities sides, a set ineq_greater and a set
    ineq_lesser
    for each cube \(c \in C\)
        create inequality_side \(S\) from \(c\)
        add \(S\) in ineq_greater
    end for
    for each cube \(c \in C\),
        create inequality_side \(S\) from \(c\)
        add \(S\) in ineq_lesser
    end for
    return <ineq_greater, ineq_lesser>
```

TABLE III
Inequalities System Generated to the Function Described in Table I

| $\#$ |  | Inequality |  |
| :---: | :---: | :---: | :---: |
| 1 | $\left(w_{1}+w_{2}\right)$ | $>$ | $\left(w_{1}+w_{4}\right)$ |
| 2 | $\left(w_{1}+w_{2}\right)$ | $>$ | $\left(w_{1}+w_{3}\right)$ |
| 3 | $\left(w_{1}+w_{2}\right)$ | $>$ | $\left(w_{2}+w_{3}+w_{4}\right)$ |
| 4 | $\left(w_{1}+w_{3}+w_{4}\right)$ | $>$ | $\left(w_{1}+w_{4}\right)$ |
| 5 | $\left(w_{1}+w_{3}+w_{4}\right)$ | $>$ | $\left(w_{1}+w_{3}\right)$ |
| 6 | $\left(w_{1}+w_{3}+w_{4}\right)$ | $>$ | $\left(w_{2}+w_{3}+w_{4}\right)$ |

This procedure corresponds to step 4 of the flowchart depicted in Fig. 2, and is described by the pseudocode in Algorithm 4. The time complexity of this algorithm is $O\left(m+m^{\prime}\right)$, where $m$ is the number of cubes in the ISOP of function $f$ and $m^{\prime}$ is the number of cubes in the ISOP of the negated function ! $f$.

## E. Creation of Inequalities System

The pseudocode that represents the procedure to create the system of inequalities, corresponding to step 5 illustrated in Fig. 2, is presented in Algorithm 5. The instruction compose_inequality creates a new inequality from the two inequality sides. Each element on the greater side is greater than each element on the lesser side, and the greater side elements are greater than (or equal to) the threshold value, whereas the lesser side elements are smaller than that. The inequalities system is generated by performing a Cartesian product of the greater side set and the lesser side set.

Table III shows the six inequalities generated by the Boolean function illustrated in Table I. Notice that if the procedure had taken into account all the truth table assignments then 55 inequalities had been generated. The time complexity of Algorithm 5 is $O\left(m \cdot m^{\prime}\right)$, where $m$ is the number of cubes in the ISOP of function $f$ and $m^{\prime}$ is the number of cubes in the ISOP of negated function ! $f$.

```
Algorithm 5 Inequalities System Generation
Input: Two sets of inequalities: a set ineq_greater and a set
    ineq_lesser
Output: Set of inequalities ineq_set
    set_ineq = Ø
    for each inequality_side \(g \in\) ineq_greater
        for each inequality_side \(l \in\) ineq_lesser
            ineq \(=\) compose_inequality \((g, l)\)
            add ineq in set_ineq
        end for
    end for
    return <set_ineq>
```



Fig. 4. Sequential tasks for inequalities simplification.

TABLE IV
Updated Variables Based on VWO Parameters From (3)

| Input weight | VWO parameter | Updated variable |
| :---: | :---: | :---: |
| $w_{1}$ | 10 | A |
| $w_{2}$ | 6 | B |
| $w_{3}$ and $w_{4}$ | 2 | C |

## F. Simplification of Inequalities

Besides generating only irredundant inequalities, the proposed method also simplifies each inequality and eventually discards some of them. The inequalities simplification process is performed through four basic tasks, as shown in Fig. 4.

The method assumes that if two variables have similar VWO parameters value then they present the same weight (it was proved by Muroga et al. [23] for functions with up to seven variables). Based on this assumption, the algorithm creates a new reduced set of variables where each variable corresponds to a VWO parameter value. These variables are called updated variables and are represented by $A, B, C$, and others, where $A$ corresponds to the variable with the greatest VWO parameter value, $B$ is the next, and so on.

The reduction in the number of variables allows the reduction of inequalities and, consequently, decreases the algorithm runtime. Table IV shows the updated variable created to the function described in (3), where the new number of variables is now three instead of four. Table V presents the new inequalities system with the updated variables. This domain transformation is described in Algorithm 6, whose time complexity is $O\left(n^{2}\right)$, being $n$ the original number of variables.

The inequality simplification occurs when the variable weight appears on both sides of a given inequality. When it occurs, this variable is removed from the inequality. For instance, consider the inequality $(A+C+C)>(B+C+C)$. This inequality can be simplified by removing $C$, so resulting in the inequality $A>B$. This procedure is illustrated in Table VI. The resulting set of inequalities is presented in Table VII.

TABLE V
Inequalities From Table III Represented by New Updated Variables

| $\#$ |  | Inequality |  |
| :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~A}+\mathrm{B}$ | $>$ | $\mathrm{A}+\mathrm{C}$ |
| 2 | $\mathrm{~A}+\mathrm{B}$ | $>$ | $\mathrm{A}+\mathrm{C}$ |
| 3 | $\mathrm{~A}+\mathrm{B}$ | $>$ | $\mathrm{B}+\mathrm{C}+\mathrm{C}$ |
| 4 | $\mathrm{~A}+\mathrm{C}+\mathrm{C}$ | $>$ | $\mathrm{A}+\mathrm{C}$ |
| 5 | $\mathrm{~A}+\mathrm{C}+\mathrm{C}$ | $>$ | $\mathrm{A}+\mathrm{C}$ |
| 6 | $\mathrm{~A}+\mathrm{C}+\mathrm{C}$ | $>$ | $\mathrm{B}+\mathrm{C}+\mathrm{C}$ |

```
Algorithm 6 Domain Transformation for Inequalities
Simplification
Input: Set of variables \(X\), VWO parameters \(V\), and inequalities
    set_ineq
Output: Set of inequalities set_ineq' with updated variables, grouped
    by VWO values
    set_ineq \(:=\emptyset\)
    set_tuples \(:=\varnothing\)
    for each VWO \(v_{i} \in V\)
        \(v_{i \_}\)set \(:=\emptyset\)
        for each variable \(x_{i} \in X\)
            if \(\left(\operatorname{vwo}\left(x_{i}\right)=v_{i}\right)\)
                add \(x_{i}\) in \(v_{i-}\) set
            end if
        end for
        \(x_{j}{ }^{\prime}:=\) get_first_element \(\left(v_{i} \_s e t\right)\)
        create tuple \(t\left\langle v_{i_{-}}\right.\)set, \(\left.x_{j}{ }^{\prime}\right\rangle\)
        add \(t\) in set_tuples
    end for
    set_ineq' \(:=\) set_ineq
    for each inequality ineq \(\in\) set_ineq,
        change_variables (ineq,set_tuples)
    end for
    return set_ineq'
```

TABLE VI
Simplification of Inequalities From Table V

| $\#$ |  | Inequality |  |
| :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~A}+\mathrm{B}$ | $>$ | $\mathrm{A}+\mathrm{C}$ |
| 2 | $\mathrm{~A}+\mathrm{B}$ | $>$ | $\mathrm{A}+\mathrm{C}$ |
| 3 | $\mathrm{~A}+\mathrm{B}$ | $>$ | $\mathrm{B}+\mathrm{C}+\mathrm{C}$ |
| 4 | $\mathrm{~A}+\mathrm{C}+\mathrm{C}$ | $>$ | $\mathrm{A}+\mathrm{C}$ |
| 5 | $\mathrm{~A}+\mathrm{C}+\mathrm{C}$ | $>$ | $\mathrm{A}+\mathrm{C}$ |
| 6 | $\mathrm{~A}+\mathrm{C}+\mathrm{C}$ | $>$ | $\mathrm{B}+\mathrm{C}+\mathrm{C}$ |

TABLE VII
Resulting Set of Inequalities From Table Vi

| $\#$ |  | Inequality |  |
| :---: | :--- | :--- | :---: |
| 4 | B | $>$ | C |
| $z$ | B | $>$ | C |
| 3 | A | $>$ | $\mathrm{C}+\mathrm{C}$ |
| 4 | C | $>$ | 0 |
| 5 | C | $>$ | 0 |
| 6 | A | $>$ | B |

Since all variable weights are positive, the algorithm discards the inequalities that have null weight (i.e., a weight equal to zero) on the lesser side. These inequalities are not useful because they only confirm that the weights are positive.

```
Algorithm 7 Inequalities Simplification
Input: Set of inequalities set_ineq
Output: Simplified set of inequalities set_ineq_simplified
    set_ineq_simplified \(:=\emptyset\)
    for each inequality ineq \(\in\) set_ineq
        split ineq in greater and lesser side
        for each variablev \(1 \in\) greater_side
            for each variablev \(2 \in\) lesser_side
                if \((v 1=v 2)\)
                    remove( v1,greater_side)
                    remove( v 2 ,lesser_side)
                    end if
            end for
        end for
        if lesser_side is not empty
            ineq \(:=\) compose_inequality (greater,lesser)
            add ineq in set_ineq_simplified
        end if
    end for
    return set_ineq_simplified
```

The inequalities which contain only one element on each side are checked just once using directly the VWO parameters. If one of these inequalities is not consistent, the function is defined as not TLF because the VWO parameter ordering is not respected. For instance, for inequality \#1 in Table VII $(B>C)$, the variables are replaced by the VWO parameter values, obtaining $6>2$. In this case, the VWO order holds and then the inequality is discarded.

Notice that, until this moment:

1) the method has not assigned the input weights yet;
2) the method is not able to determine whether a given Boolean function is TLF yet;
3) it is only possible to determine some functions that have been identified as non-TLF.
After all these simplifications, the set of useful inequalities can be significantly reduced. In the demonstration example, described in Table I, inequality \#3 is the only one remaining in Table VII, that is $A>(C+C)$. As a result, it is the only inequality to be used in the assignment step. The reduction in the number of inequalities is a key factor of the proposed method since the weight assignment is based on inequalities manipulation. However, such a simplification makes the method heuristic, i.e., discarded inequalities could be essential for the right solution. It can generate false negatives for functions with more than six variables. The pseudocode of the complete inequalities simplification process, corresponding to step 6 illustrated in Fig. 2, is shown in Algorithm 7. The time complexity of this step is $O\left(n \cdot \log (n) \cdot m \cdot m^{\prime}\right)$, being $n$ the number of variables, $m$ the number of cubes in the ISOP of function $f$, and $m^{\prime}$ the number of cubes in the ISOP of the negated function ! $f$.

## G. Association of Inequalities to Variables

Before computing the variable weights, the tuple <variables,inequalities> associating the variables with some of the inequalities is created in step 7 of the method, presented in Fig. 2. By making so, each variable points to inequalities in which the variable is present on the greater side. This relationship is exploited in the weight assignment step, discussed in the next section. However, the function defined by (3), used as example in the description of previous


Fig. 5. Example of relationship associating variables and inequalities of function from (4).
steps, is not actually the most appropriate one to illustrate how this procedure works because the simplified set of inequalities has only one inequality. For a better visualization of this step, Fig. 5 illustrates such a kind of relationship for the following function:

$$
\begin{align*}
f_{4}= & \left(x_{1} \cdot x_{2} \cdot x_{3}\right) \vee\left(x_{1} \cdot x_{2} \cdot x_{4}\right) \vee\left(x_{1} \cdot x_{3} \cdot x_{4}\right) \vee\left(x_{1} \cdot x_{2} \cdot x_{5}\right) \\
& \vee\left(x_{1} \cdot x_{3} \cdot x_{5}\right) \vee\left(x_{1} \cdot x_{4} \cdot x_{5}\right) \vee\left(x_{1} \cdot x_{2} \cdot x_{6}\right) \\
& \vee\left(x_{1} \cdot x_{3} \cdot x_{6}\right) \vee\left(x_{2} \cdot x_{3} \cdot x_{4}\right) \vee\left(x_{2} \cdot x_{3} \cdot x_{5}\right) . \tag{4}
\end{align*}
$$

## H. Variable Weights Assignment

The variable weight assignment step receives the updated set of variables, after the domain transformation, ordered by the VWO parameters, as well as the inequalities and relationships defined in the previous section. The first task is to assign minimum values for each variable. The variable with the lowest VWO parameter value is assigned by 1 , the second lowest one by 2 , and so on. In the example in Table III, the initial weights assignment trial is $C=1, B=2$, and $A=3$. This step is described in line 1 in Algorithm 8.

The algorithm iterates over all variables, in ascending order (according to the VWO ordering). Each variable points to a set of inequalities, as explained in step 7. The consistency of each inequality is verified, being performed by checking whether the sum of the current values of the greater side variables is greater than the sum of the current values of the lesser side variables.

The difference between the two inequality sides is called delta. If delta is not positive, the inequality is not consistent, i.e., the current assigned weights do not satisfy this inequality. In this case, the value of the variable under verification is incremented, trying to make it valid. Delta is computed in line 6 in Algorithm 8, whereas the consistency is checked in line 7.

When the value of this variable is incremented, the value of the variables with greater VWO parameter is also be incremented in order to maintain the ordering. For instance, considering the following case $(A+C)>(B+B+B)$, increasing the value of $C$ would never turn the inequality consistent because it also increases the values of $A$ and $B$, i.e., $(A+1+C+1)>(B+1+B+1+B+1)$. In this sense, the lesser side cannot increase more than the greater side. The procedure increment_weights is responsible for incrementing the weight of variable $v_{i}$ and the weight of the variables greater than $v_{i}$.

The decision whether the weight of a variable should be incremented is computed in three steps.

1) Increment the value of the variable, as well as the value of the greater variables, by 1.
```
Algorithm 8 Weight Assignment
Input: List of variables list_variables, relationship of variables
Output: Array of weights \(W\) with assigned values
    for all variable \(v_{i} \in\) list_variables do \(W\left[v_{]}\right]=i\)
    end for
    for each \(v_{i} \in\) list_variables do
        set_ineq \(=\) get_ineq_by_variable \(\left(v_{i}\right)\)
        for each inequation ineq \(\in\) set_ineq
            delta \(=\) weight_sum(greaterSide) - weight_sum(lesserSide)
            if (delta \(<=0\) ) // is the inequality inconsistent?
                increment_weights \(\left(v_{i}\right.\), list_variables, 1 )
            delta' = weight_sum \((\) greaterSide \()\) - weight_sum(lesserSide)
            if (delta' > delta) //will the variable be incremented?
                    increment \(=-\) delta \(/(\) delta - delta' \()\)
                    increment_weights( \(v_{i}\), list_variables, increment)
                    else
                    increment_is_undone
        end for
    end for
    return \(W\)
```

TABLE VIII
Original System, From Table Vi, With
Computed Variable Weights

| $\#$ |  | Inequality |  |
| :---: | :---: | :---: | :---: |
| 1 | $(3+2)$ | $>$ | $(3+1)$ |
| 2 | $(3+2)$ | $>$ | $(3+1)$ |
| 3 | $(3+2)$ | $>$ | $(2+1+1)$ |
| 4 | $(3+1+1)$ | $>$ | $(3+1)$ |
| 5 | $(3+1+1)$ | $>$ | $(3+1)$ |
| 6 | $(3+1+1)$ | $>$ | $(2+1+1)$ |

2) Compute the new delta, denoted delta'.
3) If delta' $=$ delta, then the increment is undone and the inequality is kept as inconsistent, and the algorithm proceeds to the next inequalities and variables.
When delta ${ }^{\prime}>$ delta, the increment_weights procedure is applied.

The increment value that makes the inequality consistent is computed as follows:

$$
\begin{equation*}
\text { increment }=\left\lceil\frac{- \text { delta }}{\left(\text { delta }-\operatorname{delta}^{\prime}\right)}\right\rceil \tag{5}
\end{equation*}
$$

Finally, the original system is checked for consistency by replacing the variables by the assigned weights. If all inequalities are consistent, then the values correspond to the right variable weights. Otherwise, if at least one of the inequalities is not consistent then the method identifies the given function as not TLF. This ensures that false positive solutions are not found.

In the previous example, illustrated in Table VII, only the inequality $A>(C+C)$ remains to the assignment step. In this case, the assigned weights are $C=1, B=2$, and $A=3$. The inequality is consistent with these values and so no increment is required. These updated variable values are assigned to the corresponding variable weights, resulting in $w_{1}=3, w_{2}=2$, and $w_{3}=w_{4}=1$. Table VIII shows the original system with the assigned values.

Since all inequalities are consistent, the computed values are accepted as a valid solution of the system. Algorithm 8 shows the pseudocode of the assignment task that corresponds
to step 8 shown in Fig. 2. The time complexity of this step is $O\left(n \cdot m \cdot m^{\prime}\right)$, being $n$ the number of variables, $m$ the number of cubes in the ISOP of function $f$, and $m^{\prime}$ the number of cubes in the ISOP of the negated function ! $f$.

## I. Variable Weights Adjustment

When the weight of a variable is incremented, a true inequality can become false. One way to identify and to prevent the occurrence of such a problem is discussed below.
For a given function, consider that the growing ordering of the updated variable is $D, C, B$, and $A$, where $A$ has the highest weight value and $D$ has the lowest weight value. At a certain time, the algorithm has checked the inequalities associated with $D, C$, and $B$ variables. The inequalities associated with the variable $A$ are checked again, and any inconsistency determines that the value of this variable needs to be incremented. However, there is a certain inequality that has already been checked, e.g., $(B+C+D)>A$. By increasing the value of variable $A$, the inequality that had been verified consistent could now become inconsistent.
This kind of problem may occur when a variable on the lesser side of the inequality has greater value than any variable value on the greater side. In our investigation, it has been observed in less than $2 \%$ of the six-input functions and never in functions with fewer variables. As a consequence, in these cases, the minimum weight values are not guaranteed.

In order to solve this problem, we present a relationship represented by the tuple <variable,inequalities>, where the variables point to inequalities. This relationship is similar to that one presented in Section III-G and is called reverse relation. If a variable $x$ is on the lesser side and its VWO parameter value is greater than any VWO parameter of the greater side variables then this information is stored on the relationship tuple. In the assignment, presented in Section III-H, when the method determines that a variable must be incremented, this reverse relation may also be checked.

When incrementing a variable, the method:

1) checks if there is an inequality associated to this variable in the reverse relation;
2) checks if this inequality becomes inconsistent after incrementing the variable $x$;
3) (if so) increments the greatest value variable of the greater side, and makes the inequality consistent again. This is done recursively for the variables with VWO parameter greater than the one of variable $x$.
It is important to notice that, whenever the value of some variable is incremented, the value of the higher variables must also be incremented, i.e., the ordering must be maintained. A demonstration of this improvement is shown in Section IV-B.

## J. Function Threshold Value Computation

After checking whether the input weights have been assigned correctly, the method calculates the function threshold value in step 10. In a TLF represented through an ISOP form, the sum of weights of the variables present in each product is equal to or greater than the threshold value. Therefore, the threshold value is equal to the least sum of weights of the greater side set. In the example defined by (3) and in Table I, the threshold value is 5, obtained from the greater side element of any inequality in Table VIII (in this case, each greater sides

TABLE IX
VWO Parameter Values for Function of (5)

| VWO parameter | Variables |
| :---: | :---: |
| 2 | $x_{5}, x_{6}$ |
| 14 | $x_{4}, x_{3}$ |
| 30 | $x_{2}$ |
| 34 | $x_{1}$ |

TABLE X
Inequalities Generation for Function Described by (5)

| Greater side | Lesser side |
| :---: | :---: |
| $w_{1}+w_{2}$ | $w_{3}+w_{4}+w_{5}+w_{6}$ |
| $w_{1}+w_{3}$ | $w_{2}+w_{5}+w_{6}$ |
| $w_{1}+w_{4}$ | $w_{1}+w_{6}$ |
| $w_{2}+w_{3}$ | $w_{1}+w_{5}$ |
| $w_{2}+w_{4}$ | -- |
| $w_{1}+w_{5}+w_{6}$ | -- |

have equal weight sum). The final solution for this particular function is $[3,2,1,1 ; 5]$.

## IV. Case Studies

In the previous section, the method proposed for TLF identification was described. The example of (3), used to demonstrate the algorithms, is quite straightforward, having been adopted just to simplify the explanation and to facilitate the understanding of the procedure steps. However, the importance and impact of each step can be underestimated with such a simple example. In this section, two more complex functions are used as case studies in order to illustrate the major gains and benefits of the proposed method.

## A. First Case Study

Consider the following Boolean function:

$$
\begin{align*}
f_{5}= & \left(x_{1} \cdot x_{2}\right) \vee\left(x_{1} \cdot x_{3}\right) \vee\left(x_{1} \cdot x_{4}\right) \\
& \vee\left(x_{2} \cdot x_{3}\right) \vee\left(x_{2} \cdot x_{4}\right) \vee\left(x_{1} \cdot x_{5} \cdot x_{6}\right) \tag{6}
\end{align*}
$$

The first step is to compute the VWO parameter for each variable and sort them, as shown in Table IX.

The given function described in (6) presents 64 possible assignment vectors since it has six variables. Among these assignments, 23 are false and 41 are true. If all truth table assignments were taken into account, then the system would have 943 inequalities. However, as it was discussed before, the method considers the ISOP expression as input and generates only the greatest false assignments and the least true assignments. The greater side and lesser side sets for this case are presented in Table X. Afterwards, the Cartesian product between the greater side and the lesser side is performed and 24 inequalities are obtained, as shown in Table XI. In the next, the algorithm creates the updated variables based on repeated VWO parameters and replaces the variable weights, as shown in Table XII. The simplification is then performed by removing variables that appear on both sides of the inequalities. The simplified set of inequalities is presented in Table XIII.

For the variable weight assignment, the method selects only inequalities that have more than one weight on the lesser side and discards repeated inequalities. Table XIV presents the selected inequalities for the given example. We have only

TABLE XI
Original Inequalities System for Function Described by (5)

| $\#$ | Inequality | $\#$ | Inequality |
| :---: | :--- | :---: | :--- |
| 1 | $w_{1}+w_{2}>w_{3}+w_{4}+w_{5}+w_{6}$ | 13 | $w_{2}+w_{3}>w_{3}+w_{4}+w_{5}+w_{6}$ |
| 2 | $w_{1}+w_{2}>w_{2}+w_{5}+w_{6}$ | 14 | $w_{2}+w_{3}>w_{2}+w_{5}+w_{6}$ |
| 3 | $w_{1}+w_{2}>w_{I}+w_{6}$ | 15 | $w_{2}+w_{3}>w_{1}+w_{6}$ |
| 4 | $w_{1}+w_{2}>w_{1}+w_{5}$ | 16 | $w_{2}+w_{3}>w_{1}+w_{5}$ |
| 5 | $w_{1}+w_{3}>w_{3}+w_{4}+w_{5}+w_{6}$ | 17 | $w_{2}+w_{4}>w_{3}+w_{4}+w_{5}+w_{6}$ |
| 6 | $w_{1}+w_{3}>w_{2}+w_{5}+w_{6}$ | 18 | $w_{2}+w_{4}>w_{2}+w_{5}+w_{6}$ |
| 7 | $w_{1}+w_{3}>w_{1}+w_{6}$ | 19 | $w_{2}+w_{4}>w_{1}+w_{6}$ |
| 8 | $w_{1}+w_{3}>w_{I}+w_{5}$ | 20 | $w_{2}+w_{4}>w_{1}+w_{5}$ |
| 9 | $w_{1}+w_{4}>w_{3}+w_{4}+w_{5}+w_{6}$ | 21 | $w_{1}+w_{5}+w_{6}>w_{3}+w_{4}+w_{5}+w_{6}$ |
| 10 | $w_{I}+w_{4}>w_{2}+w_{5}+w_{6}$ | 22 | $w_{1}+w_{5}+w_{6}>w_{2}+w_{5}+w_{6}$ |
| 11 | $w_{1}+w_{4}>w_{I}+w_{6}$ | 23 | $w_{1}+w_{5}+w_{6}>w_{1}+w_{6}$ |
| 12 | $w_{1}+w_{4}>w_{I}+w_{5}$ | 24 | $w_{1}+w_{5}+w_{6}>w_{1}+w_{5}$ |

TABLE XII
Updated Variable Created for Each VWo Parameter Value for Function Described by (5)

| Variable weights | VWO parameter | Updated variable |
| :---: | :---: | :---: |
| $w_{1}$ | 34 | A |
| $w_{2}$ | 30 | B |
| $w_{3}, w_{4}$ | 14 | C |
| $w_{5}, w_{6}$ | 2 | D |

TABLE XIII
Simplified Inequalities System From Table XI Using Updated Variables From Table XII

| $\#$ | Inequality |  |  | $\#$ | Inequality |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~A}+\mathrm{B}$ | $>$ | $\mathrm{C}+\mathrm{C}+\mathrm{D}+\mathrm{D}$ | 13 | B | $>$ | $\mathrm{C}+\mathrm{D}+\mathrm{D}$ |
| 2 | A | $>$ | $\mathrm{D}+\mathrm{D}$ | 14 | C | $>$ | $\mathrm{D}+\mathrm{D}$ |
| 3 | B | $>$ | D | 15 | $\mathrm{~B}+\mathrm{C}$ | $>$ | $\mathrm{A}+\mathrm{D}$ |
| 4 | B | $>$ | D | 16 | $\mathrm{~B}+\mathrm{C}$ | $>$ | $\mathrm{A}+\mathrm{D}$ |
| 5 | A | $>$ | $\mathrm{C}+\mathrm{D}+\mathrm{D}$ | 17 | B | $>$ | $\mathrm{C}+\mathrm{D}+\mathrm{D}$ |
| 6 | $\mathrm{~A}+\mathrm{C}$ | $>$ | $\mathrm{B}+\mathrm{D}+\mathrm{D}$ | 18 | C | $>$ | $\mathrm{D}+\mathrm{D}$ |
| 7 | C | $>$ | D | 19 | $\mathrm{~B}+\mathrm{C}$ | $>$ | $\mathrm{A}+\mathrm{D}$ |
| 8 | C | $>$ | D | 20 | $\mathrm{~B}+\mathrm{C}$ | $>$ | $\mathrm{A}+\mathrm{D}$ |
| 9 | A | $>$ | $\mathrm{C}+\mathrm{D}+\mathrm{D}$ | 21 | A | $>$ | $\mathrm{C}+\mathrm{C}$ |
| 10 | $\mathrm{~A}+\mathrm{C}$ | $>$ | $\mathrm{B}+\mathrm{D}+\mathrm{D}$ | 22 | A | $>$ | B |
| 11 | C | $>$ | D | 23 | D | $>$ | 0 |
| 12 | C | $>$ | D | 24 | D | $>$ | 0 |

8 inequalities against 943 inequalities whether a conventional method had been applied and against 24 inequalities present in the system originally generated.

Fig. 6 illustrates the variable weight assignment. At first, the variables are assigned with minimum values, respecting the ordering defined by the respective VWO parameters. Thus, these values are $A=4, B=3, C=2$, and $D=1$, as indicated in Fig. 6 (1). Since there are not any inequalities pointed by variable $D$, the method accepts the value 1 for this variable and starts the verification of the inequalities pointed by $C$. This way, the inequality \#14 in Table XIV is not consistent. This inequality becomes consistent by increasing the value of variable $C$, as indicated in Fig. 6 (2). The updated value of $C$ is 3 , and all of the inequalities containing variable $C$ are now consistent.

In the next, the method checks the inequalities pointed by $B$. The verification concludes that the inequality \#13 in Table XIV


Fig. 6. Variable weight assignment for the first case study described by (5).

TABLE XIV
Selected Inequalities From Table XIII for the Variable Weight Assignment Step

| $\#$ | Inequality |  |  |
| :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~A}+\mathrm{B}$ | $>$ | $\mathrm{C}+\mathrm{C}+\mathrm{D}+\mathrm{D}$ |
| 2 | A | $>$ | $\mathrm{D}+\mathrm{D}$ |
| 5 | A | $>$ | $\mathrm{C}+\mathrm{D}+\mathrm{D}$ |
| 6 | $\mathrm{~A}+\mathrm{C}$ | $>$ | $\mathrm{B}+\mathrm{D}+\mathrm{D}$ |
| 13 | B | $>$ | $\mathrm{C}+\mathrm{D}+\mathrm{D}$ |
| 14 | C | $>$ | $\mathrm{D}+\mathrm{D}$ |
| 15 | $\mathrm{~B}+\mathrm{C}$ | $>$ | $\mathrm{A}+\mathrm{D}$ |
| 21 | A | $>$ | $\mathrm{C}+\mathrm{C}$ |

is inconsistent. However, by incrementing just once the value of variable $B$ does not become the inequality valid, as indicated in Fig. 6 (3). Instead, it decreases the difference between the sums of the two sides.
The increment is performed again, and the current values are $B=6$ and $A=7$, as indicated in Fig. 6 (4), now making all inequalities pointed by $B$ consistent. Finally, the method checks the inequalities pointed by $A$ and verifies that these inequalities are also valid with the weights $A=7, B=6$, $C=3$, and $D=1$.
After computing all variable weights, the algorithm defines the function threshold value. This value is obtained from the least sum of weights value in the greater side set. In this case, the threshold value is equal to 9 in any of the weight sums in Table XI, $\left(w_{2}+w_{4}\right),\left(w_{2}+w_{3}\right)$, or $\left(w_{1}+w_{5}+w_{6}\right)$.
The final check is then performed over the original inequalities system presented in Table XI, i.e., before the simplification step, with the assigned variable weights. All inequalities are verified consistent, so the right solution found is $w_{1}=7, w_{2}=$ $6, w_{3}=3, w_{4}=3, w_{5}=1, w_{6}=1$, and $T=9$.
Due to the bottom-up characteristic of our approach, the variable weights and function threshold value found are the minimum possible ones. This is a quite relevant feature because it impacts directly on the circuit area of the corresponding TLG. In the Palaniswamy et al.'s [13] method, for instance, the solution found for the same TLF is $[9,8,4,4,1,1 ; 11]$.

## B. Second Case Study

The second case study represents a TLF that is not found by other related heuristic approaches. It demonstrates the

TABLE XV
Updated Variable Created for Each VWo Parameter Value of Function Described by (6)

| Variable weights | VWO parameter | Updated variable |
| :---: | :---: | :---: |
| $w_{1}, w_{2}$ | 34 | A |
| $w_{3}, w_{4}, w_{5}$ | 30 | B |
| $w_{6}$ | 14 | C |

TABLE XVI
Simplified Inequalities for the Weight Assignment Step of Function Described by (6)

| $\#$ |  | Inequality |  |
| :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~B}+\mathrm{B}$ | $>$ | A |
| 2 | A | $>$ | $\mathrm{C}+\mathrm{B}$ |
| 3 | $\mathrm{~A}+\mathrm{A}$ | $>$ | $\mathrm{B}+\mathrm{B}+\mathrm{B}$ |
| 4 | $\mathrm{~A}+\mathrm{A}$ | $>$ | $\mathrm{C}+\mathrm{B}+\mathrm{B}$ |

improvement discussed in Section III-I, exploiting the reverse relation concept.
Consider the function represented by the following ISOP:

$$
\begin{align*}
f_{6}= & \left(x_{1} \cdot x_{2} \cdot x_{3}\right) \vee\left(x_{1} \cdot x_{2} \cdot x_{4}\right) \vee\left(x_{1} \cdot x_{3} \cdot x_{4}\right) \vee\left(x_{1} \cdot x_{2} \cdot x_{5}\right) \\
& \vee\left(x_{1} \cdot x_{3} \cdot x_{5}\right) \vee\left(x_{1} \cdot x_{4} \cdot x_{5}\right) \vee\left(x_{1} \cdot x_{2} \cdot x_{6}\right) \\
& \vee\left(x_{2} \cdot x_{3} \cdot x_{4}\right) \vee\left(x_{2} \cdot x_{3} \cdot x_{5}\right) \vee\left(x_{2} \cdot x_{4} \cdot x_{5}\right) . \tag{7}
\end{align*}
$$

Table XV shows the relationship between the variable weights, the corresponding VWO parameters, and the created updated variables. For the sake of simplicity, the process of generation and simplification of variables is not presented. Table XVI shows the already simplified system using the updated variables.
As discussed in Section III-G, for this case, the relationship associating the inequalities of the system with variables that appear in the greater side would be the variable $B$ pointing to inequality \#1 and the variable $A$ pointing to inequalities \#2-\#4 in Table XVI.
Inequality \#1, shown in Table XVI, presents the characteristics described in Section III-I, where the variable with the greatest value appears on the lesser side of the inequality. This information is stored in the reverse relation, with variable $A$ pointing to this inequality. In other words, when it is necessary to increase the value of variable $A$, it is required to check whether this inequality has not become inconsistent. If


Fig. 7. Variable weight assignment for the second case study described by (6).
TABLE XVII
Number of TLFs Identified by Each Method

| Number of <br> variables | Muroga [23] | Gowda [10] |  | Palaniswamy [13] |  | Proposed method |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TLF count | TLF count | $\%$ | TLF count | $\%$ | 100 |  |  |
| TLF count |  |  |  |  |  |  |  |

the inequality is now inconsistent, the variable with the greatest value of greater side, in this case, the variable $B$, must also be incremented.

The weight assignment process occurs as shown in Fig. 7. First of all, the variables are assigned to minimum weights, such as $C=1, B=2$, and $A=3$, as indicated in Fig. 7 (1). Since there is not any inequality to be checked associated with variable $C$, the value 1 is accepted. To check the current value of variable $B$, the inequality $(B+B)>A$ is verified and, at this moment, it is consistent. Thus, the value 2 is accepted for $B$.

Finally, the inequalities pointed by variable $A$ are verified. The inequality $(A+A)>(B+B+B)$ is inconsistent. Increasing the value of variable $A$ would make valid the inequality, as indicated in Fig. 7 (2). However, since there is the inequality $(B+B)>A$ in the reverse relation, it is necessary to verify if this inequality remains valid. With $B=2$ and $A=4$, the inequality is inconsistent. This means that when the process increments the value of variable $A$, the value of $B$ must also be incremented becoming equal to 3 , as indicated in Fig. 7 (3).

The current values are $A=4, B=3$, and $C=1$. Looking at the inequalities pointed by variable $A$, the method checks that the inequality $A>(B+C)$ is inconsistent. Hence, the value of the variable $A$ is incremented again and the inequality becomes valid. At this time, the increment does not make inconsistent the inequality $(B+B)>A$, as indicated in Fig. 7 (4). The new value of variable $A$ is accepted and the solution found is $A=5, B=3$, and $C=1$. When replacing these values in the original variable weights, it is possible to check the consistency of the original system with all inequalities. Therefore, the solution is valid. The final solution is $w_{1}=w_{2}=5, w_{3}=w_{4}=w_{5}=3$, and $w_{6}=1$, and the function threshold value is equal to 11 , also represented by $[5,5,3,3,3,1 ; 11]$.

## V. Experimental Results

Three sets of experiments were carried out in order to validate our approach in comparison to the related methods available in the literature. In the first experiment, the effectiveness of the proposed method is evaluated in terms of the number of TLF identified. In the second experiment, the functions extracted from $k$-cut enumeration in the logic synthesis of opencores are analyzed for both effectiveness and runtime of TLF identification. The execution time is verified in the third experiment, calculating the runtime per function identified and estimating the method scalability. The platform used to run the experiments was an Intel Core i5-2400 processor with 8 GB of main memory. The ILP solver adopted was the lpsolve 5.5 [29].

## A. Identification Effectiveness

The main goal of TLF identification methods is to maximize the number of TLFs identified, representing their effectiveness. The enumeration of all TLFs with up to eight variables has been already calculated by Muroga et al. [23], being used as a reference in this paper.

Gowda et al. [10] presented the first approach to identify TLF without using linear programming, afterward improved in [11]. The method presented by Palaniswamy et al. [13], provides better results than the Gowda et al.'s [10] one.

Table XVII shows the experimental results. For functions with up to three variables, both Gowda et al.'s [10] and Palaniswamy et al.'s [13] methods identify $100 \%$ of existing TLFs. Moreover, the Gowda et al.'s [10] method identifies $81.3 \%, 42.8 \%$, and $10 \%$ of TLFs with four, five, and six variables, respectively, whereas the Palaniswamy et al.'s [13] identified $100 \%, 87.4 \%$, and $65.1 \%$, respectively, for the same sets. Our method identified all existing TLFs with up to five

TABLE XVIII
Number of TLFs Identified by Each Method Considering NP Representative Class of Functions

| Number of <br> variables | Muroga [23] | Gowda $[10]$ |  | Palaniswamy $[13]$ |  | Proposed method |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TLF count | TLF count | $\%$ | TLF count | $\%$ | TLF count | $\%$ |  |
| 1 | 1 | 1 | 100 | 1 | 100 | 1 | 100 |
| 2 | 2 | 2 | 100 | 2 | 100 | 2 | 100 |
| 3 | 5 | 5 | 100 | 5 | 100 | 5 | 100 |
| 4 | 17 | 15 | 88.2 | 17 | 100 | 17 | 100 |
| 5 | 92 | 52 | 56.5 | 84 | 91.3 | 92 | 100 |
| 6 | 994 | 181 | 18.2 | 728 | 73.2 | 994 | 100 |
| 7 | 28,262 | 573 | 2.0 | 9,221 | 32.6 | $\mathbf{2 2 , 4 7 7}$ | $\mathbf{7 9 . 5}$ |

TABLE XIX
Analysis of $k$-Cuts ( $n$-Variable Functions) Obtained From the Synthesis of Altera Opencores [25]

| cuts | \#Functions (k-cuts) | Unate (unate/total) | TLF - ILP <br> (TLF/unate) | TLF - proposed (proposed/ILP) | $\begin{gathered} \text { ILP } \\ \text { runtime (sec) } \\ \hline \end{gathered}$ | proposed runtime (sec) (Speed up) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k-6 | 32,137 | 863 (3\%) | 306 (35\%) | 306 (100\%) | 0.07 | 0.01 (7.0) |
| k-7 | 119,654 | 3673 (3\%) | 822 (22\%) | 817 (99\%) | 0.35 | 0.04 (9.8) |
| k-8 | 283,005 | 11192 (4\%) | 1786 (16\%) | 1758 (98\%) | 1.17 | 0.12 (9.8) |
| k-9 | 529,570 | 22980 (4\%) | 3238 (14\%) | 3183 (98\%) | 2.65 | 0.27 (9.8) |
| k-10 | 835,692 | 38469 (5\%) | 4853 (13\%) | 4766 (98\%) | 4.87 | 0.51 (9.5) |
| k-11 | 1,172,438 | 56321 (5\%) | 6752 (12\%) | 6645 (98\%) | 7.68 | 0.87 (8.8) |
| k-12 | 1,531,068 | 75243 (5\%) | 9516 (13\%) | 9390 (99\%) | 11.27 | 1.32 (8.5) |
| k-13 | 1,813,459 | 96294 (5\%) | 13041 (14\%) | 12907 (99\%) | 15.50 | 2.04 (7.6) |
| k-14 | 2,171,666 | 112070 (5\%) | 15166 (14\%) | 15020 (99\%) | 19.64 | 2.86 (6.9) |
| k-15 | 2,349,808 | 123359 (5\%) | 17698 (14\%) | 17544 (99\%) | 23.49 | 3.82 (6.1) |

variables and, to the best of our knowledge, this is the first non-ILP-based method able to identify all TLFs with six variables.

Since the number of TLFs with seven inputs is too large, corresponding to 8274794440 functions, we have adopted the NP representative class of functions [18]. The results are shown in Table XVIII. Notice that, for the universe of TLFs with seven variables, our approach identified almost $80 \%$ of them, whereas the other methods identify less than $35 \%$.

## B. Altera Opencores

In the second experiment, we aim to demonstrate the runtime efficiency when testing a very large number of small subcircuits. That is a typical task performed by technology mapping tools, where the goal is to match, as quickly as possible, the functions obtained during the decomposition process with an implementation in a single threshold gate. In this sense, we have enumerated all the priority cuts of the opencores [25].

The cut enumeration was performed by the technology mapper available in the ABC logic synthesis tool [26]. In general, during the matching process, the entire set of enumerated functions has no more than 16 inputs. Notice that ABC tool limits the $k$-cuts to 15 inputs due to internal restrictions of truth table representation. In this experiment, our method was able to identify more than 2 million functions with up to 15 inputs in approximately 11 s .

Table XIX summarizes the number of TLFs found by both proposed approach and ILP-based method. In the third column, the amount and respective percentage of unate functions among the $k$-cuts obtained from the synthesis of the opencores are presented. Remember that only unate functions are candidates to be TLF. The amount of TLFs in the unate functions set identified by the ILP-based method represents
the total number of TLFs, as shown in the fourth column in Table XIX. The number of TLFs identified by our method is shown in the fifth column. The sixth and seventh columns present the total execution time for the identification of all $k$-cuts with up to $n$ inputs.

These experimental results demonstrate a good tradeoff between the number of TLFs identified and the corresponding runtime when applying the proposed method. The execution time was improved more than $8 \times$ in average when compared to the ILP-based method. Moreover, our approach does not show a loss in the quality of the results once the number of identified TLFs is practically the totality of them. The method described in this paper is available in the current version of the ABC logic synthesis tool. It has been applied in a complete threshold logic synthesis flow described in [15].

## C. Runtime Efficiency

In the third experiment, the scalability of our heuristic approach was evaluated. The method is able to identify TLF either from a truth table or from an ISOP expression. In general, the truth table representation is not suitable to represent Boolean functions with more than 16 variables. Therefore, in order to demonstrate the method scalability, we have generated ISOP forms of TLFs with a considerable number of inputs.

The time complexity of the proposed method depends mainly on two values: 1) the number of cubes on the ISOP representation of the input function and 2) the maximal input weight value.

1) Functions With Huge Number of ISOP Cubes: We have evaluated the method considering also a given system with a huge number of inequalities. The number of inequalities (i.e., the system size) is equal to $|f| \cdot|!f|$, where $|f|$ and $|!f|$ represent the number of cubes in the ISOP of function $f$ and the corresponding negated function !f, respectively. The majority

Boolean function $\operatorname{MAJ}(n)$, or voter, has an ISOP representation with a very large number of cubes: $\operatorname{MAJ}(n)$ function has ( $n n / 2$ ) cubes.
2) TLF With Very Large Input Weights: In order to evaluate our method in identifying threshold functions with very large input weights, we have recursively defined a class of function, called herein as the onion $(n)$ functions, as follows:

$$
\operatorname{onion}(n)= \begin{cases}x_{i}, & n=1  \tag{8a}\\ x_{i} \cdot(\operatorname{onion}(n-1)), & n \text { is odd } \\ x_{i} \vee(\operatorname{onion}(n-1)), & n \text { is even }\end{cases}
$$

For instance, take a look on the following functions:

$$
\begin{align*}
& \operatorname{onion}(5)=\left(x_{5} \cdot\left(x_{4} \cdot\left(x_{3} \cdot\left(x_{2} \vee x_{1}\right)\right)\right)\right) \\
& \operatorname{onion}(8)=\left(x_{8} \vee\left(x_{7} \cdot\left(x_{6} \vee\left(x_{5} \cdot\left(x_{4} \vee\left(x_{3} \cdot\left(x_{2} \vee x_{1}\right)\right)\right)\right)\right)\right)\right) . \tag{9b}
\end{align*}
$$

Onion ( $n$ ) functions are TLF by definition [19]. Besides, during the experiments, we have figured out that this class of function presents an interesting property: the weight $w_{i}$ of a variable $i$ is equivalent to the $i$ th number of the Fibonacci sequence, presenting a well-known behavior. Therefore, we have used the onion( $n$ ) functions to generate TLF with a larger number of inputs and a very large maximal weight.
3) Balancing the Number of ISOP Cubes and the Input Weight: We have defined a class of functions, called MAJion( $n$ ), as follows:
$\operatorname{MAJion}(n) \begin{cases}x_{i}, & n=1 \\ x_{n} \cdot(\operatorname{MAJion}(n-1)), & n \% 3=0 \\ x_{n} \vee(\operatorname{MAJion}(n-1)), & n \% 3=1 \\ \operatorname{MAJ}\left(x_{n}, x_{n-1}, \operatorname{MAJion}(n-2)\right), & n \% 3=2\end{cases}$
where $\%$ represents the modulo operation.
For instance, take a look on the following functions:

$$
\begin{align*}
& \operatorname{MAJion}(5)=\operatorname{MAJ}\left(x_{5}, x_{4},\left(x_{3} \cdot\left(x_{2} \vee x_{1}\right)\right)\right)  \tag{11a}\\
& \operatorname{MAJion}(9)=\operatorname{MAJ}\left(x_{9}, x_{8},\left(x _ { 7 } \cdot \left(x _ { 6 } \vee \left(\operatorname { M A J } \left(x_{5}, x_{4},\left(x_{3}\right.\right.\right.\right.\right.\right. \\
& \left.\left.\left.\left.\left.\left.\quad\left(x_{2} \vee x_{1}\right)\right)\right)\right)\right)\right)\right) . \tag{11b}
\end{align*}
$$

MAJion( $n$ ) functions are similar to onion( $n$ ) functions. However, $\operatorname{MAJion}(n)$ has also $\operatorname{MAJ}(n)$ functions in order to increase the ISOP cubes count. MAJion ( $n$ ) functions have a smaller number of distinct VWO but more cubes when compared to the onion ( $n$ ) functions, and a larger number of distinct VWO but fewer cubes when compared to the $\operatorname{MAJ}(n)$ ones. In this sense, we believe that the class of MAJion $(n)$ functions fits well to a balanced tradeoff between the cubes count and the largest input weight.

The experimental results regarding the threshold identification for onion ( $n$ ) and MAJion $(n)$ functions are shown in Table XX. These results demonstrate that for onion $(n)$ functions both proposed method and ILP-based approach are very efficient due to the small number of inequalities, even taking into account very high maximal weights. For MAJion $(n)$ from 50 to 65 inputs, the proposed method runs in less than 1 s , whereas the ILP-based is several orders of magnitude slower. For $\operatorname{MAJion}(n)$ with more than 65 inputs, the ILP-based method was not able to solve with a timeout about 10000 s .
The limits of our implementation when running $\operatorname{MAJ}(n)$, onion $(n)$, and MAJion( $n$ ) functions are as follows.

1) The number of cubes for $\operatorname{MAJ}(n)$ functions becomes too large. For instance, the input file containing the ISOP of

TABLE XX
TLF Identification for Large ISOPs

| Function | \#inputs <br> $(n)$ | \#cubes <br> (ISOP) | max <br> weight | runtime <br> (proposed) | runtime <br> (ILP) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 15 | 6,435 | 1 | 0.003 s | 0.22 s |
|  | 17 | 24,310 | 1 | 0.009 s | 2.74 s |
| MAJ $(n)$ | 19 | 92,378 | 1 | 0.04 s | 37.6 s |
|  | 21 | 352,716 | 1 | 0.15 s | 588 s |
|  | 23 | $1,352,078$ | 1 | 0.61 s | 887 s |
|  | 65 | 33 | $\sim 83210^{3}$ | 0.4 ms | 1.4 ms |
|  | 70 | 36 | $\sim 10210^{6}$ | 0.5 ms | 1.6 ms |
| onion(n) | 75 | 38 | $\sim 12.610^{9}$ | 0.6 ms | 1.8 ms |
|  | 80 | 41 | $\sim 2.3410^{15}$ | 0.7 ms | 2.0 ms |
|  | 85 | 43 | $\sim 42110^{15}$ | 0.9 ms | 2.3 ms |
|  | 50 | 16,382 | $\sim 1.1210^{9}$ | 0.02 s | 5.6 s |
|  | 55 | 32,776 | $\sim 17.810^{9}$ | 0.05 s | 22.5 s |
| MAJion( $n$ ) | 60 | 65,535 | $\sim 10110^{9}$ | 0.13 s | 340 s |
|  | 65 | 262,141 | $\sim 1.1410^{12}$ | 0.61 s | $>10000 \mathrm{~s}$ |
|  | 70 | 524,286 | $\sim 6.4210^{12}$ | 1.35 s | $>10000 \mathrm{~s}$ |

MAJ(27) has 1.2 GB of data. In this case, our method runs in 10.1 s . We were not able to run the method for the $\operatorname{MAJ}(31)$ function since the input file has 20 GB of data.
2) The number of cubes for onion( $n$ ) functions, on the other hand, grows linearly but the worst input weight grows exponentially to the number of inputs. In this sense, we were able to obtain results for the onion $(n)$ functions with up to 92 inputs. In particular, for onion(92), our method runs in 1.2 ms , being the worst input weight equal to $7.5 \times 10^{18}$. The worst input weight for onion ( $n$ ) functions with more than 92 inputs cannot be represented through an unsigned integer of 64 bits.
3) The cubes count on MAJion $(n)$ grows slower than on $\operatorname{MAJ}(n)$ but faster than on onion ( $n$ ) functions. We were able to obtain results for MAJion $(n)$ functions with up to 70 inputs. In this case, the number of cubes is more than 500000 and the maximal input weight is more than $6 \times 10^{12}$.

## VI. Conclusion

A straightforward and very effective non-ILP-based method for identifying TLFs was presented. The variable weights are assigned using a bottom-up strategy based on the VWO parameter ordering. As demonstrated by experimental results, the method identifies more TLFs than other existing related heuristic approaches, and the obtained solutions are minimum in terms of variable weight for $98 \%$ of cases. Although representing Boolean functions is intrinsically an exponential problem, we showed the runtime is scalable, enabling the application of the method when the number of variables increases.
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