Definition 1 (Shortest Vector Problem (SVP)). An input to SVP is a lattice basis $B$, and the goal is to find a lattice vector of length precisely $\lambda(B)$.

1 Background

Previously in class we investigated approximation algorithms for solving SVP in polynomial time. However, practical algorithms to solve exact SVP are important in many algorithmic and cryptographic applications. For example, earlier in the course we saw how solving SVP in lower dimensions is critical for performing BKZ lattice reduction quickly.

This lecture focuses on sieving algorithms as a method of solving SVP with good theoretical guarantees and strong practical performance. In particular because SVP is known to be NP-Hard, we expect that all of these algorithms will take super-polynomial time (unless P=NP). In Section 2 we will explore the List Sieve algorithm, introduced in [MV10], which guarantees runtime $2^{3.199n}$ and space $2^{1.325n}$, both exponential in the dimension of the input lattice, $n$. This is in contrast to other methods of solving the exact SVP problem, such as enumeration methods, which take $O(n^n)$ time instead.

In Section 3 we will look at a practical variant of the List Sieve algorithm, Gauss Sieve, which will have simplified analysis and guarantee $2^{0.41n}$ space complexity (and at most $2^{0.21n}$ in practice). However, this algorithm is part of a class of sieving algorithms called heuristic sieving algorithms, which have no provable guarantees on the runtime of the algorithm. However, these algorithms tend to be rather quick in practice despite their lack of theoretical guarantees, making them a popular topic for practical algorithm development. We will comment on recent developments in heuristic sieving algorithms in Section 3.2.

2 List Sieve

2.1 Overview

The ListSieve algorithm is a randomized algorithm which takes as input a lattice basis $B$ and a parameter $\mu$ corresponding to the length of the vector we want to find. If there exists a vector $s$ with $||s|| \leq \mu$, ListSieve finds this $s$ with high probability, and if no such $s$ exists, the algorithm always outputs $\perp$. For simplicity, throughout this analysis we assume the input lattice is full-rank, though one can generalize these techniques to lower-dimensional lattices.

The algorithm consists of three primary components: the Sample step, the ListReduce step, and finally the ListSieve protocol which combines these subroutines. The algorithm
centers around a list \( L \) of lattice points which we will slowly expand over the runtime of the algorithm. In the **Sample** step, we will pick some random lattice vector \( v \) that is approximately as long as the basis vectors. Then, in the **ListReduce** step, we will “reduce” \( v \) using every \( u \) in the list \( L \) to make \( v \) as short as possible. This reduction will be of the form \( v \leftarrow v - u \) and will critically use the fact that addition and subtraction of lattice vectors are still lattice vectors. Finally, after \( v \) has been sufficiently reduced by all of the elements of \( L \), we add it to our list \( L \) so that future vectors will be reduced accordingly.

Over time, \( L \) will grow to become very large, and every vector \( v \) add to \( L \) will be very short, as every element of \( L \) is used to reduce it. We will prove later that the number of vectors in \( L \) is upper bounded unless it includes a very short vector \( s \) with \( ||s|| \leq \mu \), at which point **ListSieve** will return this vector as the solution to the shortest vector problem.

In order to show that list \( L \) grows often enough to exceed this upper bound, we “perturb” our lattice vectors using short vectors \( e \) before performing reduction through **ListReduce**. We will see later that these perturbations reduce the performance and complicate the analysis of **ListSieve**, but provide our only provable way of bounding the runtime of the algorithm.

### 2.2 The Algorithm

#### 2.2.1 Sample

The first subroutine **Sample** will select a random error vector \( e \in B_n(d) \), where \( B_n(d) \) is the \( n \)-dimensional ball of radius \( d \), which we will tune later. This \( e \) is the “perturbation” mentioned earlier, and it might be helpful to think of \( e \) as being very short.

Then, using \( e \), it finds a corresponding lattice vector \( v \). In order to find this vector \( v \), we take \( e \mod B \). To define what \( e \mod B \) means, we first introduce the fact that any vector in \( \mathbb{R}^n \) can be broken down into the sum of two vectors: one vector in the lattice, and one vector within the parallelpiped of the lattice.

**Fact 2.** Let \( B \) be a lattice basis for a lattice \( \Lambda \) and \( \mathcal{P} = \{ \sum_{i=1}^{n} x_i b_i \ | \ x_i \in [0,1) \} \) be the parallelpiped defined by \( B \). Then, for any vector \( e \in \mathbb{R}^n \), there exists a unique lattice vector \( v \in \Lambda \) and vector \( p \in \mathcal{P} \) in the parallelepiped such that \( v = p - e \). Such a \( v \) can be found in polynomial time.

**Definition 3.** Let \( e, v, p \) be as in Fact 2. Then, \( e \mod B := p \).

Note that we can recover \( v \) from \( e \) and \( p \) by computing \( v = p - e \). We use this peculiar sampling method for lattice vectors because it will simplify our performance analysis of the algorithm later. If we let \( ||B|| \) be the length of the longest column vector of \( B \), this sampling method also guarantees that \( ||p|| \leq n||B|| \), because \( p \) lies in the parallelepiped of the basis. The pseudocode of the **Sample** subroutine can be found in Figure 1.

The random sampling of the perturbation \( e \) is the only probabilistic part of the algorithm, but it is essential to prove good runtime guarantees for **ListSieve**. As we will see later, we use the **Sample** subroutine to create the vectors \( p \) that we will reduce with **ListReduce**. It may seem odd that we reduce the vectors \( p \), which differ from the lattice by some small
perturbation $e$, instead of using the actual lattice vectors $v = p - e$. We do this primarily because reducing $p$ guarantees the following useful property: the sphere $B_n(p, d)$ includes at least one lattice point $v$, and the conditional distribution of $v$ given $p$ is uniform over all $v$ in the sphere. That is to say, if $p$ is fixed, it is equally likely that $p - e$ is any one of the various lattice points inside of the sphere $B_n(p, d)$.

Why this property is useful may still be unclear at this point (why not just reduce the actual lattice vectors $v = p - e$ instead?), but we will see later that this fact allows us to prove good runtime bounds on ListSieve. We will look at a variant of ListSieve, called GaussSieve, which doesn’t use these small perturbations, but although it is rather fast in practice, we do not know any provable time bounds for it.

### 2.2.2 ListReduce

Next, we will explore the ListReduce subroutine which will take our randomly sampled vectors $p$ and “reduce” them against some list $L$, creating smaller and smaller lattice vectors. ListReduce will take as input the vector $p$ generated by Sample, a list of lattice vectors $L$, and a parameter $\delta$. The pseudocode for ListReduce can be found in Figure 2.

```plaintext
function ListReduce(p, L, $\delta$)
    while ($\exists v_i \in L : \|p - v_i\| \leq \delta\|p\|$) do
        $p \leftarrow p - v_i$
    end while
    return $p$
end function
```

Figure 2: The ListReduce subroutine of ListSieve.

The motivating idea for ListReduce is to use the vectors in $L$ to make the vectors $p$ shorter. In particular, we subtract the vectors $v$ from $p$ only if $\|p - v\| \leq \|p\|$. One way to visualize this behavior is to let $v$ be any vector in our list $L$ and consider the “half-plane” of points that are closer to the origin than to $v$. Figure 3 demonstrates ListReduce pushes the vectors $p$ closer to the origin each time a vector $v \in L$ is subtracted from it.

One potential problem with this algorithm as written is that reducing $p$ by some $v_1 \in L$ may make it no longer fully reduced relative to some other $v_2 \in L$. So, it is not clear that ListReduce will terminate quickly. In order to avoid this issue, we require that $\|p - v\| < \delta\|p\|$ for some fixed $\delta$, just as in the LLL algorithm. This ensures that not only is $p$
(a) The “half plane” defined by the vector \( \mathbf{v} \in L \).

(b) Reduce vectors by \( \mathbf{v} \) until they lie in the half plane.

(c) The intersection of the half planes for all \( \mathbf{v} \in L \).

Figure 3: A visualization of the \texttt{ListReduce} subroutine. The green points are the vectors \( \mathbf{s} \) and \(-\mathbf{s}\) with \( ||\mathbf{s}|| = \mu \). Each \( \mathbf{v} \in L \) defines a half plane, and \texttt{ListReduce} will subtract \( \mathbf{v} \) from the input \( \mathbf{p} \) until it lies in this half plane. Doing this repeatedly for all \( \mathbf{v} \in L \) forces \( \mathbf{p} \) to lie in the intersection of all of the half planes.

shortening each time we replace \( \mathbf{p} \) with \( \mathbf{p} - \mathbf{v} \), but that \( \mathbf{p} \) is shortening by this constant factor \( \delta \). This means that the inside of the loop of \texttt{ListReduce} could only execute \( \log_{\delta^{-1}} \frac{||\mathbf{p}||}{\mu} \) times until in the worst case. Picking \( \delta = 1 - \frac{1}{n+1} \) ensures that reduction only happens polynomially many times.

To show this, we will need to assume that the length of the input is polynomial in \( n \), a small loss of generality. Nevertheless, this means that \( \log ||\mathbf{B}|| \), the logarithm of the length of the longest column vector in \( \mathbf{B} \), is polynomial in \( n \), because it is the same as the number of bits needed to represent this object. Finally, we can see that \( ||\mathbf{p}|| \leq n||\mathbf{B}|| \) because \( \mathbf{p} \) lies in the parallelepiped defined by \( \mathbf{B} \). Using these two observations and our choice of \( \delta \), we can show that \texttt{ListReduce} can only loop over \( L \) polynomially many times.

\[
\log_{\delta^{-1}} \frac{||\mathbf{p}||}{\mu} \leq \frac{\log n ||\mathbf{B}||}{\log \delta^{-1}} \leq \frac{n^{O(1)}}{\log 1 + \frac{1}{n}} = \frac{\log n ||\mathbf{B}||}{\log \delta^{-1}} \leq \frac{n^{O(1)}}{n^{-1} \log (1 + \frac{1}{n})^n} \leq n^{O(1)}
\]

Of course, adding this \( \delta \) coefficient means that our vectors \( \mathbf{p} \) may not lie within the half planes depicted in Figure 3 after reduction. Instead, reduction only gets \( \mathbf{p} \) “reasonably close” to these half planes. For our purposes, this is enough because \( \delta \to 1 \) as \( n \to \infty \). This will be explored in closer detail later during analysis of the algorithm.

### 2.2.3 ListSieve

Finally, the \texttt{ListSieve} algorithm combines both \texttt{Sample} and \texttt{ListReduce}. The algorithm samples many points using \texttt{Sample}, reduces them using \texttt{ListReduce}, and then adds them to \( L \) if possible. We will show later because \( L \) only contains \texttt{ListReduced} vectors, \( L \) cannot
become too large unless we add a short vector of length \( \leq \mu \) to it, at which point we have solved the shortest vector problem. The pseudocode of the algorithm can be found in Algorithm 1. Note that the constants \( \xi, c \) will be explained later in our analysis.

**Algorithm 1 ListSieve**

```plaintext
function ListSieve(B, \( \mu \))
    Output: \( v : v \in L(B) \land \|v\| \leq \mu \) OR: \( \perp \)
    
    \( L \leftarrow \{0\} \), \( \delta \leftarrow 1 - 1/n \), \( i \leftarrow 0 \)
    \( \xi \leftarrow 0.685 \)
    \( K \leftarrow 2^n \)
    
    while \( i < K \) do
        \( i \leftarrow i + 1 \)
        \( (p_i, e_i) \leftarrow \text{Sample}(B, \xi\mu) \)
        \( p_i \leftarrow \text{ListReduce}(p_i, L, \delta) \)
        \( v_i \leftarrow p_i - e_i \)
        if \( (v_i \notin L) \) then
            if \( \exists v_j \in L : \|v_i - v_j\| \leq \mu \) then
                return \( v_i - v_j \)
            end if
            \( L \leftarrow L \cup \{v_i\} \)
        end if
    end while
    return \( \perp \)

end function
```

In short, the **ListSieve** algorithm creates \( K = 2^{O(n)} \) sample vectors \( v_i \), perturbs them slightly by some small error \( e_i \) with magnitude at most \( \xi \mu \) to create the vectors \( p_i \), reduces them with **ListReduce**, and then adds the reduced vectors \( v_i \) to \( L \) if they are unique. If \( v_i \) can be made into a vector of magnitude \( \leq \mu \), return it as the solution. Otherwise, if after enumerating the \( 2^{O(n)} \) vectors, no such small vector is found, declare that no such vector exists. This algorithm always terminates correctly if \( B \) admits no short vectors with \( \|s\| \leq \mu \), so the only one-sided error is possible. This occurs when \( B \) does have short vectors, but the algorithm fails to find them after enumerating all \( K \) samples. Now, we can state the core result of the **ListSieve** algorithm.

**Theorem 4.** Let \( \xi \) be a real number greater than 0.5 and \( c_1(\xi) = \log(\xi + \sqrt{\xi^2 + 1}) + 0.401 \), \( c_2 = 0.5 \cdot \log(\xi^2/(\xi^2 - 0.25)) \). Then, given any lattice basis \( B \) with target norm \( \mu \) such that \( \lambda(B) \leq \mu \), **ListSieve** outputs a lattice vector with norm \( \leq \mu \) with high probability in \( K = \tilde{O}(2^{c_1+c_2}n) \) samples, taking \( N = \tilde{O}(2^{c_1}n) \) space and \( \tilde{O}(2^{(2^{c_1+c_2})n}) \) time.

Note that \( \tilde{O}(f(n)) \) is used to denote polylogarithmic complexity in \( f(n) \). Furthermore, it is a simple optimization exercise to verify that \( \xi = 0.685 \) minimizes \( 2c_1 + c_2 \), therefore achieving optimal time complexity \( \tilde{O}(2^{1.199n}) \) and space complexity \( \tilde{O}(2^{1.325n}) \). Now, all that remains to be shown is that **ListSieve** will find such a small vector with high probability with this many samples.
2.3 Performance Analysis

It remains to prove runtime and space complexity upper bounds on ListSieve. In order to do so, we proceed in three steps.

1. Demonstrate an upper bound on $|L|$ in terms of $\xi$ and $n$ which is only exceeded if $L$ contains a vector with magnitude $\leq \mu$. This will serve as an upper bound on the space complexity of ListSieve.

2. Compute a constant $c$ in terms of $\xi$ such that, after $K = 2^cn$ iterations, ListSieve will exceed the upper bound on the size of $L$ with high probability. Together with the upper bound on $|L|$, this will suffice to prove an upper bound on the time complexity of ListSieve of the form $\tilde{O}(K|L|)$, as we perform $K$ iterations of ListReduce, which loops over $L$ a polynomial number of times.

3. We will see that $|L|$ will increase as $\xi$ increases, but that higher values of $\xi$ means that we need to do fewer iterations, decreasing $K$. To resolve this, we pick the optimal value of $\xi$ that minimizes the total running time.

2.3.1 Space Complexity of ListSieve

We will prove the following upper bound $N$ on the number of points in $L$, in terms of our parameter $\xi$.

**Theorem 5.** The number of points in $L$ is bounded from above by $N = \text{poly}(n) \cdot 2^{c_1n}$ where

$$c_1 = \log(\xi + \sqrt{\xi^2 + 1}) + 0.401$$

Before we do so, we need to prove a short lemma that will allow us to rearrange the inequality ensured by ListReduce: that $||p - v_i|| > \delta||p||$ for all vectors $v_i \in L$.

**Lemma 6.** For any two vectors $p, v$ and real $0 < \delta < 1$, $||p - v|| > \delta||p||$ if and only if $||(1 - \delta^2)p - v|| > \delta||v||$.

**Proof.** If we square the first inequality, we get $||p - v||^2 > \delta^2||p||^2$. Then, using law of cosines, we can expand $||v - p||^2$ into $||p||^2 + ||v||^2 - 2\langle p, v \rangle$. Rearranging the inequality gives

$$(1 - \delta^2)||p||^2 + ||v||^2 - 2\langle p, v \rangle > 0$$

Now, we can multiply both sides by $(1 - \delta^2) > 0$ and rearrange, getting

$$(1 - \delta^2)^2||p||^2 + ||v||^2 - 2(1 - \delta^2)\langle p, v \rangle > \delta^2||v||^2.$$ 

One can verify that the left hand side is $||(1 - \delta^2)p - v||^2$. Taking the square root of both sides then proves the result. $\square$
(a) If $c_i,c_j$ lie in the same annulus, they have minimum angle $\approx 60^\circ$ between them.

(b) Accounting for the error vectors $e$ can lower this angle below $60^\circ$.

(c) When the radius of the annulus is small, it is better to lower bound using $\mu$.

Figure 4: A visualization of how ListReduce admits a lower bound on the angle between any two list vectors $c_i,c_j \in L$ with similar norm. ListReduce forces the vectors in $L$ to lie near each others’ half planes, so if two vectors have similar norm, we can lower bound the angle between them.

There is one more preliminary result we need before we can prove Theorem 5. Because ListReduce “pushes” the vectors $p$ into (or very close to) each of the half planes for every $v \in L$, we can prove a lower bound on the angle between any two vectors of similar norm. Figure 4 gives a visual explanation for where this lower bound comes from.

This observation motivates our proof technique for upper bounding the number of points in $L$. First, we break up the plane into many annuli of inner radius $\alpha i \mu$ and outer radius $\alpha i+1 \mu$ for some $\alpha > 1$ (to be determined). Then, because any list element $v_j$ must lie close to the half plane defined by $v_i$, we know that the angle between them must be at least $\phi$, for some $\phi \approx 60^\circ$. However, as we can see by Figure 4 because ListReduce pushes the $p$ into each others’ half planes, not the actual list elements $v_i$, we need to subtract the small error vectors $e$ to reach the actual list elements $v_j$. This compounded with the fact that the $p_i$ themselves don’t necessarily always lie in each others’ half planes (due to the factor of $\delta$ used during ListReduce) means that the minimum angle between any two list elements in an annulus is quite a bit lower than $60^\circ$, which makes our upper bound on the size of $L$ worse.

Furthermore, when the radius of the annulus gets quite small, the length of the error vectors will even more drastically reduce the minimum angle between list elements. So, in these cases, we will instead lower bound the angle between list elements using the fact that list elements must differ by at least $\mu$, or else ListSieve would have already terminated. With these two lower bounds, we will be able to prove that there is an angle $\phi_i^i < 60^\circ$ which lower bounds the angle between any two list elements in the same annulus. Then, we can use a result from Kabatiansky and Levenshtein which comes from linear programming bounds for spherical codes to give a concrete bound on the number of possible list elements in each
Theorem 7 (Kabatiansky and Levenshtein [KL78]). Let \( A(n, \phi) \) be the maximal size of any set \( C \) of points in \( \mathbb{R}^n \) such that the angle between any two distinct vectors \( \mathbf{v}_i, \mathbf{v}_j \in C \) (denoted \( \phi_{\mathbf{v}_i, \mathbf{v}_j} \) ) is at least \( \phi_0 \). If \( 0 < \phi < 63^\circ \), then for all sufficiently large \( n \), \( A = 2^{cn} \) for some \( c \leq -\frac{1}{2} \log(1 - \cos(\phi)) - 0.099 \).

Now, we have all the necessary machinery to prove Theorem 5.

Proof of Theorem 5. As mentioned earlier, we will split the plane into a series of annuli \( S_i \).

The first annulus is \( S_0 = L \cap B(\mu/2) \), the ball around the origin of radius \( \mu/2 \). We can assume that all elements of \( L \) are of distance greater than \( \mu \) from each other, as otherwise the algorithm would have already terminated. Therefore, \( S_0 \) contains at most one element, because the distance between any two points of \( B(\mu/2) \) is bounded above by \( \mu \).

Then, we let \( \gamma = 1 + 1/n \) and define the rest of the annuli

\[
S_i = \{ \mathbf{x} | \gamma^{i-1}\mu/2 \leq \|\mathbf{x}\| < \gamma^i\mu/2 \} \cap L.
\]

Similarly to before during our analysis of the number of iterations of ListReduce, because all of the vectors \( \mathbf{v} \in L \) are of length at most \( n\|\mathbf{B}\| \), there are only \( \log_\gamma(2n\|\mathbf{B}\|/\mu) \) annuli we must consider, and using the assumption that \( \log\|\mathbf{B}\| \) is polynomial in \( n \), we see that there are only polynomially many such annuli.

Now, we need to prove that each annulus contains at most an exponentially many points. This will suffice to show that \( L \) contains at most exponentially many points (with the same constant in the exponent), as there are polynomially many annuli. To show this, we will critically use the observation from Figure 4. In particular, we will show that for any annulus \( S_i \) and any two points \( \mathbf{v}_1, \mathbf{v}_2 \in S_i \), that we can upper bound the cosine of \( \phi_{\mathbf{v}_1, \mathbf{v}_2} \), the angle between \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \).

\[
\cos(\phi_{\mathbf{v}_1, \mathbf{v}_2}) \leq 1 - \frac{1}{2(\xi + \sqrt{\xi^2 + 1})^2} + o(1) \tag{1}
\]

We will prove this equation later. First, we will show how (1) proves the theorem. We can observe that, because \( (\xi + \sqrt{\xi^2 + 1})^2 > 1 \), this bound on \( \cos(\phi_{\mathbf{v}_1, \mathbf{v}_2}) \) is greater than \( 1/2 \), so \( \cos(\phi_{\mathbf{v}_1, \mathbf{v}_2}) < 60^\circ \). Then, we can apply [KL78] to show that, for large enough \( n \), the number of points in \( S_i \) is at most \( 2^{c_1n} \), where

\[
c_1 \leq -\frac{1}{2} \log(1 - \cos(\phi_{\mathbf{v}_1, \mathbf{v}_2})) - 0.099
\]

\[
\leq \log(\sqrt{2}(\xi + \sqrt{\xi^2 + 1})) - 0.099
\]

\[
= \log(\xi + \sqrt{\xi^2 + 1}) + 0.401.
\]

This suffices to prove the theorem. Now, we need to prove (1). To do this, note that we can use the law of cosines to express \( \cos(\phi_{\mathbf{v}_1, \mathbf{v}_2}) \) in terms of \( \|\mathbf{v}_1\|, \|\mathbf{v}_2\|, \) and \( \|\mathbf{v}_1 - \mathbf{v}_2\| \).
be the radius of the inner annulus $R$. Now, we can see directly that this bound is poor when $R$ is large, this bound will become quite weak, so we will use the fact that $||v_1 - v_2|| > \mu$ to upper bound $\cos(\phi_{v_1,v_2})$. This corresponds to part (c) of Figure 4. When $R$ is small, we will use the fact that one of $v_1, v_2$ have been reduced by ListReduce to bound their angle. This corresponds to part (b) of Figure 4. At the end, we will optimize which of these bounds we use based on the radius $R$ to show (1).

The first bound using $||v_1 - v_2|| > \mu$ is straightforward. We can see that because $v_1, v_2 \in S_i$ that $||v_1||/||v_2|| \leq \gamma$, and the same is true for $||v_2||/||v_1||$. So,

$$\cos(\phi_{v_1,v_2}) \leq \frac{1}{2} \left( \frac{||v_1||}{||v_2||} + \frac{||v_2||}{||v_1||} - \frac{\mu^2}{||v_2|| \cdot ||v_1||} \right) \leq \gamma - \frac{\mu^2}{2R^2} = 1 - \frac{\mu^2}{2R^2} + o(1)$$

Now, we can see directly that this bound is poor when $R$ is very large. In the case of large $R$, we use the fact that one of $v_1, v_2$ is the product of some $p$ which was ListReduced. Say that $v_2$ was added after $v_1$, so if we define $p_2 = v_2 + e_2$, we know that $p_2$ is reduced with respect to $v_1$. So, $||p_2 - v_1|| > \delta ||p_2||$. Furthermore, we can observe that $\phi_{v_1, v_2} = \phi_{v_1, (1-\delta^2)v_2}$. Now, we can use the triangle inequality and Lemma 2 to lower bound $||(1-\delta^2)v_2 - v_1||$, which will correlated to a lower bound on $\phi_{v_1, (1-\delta^2)v_2}$.

$$||(1-\delta^2)v_2 - v_1|| \geq ||(1-\delta^2)p_2 - v_1|| - (1-\delta^2)||e_2|| > \delta ||v_1|| - (1-\delta^2)\xi \mu \tag{2}$$

Now that we’ve lower bounded the distance between $(1-\delta^2)v_2$ and $v_1$, we can plug this into our earlier equation for $\cos(\phi_{v_1,v_2})$ to get our second upper bound on the cosine of $\phi_{v_1,v_2}$.

$$\cos(\phi_{v_1,v_2}) = \cos(\phi_{v_1, (1-\delta^2)v_2})$$

$$= \frac{1}{2} \left( \frac{||v_1||}{(1-\delta^2)||v_2||} + \frac{(1-\delta^2)||v_2||}{||v_1||} - \frac{(\delta||v_1|| - (1-\delta^2)\xi \mu)^2}{(1-\delta^2)||v_1|| \cdot ||v_2||} \right)$$

Now we can use (2), expand, and simplify.

$$\leq \frac{1}{2} \left( \frac{||v_1||}{(1-\delta^2)||v_2||} + \frac{(1-\delta^2)||v_2||}{||v_1||} - \frac{(\delta||v_1|| - (1-\delta^2)\xi \mu)^2}{(1-\delta^2)||v_1|| \cdot ||v_2||} \right)$$

$$= \frac{||v_1||^2 + (1-\delta^2)||v_2||^2 - \delta^2||v_1||^2 + 2\delta(1-\delta^2)||v_1||\xi \mu - ((1-\delta^2)\xi \mu)^2}{2(1-\delta^2)||v_1|| \cdot ||v_2||}$$

$$= \frac{||v_1||}{2||v_2||} + \frac{\xi \mu \delta}{2||v_2||} + \frac{(1-\delta^2)||v_2||^2 - (\xi \mu)^2}{2||v_1|| \cdot ||v_2||}$$
Finally, we can use the fact that $\gamma = 1 + 1/n$ and $\delta = 1 - 1/n$ to group lower-order terms.

$$\leq \frac{1}{2} + \frac{\xi \mu}{R} + o(1)$$

Now, we have proven the two bounds on $\cos(\phi_{v_1,v_2})$ we sought to show: one when $R$ is small, and one when $R$ is large. Therefore, we know that

$$\cos(\phi_{v_1,v_2}) \leq \min\left\{ 1 - \frac{\mu^2}{2R^2}, \frac{1}{2} + \frac{\xi \mu}{R} \right\} + o(1).$$

(3)

The first of these bounds gets worse as $R$ increases, and the second of these bounds gets better. So, to have the best upper bound on $\cos(\phi_{v_1,v_2})$, we want these two quantities to be equal.

$$1 - \frac{\mu^2}{2R^2} = \frac{1}{2} + \frac{\xi \mu}{R}$$

Solving this as a quadratic in $\mu/R$ gives

$$\frac{\mu}{R} = \sqrt{1 + \xi^2} - \xi$$

which, when substituted in (3), gives the bound (1).

We will optimize $\xi$ later, but once we do so, Theorem 5 will immediately give us the maximum size of $L$ and therefore the space complexity of \texttt{ListSieve}. Now, all that remains to argue is the time complexity of \texttt{ListSieve}.

### 2.3.2 Time Complexity

As a reminder, \texttt{ListSieve} samples random perturbations $e_i$ with small magnitude $||e_i|| \leq \xi \mu$, assigns $p_i = e_i \mod B$, performs \texttt{ListReduce} to reduce $p_i$ using $L$, then considers the lattice vector $v_i = p_i - e_i$. From there, \texttt{ListSieve} either adds $v_i$ to $L$, skips adding $v_i$ because $v_i$ is already in $L$, or terminates because $v_i$ is within $\mu$ distance of an element of $L$. We label each of these possibilities as follows.

1. Event $\mathbf{L}$: $v_i$ is a new list point ($\text{dist}(L,v_i) > \mu$)

2. Event $\mathbf{C}$: $v_i$ is a collision ($\text{dist}(L,v_i) = 0$)

3. Event $\mathbf{S}$: $v_i$ is a solution ($\text{dist}(L,v_i) \in (0,\mu]$).

Moreover, \texttt{ListSieve} performs this loop $K$ times. This will take a total of $K \cdot |L|$ time (ignoring polynomial and other subexponential factors), as \texttt{ListReduce} takes $O(L) \cdot n^{O(1)}$ time. Because the choice of the error vectors $e_i$ is random, we aim to pick some $K = 2^n$ large enough such that event $\mathbf{S}$ occurs with high probability. Furthermore, we know from Theorem 5 that $|L| \leq N$, so event $\mathbf{L}$ can only occur $N$ times at most. So, it suffices to show that it is unlikely that we have too many $\mathbf{C}$ events.
In order to bound the probability of having \( C \) events, we will critically use the perturbations \( e_i \). So, although the \( e_i \) increase the space complexity of \texttt{ListSieve}, as seen in Figure 4 they are useful for bounding the running time of the algorithm. However, we’ll see later a practical variant \texttt{GaussSieve} which does not use perturbations. Although it seems to run quickly in practice, we do not know any provable bounds on its running time. In this sense, the \( e_i \) seem useful for proving good runtime bounds, but not for creating fast algorithms. We will discuss this distinction more in Section 3.2.

Nevertheless, for \texttt{ListSieve}, we will upper bound the number of \( C \) events by showing that if \( e_i \) lie in a certain region of \( B(\xi\mu) \), then it is likely that the event \( C \) does not occur. Say that \( s \) is a lattice vector with length \( \leq \mu \). We will look at the probability that \( e_i \) lies in \( B(s, \xi\mu) \cap B(0, \xi\mu) \). This region is the intersection of two hyperspheres with radius \( \xi\mu \), so it can be viewed as the disjoint union of two hypersphere caps. We use the following simple bound on ratio between the volume of such a cap and the volume of a hypersphere.

\[ \frac{\text{vol}(\text{Cap}_{h,R})}{\text{vol}(B(R))} > \left( \frac{R_b}{R} \right)^n \cdot \frac{h}{2R_b n}. \]

This can be easily verified by noticing that a hypersphere cap of height \( h \) is contained in a cylinder of radius \( R_b \) and height \( h \). We omit the proof for brevity. There is one more useful fact that we will need for our later analysis: a simple application of the Chernoff bound for binomial distributions. We use Chernoff’s inequality to show that the probability that we have many \( C \) events is very low.

\[ \text{Theorem 9 (Chernoff’s Inequality). Let } X \sim \text{Binomial}(K, p) \text{ be a binomially distributed random variable with mean } \mu = Kp. \text{ Then } P(X \leq \mu/2) \leq e^{-\mu/8}. \]

Now, we can proceed to prove an upper bound on the number of samples it takes for \texttt{ListSieve} to find a suitably short lattice point (with high probability).

\[ \text{Theorem 10. If there exists a lattice point } s \text{ with } ||s|| \leq \mu, \text{ then } \texttt{ListSieve} \text{ will output a lattice point with norm } \leq \mu \text{ with high probability after using } K = \tilde{O}(2^{(c_1+c_2)n}) \text{ samples, where} \]

\[ c_1 = \log(\xi + \sqrt{\xi^2 + 1}) + 0.401 \quad c_2 = \log \left( \frac{\xi}{\sqrt{\xi^2 - 0.25}} \right) \]

Note that \( c_1, c_2 \) are the same as Theorem 5 and Theorem 4.

\[ \text{Proof. A quick high-level overview. First, we use Lemma 8 to show that, on any given iteration, the probability that it is a } C \text{ event is not too high. Then, we use the fact that these samples are independent to bound our desired probability with that of the binomial distribution. Applying Chernoff’s inequality then completes the argument.} \]
Consider the hypersphere intersection previously discussed: \( B(s, \xi \mu) \cap B(0, \xi \mu) \). Call this region \( I \), and define \( I' = I - s = B(0, \xi \mu) \cap B(-s, \xi \mu) \). Note that both of these are subsets of the ball \( B(0, \xi \mu) \) in which all of the \( e_i \) lie, and that they are disjoint (they lie on opposite sides of this ball and do not overlap as \( \xi < 1 \)). Moreover, we can see that for any \( e_i \in I \), then \( e'_i - s \in I' \), and vice-versa. Therefore, the perturbations \( e_i \) and \( e'_i - s \) are equally likely.

Critically, we can see that \textbf{Sample} gives the same \( p_i \) for both \( e_i \) and \( e'_i \). Here we use the fact that we sample the \( p_i \) using the \( \mod B \) operation, and that any lattice point is 0 \( \mod B \).

\[ p'_i = e'_i \mod B = e_i + s \mod B = e_i \mod B = p_i \]

This motivates our use of \( \mod B \) as our method of sampling lattice vectors. This means that, given a fixed \( p_i \), \textbf{ListReduce} is oblivious to whether \( p_i \) was chosen using \( e_i \) or \( e'_i \). Let \( v_i = p_i - e_i \) and \( v'_i = p_i - e'_i \) be the corresponding lattice vectors for the two perturbations. Then, because the distance between \( v_i \) and \( v'_i \) is \( ||s|| \leq \mu \), they cannot both be in \( L \). Therefore, we can organize the perturbations of \( I \cup I' \) into pairs, where at least one of each pair does not give a collision. Because all perturbations are equally likely, this means that the probability of not \( C \) given \( e_i \in I \cup I' \) is \( P[-C | e_i \in I \cup I'] \geq 0.5 \).

From here, it is a routine conditional probability computation to compute a bound on \( P[C] \). First, we can use Lemma 8 to lower bound the probability that \( e_i \) lies in \( I \cup I' \), using the fact that \( I \cup I' \) is made up of four hypersphere caps of height \( \xi \mu - 0.5\mu \).

\[ P[e_i \in I \cup I'] = \frac{4\text{vol}(\text{Cap}_{\xi \mu - 0.5\mu, \xi \mu})}{\text{vol}(B(\xi \mu))} > \left( \frac{\sqrt{\xi^2 - 0.25}}{\xi} \right)^n \cdot \Theta(1/n) = 2^{-c_2 n} \cdot \Theta(1/n) \]

Then, using our earlier result that \( P[-C | e_i \in I \cup I'] \geq 0.5 \), we can conclude that

\[ P[-C] \geq P[-C | e_i \in I \cup I'] \cdot P[e_i \in I \cup I'] \geq 2^{-c_2 n} \cdot \Theta(1/n) = p. \]

This tells us that \( C \) is “not too likely.” We have a lower bound \( p = \tilde{O}(2^{-c_2 n}) \) on the probability that \( C \) does not occur on any given sample. Therefore, if we take \( K \) samples, the number of occurrences of \( \neg C \) is at least the number of occurrences of a binomially distributed random variable \( X \sim \text{Binomial}(K, p) \). Then, the probability that \( X \leq N \) upper bounds the probability that there are fewer than \( N \) occurrences of \( \neg C \).

If we choose \( K = 2Np^{-1} = \tilde{O}(2^{(c_1 + c_2)n}) \) so that \( \mu = Kp = 2N \), we can then use Theorem 9 to see that

\[ P[X \leq N] \leq e^{-N/4} \leq 2^{-O(n)}. \]

Therefore, there are at least \( N + 1 \) occurrences of \( \neg C \) with high probability. These events are either \( L \) or \( S \) events, but there can be at most \( N \) \( L \) events by Theorem 5. So an \( S \) event will occur with high probability, and \textbf{ListSieve} will terminate successfully.

\textbf{Corollary 11.} The total running time of the algorithm is \( \tilde{O}(KN) = \tilde{O}(2^{(c_1 + c_2)n}) \), where

\[ c_1 = \log(\xi + \sqrt{\xi^2 + 1}) + 0.401 \quad c_2 = \log \left( \frac{\xi}{\sqrt{\xi^2 - 0.25}} \right) \].
Now, all that remains is to choose $\xi$ appropriately so that the constant in the exponent of the running time, $2c_1 + c_2$, is minimized. Numerical analysis indicates that this occurs when $\xi \approx 0.685$. This gives space complexity $\tilde{O}(2^{c_1 n}) = \tilde{O}(2^{1.325n})$ and time complexity $\tilde{O}(2^{(2c_1+c_2)n}) = \tilde{O}(2^{3.199n})$, proving Theorem 4.

If instead we aim to optimize the space complexity of ListSieve, we can choose $\xi$ very near 0.5 so that $c_1$, the constant defining $N$, is minimized. However, as $\xi$ gets nearer and nearer to 0.5, the volume of the intersections of the hyperspheres gets very slim, so the constant in the exponent of $K$ explodes.

3 Gauss Sieve

Now we introduce GaussSieve, a practical variant of ListSieve that gives up its provable runtime guarantees in return for drastically improved space complexity and fast runtime in practice. This is one of many algorithms in a class of exact SVP algorithms called “heuristic sieving algorithms,” which we will comment on later.

3.1 The GaussSieve Algorithm

<table>
<thead>
<tr>
<th>Algorithm 2 GaussSieve($B, \mu$)</th>
<th>Output: $v : v \in \mathcal{L}(B) \wedge |v| \leq \mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>function GaussSieve($B, \mu$)</td>
<td>function GAUSSREDUCE($p, L, S$)</td>
</tr>
<tr>
<td>$L \leftarrow {0}, S \leftarrow {}, i \leftarrow 0$</td>
<td>$\text{while } (\exists v_i \in L : |v_i| \leq |p| \wedge |p - v_i| \leq |p|) \text{ do}$</td>
</tr>
<tr>
<td>while $i &lt; K$ do</td>
<td>$p \leftarrow p - v_i$</td>
</tr>
<tr>
<td>if $S$ is not empty then</td>
<td>$\text{end while}$</td>
</tr>
<tr>
<td>$v_{\text{new}} \leftarrow S.\text{pop}()$</td>
<td>$\text{while } (\exists v_i \in L : |v_i| &gt; |p| \wedge |v_i - p| \leq |v_i|) \text{ do}$</td>
</tr>
<tr>
<td>else</td>
<td>$L \leftarrow L \setminus {v_i}$</td>
</tr>
<tr>
<td>$v_{\text{new}} \leftarrow \text{SampleGaussian}(B)$</td>
<td>$S.\text{push}(v_i - p)$</td>
</tr>
<tr>
<td>end if</td>
<td>$\text{end while}$</td>
</tr>
<tr>
<td>$v_{\text{new}} \leftarrow \text{GaussReduce}(v_{\text{new}}, L, S)$</td>
<td>return $p$</td>
</tr>
<tr>
<td>if $v_{\text{new}} = 0$ then</td>
<td>$\text{end function}$</td>
</tr>
<tr>
<td>$i \leftarrow i + 1$</td>
<td></td>
</tr>
<tr>
<td>else</td>
<td></td>
</tr>
<tr>
<td>$L \leftarrow L \cup {v_{\text{new}}}$</td>
<td></td>
</tr>
<tr>
<td>end if</td>
<td></td>
</tr>
<tr>
<td>end while</td>
<td></td>
</tr>
<tr>
<td>end function</td>
<td></td>
</tr>
</tbody>
</table>

GaussSieve is a variant of ListSieve which sacrifices provable runtime bounds for better space performance. To accomplish this, it differs from ListSieve in a handful of ways.

1. There are no perturbations $e_i$ and therefore no perturbed lattice vectors $p_i$. In particular, the vector $p$ that appears as input to GaussReduce is a (non-perturbed) lattice
vector. This change also means that we can sample our lattice vectors without using \( \mod B \); any sampling method will do as we don’t need to prove anything about running time.

2. \textbf{GaussReduce} fully reduces the vector \( \mathbf{p} \) using the list vectors \( \mathbf{v}_i \). That is, there is no \( \delta \) factor in the inequality \(||\mathbf{p} - \mathbf{v}_i|| \leq ||\mathbf{p}||\).

3. The termination parameter \( K \) no longer counts the total number of samples, but the total number of collisions before the algorithm halts.

4. \textbf{GaussReduce} not only reduces \( \mathbf{p} \) using the list vectors \( \mathbf{v}_i \), but also reduces the list vectors relative to \( \mathbf{p} \) by adding any list vectors which are not reduced relative to \( \mathbf{p} \) to the set \( S \), which then go through the same reduction process on future iterations. The exact purpose of the set \( S \) will be clarified shortly.

We make changes (1), (2), and (3) because we are no longer interested in proving runtime bounds. The choices of using perturbations, the \( \delta \) factor in reduction, and using \( K \) to count the total number of samples were all made primarily to assist in proving the runtime bounds of Theorem 10. Changes (1) and (2), which remove the \( \delta \) factor and perturbations, can be thought of as a more “ala carte” form of reduction that more easily matches up with the intuitions presented in Figures 3 and 4.

In fact, it might be helpful now to think of \textbf{GaussSieve} as a more “honest” implementation of the list reduction strategies present in Figures 3 and 4, while \textbf{ListSieve} makes concessions in both space complexity and elegance so that we can prove Theorem 10. It is possible the \textbf{GaussSieve} has good provable runtime complexity as well—we just do not know any way of proving such claims without using perturbations to upper bound the probability of collision on a given iteration. Without the \( \mathbf{e}_i \) perturbations, we do not know how often collisions occur, so we don’t have any good strategy of bounding the runtime of \textbf{GaussSieve}. In fact, because \textbf{GaussReduce} sometimes removes elements from the list \( L \), it could even be the case that we have nonterminating executions which repeatedly add and remove elements from the list. Empirical tests indicate, however, that this does not happen in practice.

The next modification (3), is one entirely of convenience as we no longer need to prove claims about runtime—in practice, it seems that terminating based off of the number of collisions is a good heuristic. There are other practical advantages to \textbf{GaussSieve} as well. In particular, because all operations happen between lattice vectors (with no error terms), there is an integer implementation of the algorithm. Furthermore, we can use whatever sampling method we like for the new lattice vectors \( \mathbf{v}_{\text{new}} \), because we don’t need to prove any runtime bounds.

Lastly, the modification (4) ensures that all lattice vectors in our list \( L \) are pairwise reduced. That is, for any two list vectors \( \mathbf{v}, \mathbf{u} \in L \), if \( \min(||\mathbf{v} \pm \mathbf{u}||) < \max(||\mathbf{u}||, ||\mathbf{v}||) \), we replace the longer of \( \mathbf{v}, \mathbf{u} \) with the shorter of \( \mathbf{v} \pm \mathbf{u} \). This is achieved by adding current list vectors \( \mathbf{v}_i \) into a “dummy set” \( S \) from which they are re-reduced using \textbf{GaussReduce}. As mentioned earlier, this has the potential to create non-terminating loops, but this behavior doesn’t occur in practice. Nevertheless, this ensures the condition that for any two vectors...
in our list, \( \min(||v \pm u||) \geq \max(||u||, ||v||) \). This condition is, in fact, the definition of a “Gauss reduced basis” which gives \texttt{GaussSieve} its name.

One can prove (using methods similar to the intuition of Figure 4) that this condition ensures that any two vectors that lie in \( L \) have angle at least 60 degrees. The number of points one can fit in \( n \) dimensional space with angle at least 60 between them is called the “kissing number” \( \tau_n \), which comes from the fact that 60\(^{\circ}\) is the minimal angle between the centers of two nonintersecting equal spheres that touch (“kiss”) a third sphere of the same radius. Bounding the kissing number is a well-studied problem, and the best known upper bound on \( \tau_n \) is \( 2^{(0.401+o(1))n} \) from [CS13], so we can upper bound the space complexity of \texttt{GaussSieve} by \( \tilde{O}(2^{0.402n}) \). However, in practice, \texttt{GaussSieve} tends to have a list of length \( \tilde{O}(2^{0.21n}) \) and runtime \( \approx 2^{0.42n} \). Both of these are much better than \texttt{ListSieve} which can have a much larger list of length \( \tilde{O}(2^{1.325n}) \) and runtime \( \tilde{O}(2^{3.199n}) \) due to the perturbations shrinking this minimal angle between vectors. Of course, only \texttt{ListSieve} has provable runtime bounds.

<table>
<thead>
<tr>
<th>Citation</th>
<th>( c_{\text{space}} )</th>
<th>( c_{\text{time}} )</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>[NV08]</td>
<td>0.2075</td>
<td>0.4150</td>
<td>First heuristic sieving algorithm.</td>
</tr>
<tr>
<td>[MV10]</td>
<td>0.2075</td>
<td>0.4150</td>
<td>Introduces \texttt{GaussSieve}. Large practical speedup over [NV08].</td>
</tr>
<tr>
<td>[WLTB11]</td>
<td>0.2557</td>
<td>0.3836</td>
<td>Variant of [NV08] with alternative tradeoff between space and time.</td>
</tr>
<tr>
<td>[ZPH13]</td>
<td>0.2833</td>
<td>0.3778</td>
<td>Explores different space/time tradeoff.</td>
</tr>
<tr>
<td>[BGJ14]</td>
<td>0.2925</td>
<td>0.3774</td>
<td></td>
</tr>
<tr>
<td>[Laa15]</td>
<td>0.2075</td>
<td>0.3366</td>
<td>Uses nearest neighbor search techniques to improve both sides of space/time tradeoff.</td>
</tr>
<tr>
<td>[AB15]</td>
<td>0.2075</td>
<td>0.3112</td>
<td>Improves on [Laa15].</td>
</tr>
<tr>
<td>[LdW15]</td>
<td>0.2075</td>
<td>0.298</td>
<td>Improves on [AB15].</td>
</tr>
<tr>
<td>[BL15]</td>
<td>0.2075</td>
<td>0.298</td>
<td>Faster than [LdW15] in practice.</td>
</tr>
<tr>
<td>[BDGL16]</td>
<td>0.2075</td>
<td>0.292</td>
<td>Best known heuristic runtime.</td>
</tr>
<tr>
<td>[BLS16]</td>
<td>0.1887</td>
<td>0.4812</td>
<td>Uses tuple sieving to lower space complexity at the cost of runtime.</td>
</tr>
<tr>
<td>[HK17]</td>
<td>0.1887</td>
<td>0.3717</td>
<td>First algorithm to beat \texttt{GaussSieve} in both space and time.</td>
</tr>
<tr>
<td>[HKL17]</td>
<td>0.1887</td>
<td>0.3588</td>
<td>Improves runtime of [HK17].</td>
</tr>
</tbody>
</table>

Table 1: A list of recent heuristic sieving algorithms and their associated heuristic complexity. \( c_{\text{space}} \) refers to the constant term in the exponent of the space complexity, and \( c_{\text{time}} \) is the same for (heuristic) time complexity.
3.2 Other Heuristic Sieving Algorithms

Although ListSieve has strong provable runtime and space bounds, GaussSieve tends to run very fast in practice with much lower space requirements, making it a strong contender for practical applications. Until GaussSieve’s publication, most practical settings used enumeration style algorithms despite sieving algorithms having better asymptotic runtime ($O(n^{2\alpha(n)})$ instead of $O(n^n)$). Since then, there has been an explosion of research in so-called “heuristic sieving algorithms” based on GaussSieve.

These algorithms are called “heuristic” because they do not have any known proofs on their running time except under certain spurious “heuristic” assumptions, usually concerning the runtime behavior of the algorithms. That is to say, these algorithms’ runtimes are not “proven” in the usual sense—it would be more accurate to say that they are hypothesized to have the listed asymptotic runtimes under some “reasonable” algorithm-specific assumptions. Table 1 summarizes these heuristic sieving algorithms.

There are a handful of other developments in heuristic sieving algorithms that don’t fit quite as nicely into Table 1. LM18 and Duc17 are two recent results which show how solving a small number of lower-dimensional instances of SVP suffices for solving SVP in higher dimensions. These results only give sub-exponential speedup over the algorithms in Table 1, so $c_{\text{space}}$ and $c_{\text{time}}$ are unaffected, but these improvements have led to significantly faster implementations in practice. In particular, ADH+19 combined these two speedups to create a sort of “meta” sieving algorithm which has very fast practical performance. In fact, this particular algorithm currently holds the top 4 spots on the exact SVP challenge hall-of-fame, where it has solved SVP problems in dimension 180 (link).
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