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Methodological papers
A Bayesian Personalized Ranking

A Factorizing Personalized Markov Chains
A Personalized Ranking Metric Embedding

A Translation-based Recommendation



Goals:



This week

Application papers (Wednesday)

A Recommending Product Sizes to Customers

A Playlist prediction via Metric Embedding

A Efficient Natural Language Response Suggestion for
Smart Reply

A Personalized Itinerary Recommendation with Queuing
Time Awareness

A Learning Visual Clothing Style with Heterogeneous
Dyadic Co-occurrences



We (hopefully?) know

A Read academic papers on Recommender
Systems

A Understand most of the models and
evaluations used

See alsod CSE291



RENDLE ET AL.

Bayesian Personalized Ranking

UAI 2009

BPR: Bayesian Personalized Ranking from Implicit Feedback

Steffen Rendle, Christoph Freudenthaler, Zeno Gantner and Lars Schmidt-Thieme
{srendle, freudenthaler, gantner, schmidt-thieme }@ismll.de
Machine Learning Lab. University of Hildesheim
Marienburger Platz 22, 31141 Hildesheim, Germany

Abstract

Item recommendation is the task of predict-
ing a personalized ranking on a set of items
(e.g. websites, movies, products). In this
paper, we investigate the most common sce-
nario with implicit feedback (e.g. clicks,
purchases). There are many methods for
item recommendation from implicit feedback
like matrix factorization (MF) or adaptive k-
nearest-neighbor (kNN). Even though these
methods are designed for the item predic-

sonalization is attractive both for content providers,
who can increase sales or views, and for customers,
who can find interesting content more easily. In this
paper, we focus on item recommendation. The task of
item recommendation is to create a user-specific rank-
ing for a set of items. Preferences of users about items
are learned from the user’s past interaction with the
system — e.g. his buying history, viewing history. etc.

Recommender systems are an active topic of research.
Most recent work is on scenarios where users provide
explicit feedback., e.g. in terms of ratings. Never-
theless. in real-world scenarios most feedback is not




Bayesian Personalized Ranking

Goal: Estimate a personalizedranking
function for each user
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Bayesian Personalized Ranking

Why? Compare to
repl acing
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Bayesian Personalized Ranking

Why?Compare to otraditiona
replacing omissing val

This suggests a possible solution
based on ranking



Bayesian Personalized Ranking

Defn: AUC (for a useru)

AUC(u) := |I+||I\I+|Z Z O(Zwij > 0)

i€Il je|I\IT /
(AUC—%ZAUC )
uel

scoring function that
compares an itemi to
an item j for a useru

The AUC essentiallycounts how many times the model
correctly identifies that u prefers the item they bought
(positive feedback) over the item they did not



Bayesian Personalized Ranking

Defn: AUC (for a useru)

AUC(u) := O(Zyij > 0)
= i 2 2 A
i€l je|I\IT|
AUC = 1: We always guess correctly among

two potential items 1 and |
AUC =0.5: We guessno better than random



Bayesian Personalized Ranking

Defn: AUC
= Area Under Precision Recall Curve
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Bayesian Personalized Ranking

Summary: Goal is to count how many times we identified 5(5& S 0)
I as being more preferable than j for a user u utj



Bayesian Personalized Ranking

Summary: Goal is to count how many times we identified 5(5& S 0)
I as being more preferable than j for a user u utj
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Bayesian Personalized Ranking

ldea: Replace the counting function 0 (:E‘uij > 0) by a smooth function

/

0 (Luij)

j}uij IS any function that compares the
compatibility of 1 and j for a user u

e.g. could be based on matrix factorization:



Bayesian Personalized Ranking

ldea:

Replace the counting function 0 (:E‘uij > 0) by a smooth function

BPR-OPT :=1n p(©| >,)
=In p(>. [©)p(©)
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Bayesian Personalized Ranking

ldea: Replace the counting function 0 (i‘uij > 0) by a smooth function



Bayesian Personalized Ranking

Experiments:
A RossMann(online drug store)
A Netflix (treated as a binary problem)
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Bayesian Personalized Ranking

Experiments:

Online shopping: Rossmann

number of dimensions
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Bayesian Personalized Ranking

Morals of the story:

AGiven -al asesé prediction ta
prediction) we might want to optimize a ranking
function rather than trying to factorize a matrix
directly

A The AUC is one such measure that counts among a
usersu, items they consumed I, and items they did
not consume, |, how often we correctly guessed
that 1 was preferred by u

A We can optimize this approximately by maximizing

0(Zuij) Where Zuij = Yu - Yi — Yu "



Factorizing Personalized Markov Chains

for Next Basket Recommendation
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Factorizing Personalized Markov Chains
for Next-Basket Recommendation

»
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ABSTRACT

Recommender systems are an important component of many
websites. Two of the most popular approaches are based on
matrix factorization (MF) and Markov chains (MC). MF
methods learn the general taste of a user by factorizing the
matrix over observed user-item preferences. On the other
hand, MC methods model sequential behavior by learning a
transition graph over items that is used to predict the next
action based on the recent actions of a user. In this paper. we
present a method bringing both approaches together. Our
method is based on personalized transition graphs over un-
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1. INTRODUCTION

A core technology of many recent websites are recom-
mender systems. They are used for example to increase sales
in e-commerce. clicking rates on websites or visitor satisfac-
tion in general. In this paper, we deal with the problem
setting where sequential basket data is given per user. An
obvious example is an online shop where a user buys items
(e.g. books or CDs). In these applications, usually several
items are bought at the same time, i.e. we have a set/basket
of items at one point of time. The target is now to recom-
mend items to the user that he might want to buy in his

noyt vicit




Factorizing Personalized Markov Chains

for Next Basket Recommendation

Goal: build temporal models just by
looking at the item the user purchased
previously

r(u,i|j)

(or pu(il7))



Factorizing Personalized Markov Chains

for Next Basket Recommendation

Assumption: all of the information
contained by temporal models Is
captured by the previous action

t hi s 1 s whafiré€dsordérn o wi
Markov property



Factorizing Personalized Markov Chains

for Next Basket Recommendation

IS this assumption realistic?



Factorizing Personalized Markov Chains

for Next Basket Recommendation

Data setup: Rossmannbasket data
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Factorizing Personalized Markov Chains

for Next Basket Recommendation

Prediction task:

1

p(?-’ S BtlBt—l) = |Bt—1|

Z p(i € Be|l € Bi—1)
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Factorizing Personalized Markov Chains

for Next Basket Recommendation

Could we try and compute such probabilities
just by counting?

p(i € Be Nl € By_1)
p(l € Bi—1) B

. {(Bt,Bi—1) :i € Bi ANl € Bi_1}|

~ HBi,Bio1) 11 € B}

ari =p(i € By|l € Bi—1) =

Seems okay, as long as the item vocabulary is small
(I"2 possible item/item combinations to count)

But 1| petsenalized t



Factorizing Personalized Markov Chains

for Next Basket Recommendation

What if we try to
personalize?

~ ~ u U ﬁ(EEB?hZEB?—l)
an1i=plt€ B, |le B,_;) = -

_ {(B,Bi1):i€ B Nl € B 1}
{(B#, B ,) :l € B}

Now we would have U*I"2 counts to compare

Clearly not feasible, so we need to try and
estimate/model this quantity (e.g. by matrix factorization)



Factorizing Personalized Markov Chains

for Next Basket Recommendation

What if we try to
personalize?
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Factorizing Personalized Markov Chains

for Next Basket Recommendation

What if we try to
personalize?

ku, 1 kr.n ku,L
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Factorizing Personalized Markov Chains

for Next Basket Recommendation

Prediction task:

p(i € Bi|Bi—1) == —— Y p(i € Bi|l € B;_1)

leBy_

~f u 10 1 -~
p(?— - Bt ‘Bt—l) — B Z Ay 1,i




Factorizing Personalized Markov Chains

for Next Basket Recommendation

Prediction task:

argmax]_[ [ p(>u:l©)p(©)
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Factorizing Personalized Markov Chains

for Next Basket Recommendation

Online-Shopping (sparse)
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Factorizing Personalized Markov Chains

for Next Basket Recommendation

Morals of the story:

A Can improve performance by modeling third
order interactions between the user, the item, and
the previous item

A This is simpler than temporal models 8 but makes a
big assumption

A Given the blowup in the interaction space, this can
be handled by tensor decomposition techniques



Personalized Ranking Metric Embedding

for Next New POl Recommendation

Personalized Ranking Metric Embedding for Next New POI Recommendation
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Abstract

The rapidly growing of Location-based Social Net-
works (LBSNs) provides a vast amount of check-in
data, which enables many services, e.g., point-of-
interest (POI) recommendation. In this paper, we
study the next new POI recommendation problem
in which new POIs with respect to users’ current lo-
cation are to be recommended. The challenge lies
in the difficulty in precisely learmning users’ sequen-
tial information and personalizing the recommen-
dation model. To this end, we resort to the Metric
Embedding method for the recommendation, which
avoids drawbacks of the Matrix Factorization tech-
nique. We propose a personalized ranking metric
embedding method (PRME) to model personalized
check-in sequences. We further develop a PRME-G

mation of users’ check-ins. The sequential behavior is impor-
tant for POI recommendation because human movement ex-
hibits sequential patterns [Ye er al., 2013]. We verify users’
sequential behavior in the analysis of two real-world datasets.
Meanwhile, we observe that users often visit new POIs that
they have not been visited before. In this paper, we focus
on the Next New POI recommendation problem (simplified as
N2.POI recommendation), which is to recommend new POls
to be visited next given a user’s current location.

The challenge of N 2-POI recommendation is to learn tran-
sitions of users’ check-ins that are commonly represented by
a first-order Markov chain model. Due to the sparse transi-
tion data, it is difficult to estimate the transition probability in
Markov chain, especially for the unobserved transition. Fac-
torized Personalized Markov Chain (FPMC) [Rendle er al.,
2010] method has been used to calculate the item transitions.

BEDALA avnlnite matrme farntnrsvaticnn tarnhnisssse ¢t farntrnrios the




Factorizing Personalized Markov Chains

for Next Basket Recommendation

Goal: Can we build better sequential
recommendation models by using the
iIdea of metric embeddings

Yu Vi vs d(us Vi)



Personalized Ranking Metric Embedding

for Next New POl Recommendation

Why would we expect this to work (or not)?



Personalized Ranking Metric Embedding

for Next New POl Recommendation

Otherwise, goal is the same as the
previous paper:



Personalized Ranking Metric Embedding

for Next New POl Recommendation

Data

Dataset #User | #POI | #Check-in | Time range
FourSquare | 1917 | 2675 | 155365 08/2010-07/2011
Gowalla 4996 | 6871 | 245157 11/2009-10/2010




Personalized Ranking Metric Embedding

for Next New POl Recommendation

Qualitative analysis



