
CSE 258
Web Mining and Recommender Systems

Advanced Recommender Systems



This week

Methodological papers

ÅBayesian Personalized Ranking

ÅFactorizing Personalized Markov Chains

ÅPersonalized Ranking Metric Embedding

ÅTranslation-based Recommendation 



This week

Goals:



This week

Application papers (Wednesday)
ÅRecommending Product Sizes to Customers

ÅPlaylist prediction via Metric Embedding

ÅEfficient Natural Language Response Suggestion for 

Smart Reply

ÅPersonalized Itinerary Recommendation with Queuing 

Time Awareness

ÅLearning Visual Clothing Style with Heterogeneous 

Dyadic Co-occurrences



This week

We (hopefully?) know enough by now toê

ÅRead academic papers on Recommender 

Systems

ÅUnderstand most of the models and 

evaluations used

See also ðCSE291



Bayesian Personalized Ranking



Bayesian Personalized Ranking

Goal: Estimate a personalized ranking 

function for each user



Bayesian Personalized Ranking

Why? Compare to òtraditionaló approach of 

replacing òmissing valuesó by 0:

But! ò0ós arenõt necessarily negative!



Bayesian Personalized Ranking

Why? Compare to òtraditionaló approach of 

replacing òmissing valuesó by 0:

This suggests a possible solution

based on ranking



Bayesian Personalized Ranking

Defn : AUC (for a user u)

scoring function that 

compares an item i to 

an item j for a user u

The AUC essentially counts how many times the model 

correctly identifies that u prefers the item they bought 

(positive feedback) over the item they did not

(                          )



Bayesian Personalized Ranking

Defn : AUC (for a user u)

AUC = 1: We always guess correctly among 

two potential items i and j

AUC = 0.5: We guess no better than random



Bayesian Personalized Ranking

Defn : AUC

= Area Under Precision Recall Curve



Bayesian Personalized Ranking

Summary: Goal is to count how many times we identified

i as being more preferable than j for a user u



Bayesian Personalized Ranking

Summary: Goal is to count how many times we identified

i as being more preferable than j for a user u



Bayesian Personalized Ranking

Idea: Replace the counting function                        by a smooth function

is any function that compares the          

compatibility of i and j for a user u

e.g. could be based on matrix factorization:



Bayesian Personalized Ranking

Idea: Replace the counting function                        by a smooth function



Bayesian Personalized Ranking

Idea: Replace the counting function                        by a smooth function



Bayesian Personalized Ranking

Experiments:

ÅRossMann(online drug store)

ÅNetflix (treated as a binary problem)



Bayesian Personalized Ranking

Experiments:



Bayesian Personalized Ranking

Morals of the story:

ÅGiven a òone-classó prediction task (like purchase 

prediction) we might want to optimize a ranking 

function rather than trying to factorize a matrix 

directly

ÅThe AUC is one such measure that counts among a 

users u, items they consumed i, and items they did 

not consume, j, how often we correctly guessed 

that i was preferred by u

ÅWe can optimize this approximately by maximizing

where 



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Goal: build temporal models just by 

looking at the item the user purchased 

previously

(or              )



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Assumption: all of the information 

contained by temporal models is 

captured by the previous action

this is whatõs known as a first -order 

Markov property



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Is this assumption realistic?



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Data setup: Rossmannbasket data



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Prediction task:



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Could we try and compute such probabilities

just by counting?

Seems okay, as long as the item vocabulary is small

(I^2 possible item/item combinations to count)

But itõs not personalized



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

What if we try to

personalize?

Now we would have U*I^2 counts to compare

Clearly not feasible, so we need to try and 

estimate/model this quantity (e.g. by matrix factorization)



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

What if we try to

personalize?



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

What if we try to

personalize?



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Prediction task:



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Prediction task:



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

F@5
FMC: not

personalized

MF: personalized, but not 

sequentially-aware



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Morals of the story:

ÅCan improve performance by modeling third 

order interactions between the user, the item, and 

the previous item

ÅThis is simpler than temporal models ðbut makes a 

big assumption

ÅGiven the blowup in the interaction space, this can 

be handled by tensor decomposition techniques



Personalized Ranking Metric Embedding 

for Next New POI Recommendation



Factorizing Personalized Markov Chains 

for Next-Basket Recommendation

Goal: Can we build better sequential 

recommendation models by using the 

idea of metric embeddings

vs.



Personalized Ranking Metric Embedding 

for Next New POI Recommendation

Why would we expect this to work (or not)?



Personalized Ranking Metric Embedding 

for Next New POI Recommendation

Otherwise, goal is the same as the 

previous paper:



Personalized Ranking Metric Embedding 

for Next New POI Recommendation

Data



Personalized Ranking Metric Embedding 

for Next New POI Recommendation

Qualitative analysis


