CSE 258- Lecture 14

Web Mining and Recommender Systems

AdWords




Advertising

1 . We canot recomme
same thing (even if they all want it!)

ASo far, we have an algoritt
account, so that users are shown a limited number of ads,
and ads are shown to a limited number of users
A But, all of this only applies if we see all the users and all the

ads in advance

AThi s i s wh affieslgoctamt | ed an



Bipartite matching

On Monday we looked at matching problems which are a
flexible way to find compatible user -to-item matches, while also
enforcing obudget oo con

users ads

(each advertiser
gets one user)




Advertising

2. We need to be timely

A But in many settings, users/queries come in one at a time,
and need to be shown some (highly compatible) ads
A But we still want to satisfy the same quality and budget
constraints

A So, we needonline algorithms for ad recommendation



What isadwords?

Adwords allows advertisers to bid on
keywords

A This is similar to our matching setting in that advertisers have
limited budgets, and we have limited space to show ads
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What isadwords?

Adwords allows advertisers to bid on
keywords

A This is similar to our matching setting in that advertisers have
limited budgets, and we have limited space to show ads
A But, it has a number of key differences:

1. Adverti sers donot pay for i
when their ads get clicked on
22We donodét get to see all of a
they come one -at-a-time



What isadwords?

Adwords allows advertisers to bid on

keywords
ads/advertisers
keywords \
\ A We still want to match
advertisers to keywords to
. . satisfy budget constraints

ABut candét treat
monolithic optimization
problem like we did before

A Rather, we need anonline
algorithm



What isadwords?

Suppose weoOre ¢

A Bids that each advertiser is willing to make for each query

f(q,a)
/" N\

query  advertiser

(this 1 s how iheadiscticked gno)l | [
A Each is associated with a clickthrough rate

ctr(q,a)

A Budget for each advertiser b(a) (say for a Xweek period)
A A limit on how many ads can be returned for each query



What isadwords?

And, every time we see a query

A Return at most the number of ads that can fit on a page
A And which wondt overrun th
(if the ad is clicked on)

Ultimately, what we want is an algorithm

that maximizes revenue o the number of

ads that are clicked on, multiplied by the
bids on those ads



Competitiveness ratio

Wh a't wedod |1 ke

the revenue should be as close as possible to what we
would have obtained I f wedod see
front
(1 .e., 1 f we didnot have

We O | | d edmpatite ratib eas:

revenue of our algorithm
revenue of an optimal algorithm

see http://infolab.stanford.edu/~ullman/mmds/book.pdf  for more detailed definition



http://infolab.stanford.edu/~ullman/mmds/book.pdf

Greedy solution

Let 0s st ar-t wil t h a
probl emeé

1. One ad per query
2. Every advertiser has the same budget
3. Every ad has the same click through rate
4. All bids are either O or 1
(ei ther the advertiser want



Greedy solution

Then the greedy =

A Every time a new query comes in, select any advertiser who
has bid on that query (who has budget remaining)

A What is the competitive ratio of this algorithm?



Greedy solution




The balance algorithm

A better al gor.i

A Every time a new query comes in, amongst advertisers who
have bid on this query, select the one with the largest
remaining budget

A How would this do on the same sequence?



The balance algorithm

A better al gor.i

A Every time a new query comes in, amongst advertisers who
have bid on this query, select the one with the largest
remaining budget

A In fact, the competitive ratio of this algorithm (still with
equal budgets and fixed bids) is (16 1/e) ~ 0.63

see http://infolab.stanford.edu/~ullman/mmds/book.pdf  for proof



http://infolab.stanford.edu/~ullman/mmds/book.pdf

The balance algorithm

Wh at | f bl ds ar e
1

110
10 100




The balance algorithm

Wh a't | f bl ds ar e

Bid (on g)




The balance algorithm v2

We need to make two modifications

A We need to consider the bid amount when selecting the
advertiser, and bias our selection toward higher bids
A We also want to use some o0
(so that we dondot jJust 1 gnore



The balance algorithm v2

Advertiser: A;
fraction of budget remaining: fi
bid on query g: z;(q)

Assign queries to whichever advertiser maximizes:
Ui(q) = zi(q) - (1 — e /1)

(could multiply by click -
through rate if click -
through rates are not equal)



The balance algorithm v2

Properties

A This algorithm has a competitive ratio of (1 — 2).

A In fact, there is no online algorithm for the adwords
problem with a competitive ratio better than (1 — %).

(proof 1 s too deep fo



Adwords

So far we hayve

A An online algorithm to match advertisers to users (really to
gueries) that handles both bids and budgets
A We wanted our online algorithm to be as good as the
offline algorithm would be d we measured this using the
competitive ratio
A Using a specific scheme that favored high bids while trying
to balance the budgets of all advertisers, we achieved a ratio
of (1—1).
A And no better online algorithm exists!



Adwords

Wehavesai®dde n é

A AdWords actually uses asecond-price auction
(the winning advertiser pays the amount that the second
highest bidder bid)
AAdvertisers dondt bid on spe
(Obr oad mMad,gueriesntigadinclude subsets,
supersets, or synonyms of the keywords being bid on



Questions?

Further reading:

A Mining of Massive Datasetsd0 T Adwords Pr o b |

A AdWords and Generalized Online Matching (A. Mehta)



http://infolab.stanford.edu/~ullman/mmds/book.pdf
http://web.stanford.edu/~saberi/adwords.pdf
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Bandit algorithms




So far...

1. Weove seen al gor i
budgets between users (or queries)
and advertisers
2. We O0v e sonlme vesion of these
algorithms, where queries show up
one at a time
3. Next, how can welearn about which
ads the user is likely to click on in the
first place?



Bandit algorithms

3. How can welearn about which ads the
user is likely to click on In the first place?

A If we see the user click on a car ad once, we know that
(maybe) they have an interest in cars
ASoé we know they | ike car
recommending them car ads?

ANo,t heydl |l become | ess and | e
meanti me we wonot | ear nelsthg t
user might like



Bandit algorithms

A Sometimes we should surface car ads (which we
know the user likes),
A but sometimes, we should be willing to take a
risk, so as to learn whatelse the user might like

one-armed
bandit




round t

ooo~NOOODd~WNE

_~ Kbandits (.e.,Karms)

reward gy,
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_~ Kbandits (.e.,Karms)

round t A At each round t, we select

an arm to pull
Awedd | i ke to
maximize our total reward
AButdwe dondt ge
the reward function!
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_~ Kbandits (.e.,Karms)

round t

A At each round t, we select
an arm to pull
Awedd | i ke to
maximize our total reward
AButdwe dondt ge
the reward function!
A All we get to see is the
reward we got for the arm
we picked at each round
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K :number of arms (ads)

n . number of rounds
gt = (g1.4,---,9K.t) € [0,1]% - rewards

l: € {1,..., K} :which arm we pick at each round

gi,.+ € [0,1] : how much (0 or 1) this choice wins us

want to minimize regret:
R, = (maxizl...K E Z?zl Gi, t) —E 2?21 i, t

reward we could have got, reward our strategy would
if we had played optimally get (in expectation)



AWe need to come up with a
strategy for selecting arms to
pull (ads to show) that would
maximize our expected reward
AFor the moment, w
that rewards are static, I.e., that
t hey donot chang



Strategy -“epsi | on

A Pull arms at random for a while to learn the
distribution, then just pick the best arm

A (show random ads for a while until we learn
the user s preferences, t
we know they like)

e-n : Number of steps to sample randomly
(1 —€)-n : Number of steps to choose optimally



Strategy -“epsi | on

A Pull arms at random for a while to learn the
distribution, then just pick the best arm

A (show random ads for a while until we learn
the user s preferences, t
we know they like)



Strategy2-“epsi | on greed

A Select the best lever most of the time, pull a
random lever some of the time

A (show random ads sometimes, and the best
ad most of the time)

€ . Fraction of times to sample randomly
(1 —¢) . Fraction of times to choose optimally

A Empirically, worse than epsilonfirst
AStill doesndt handle cont



Strategy3-“epsi | on decr e

A Same as epsilongreedy (Strategy 2), but
epsilon decreases over time



Strategy 4—“Adaptivee psi | on g

A Similar to as epsilon-decreasing (Strategy 3),
but epsilon can increase and decrease over
time



Extensions

A The reward function may not be static, i.e., it may change
each round according to some process

A It could be chosen by an adversary

A The reward may not be [0,1] (e.g. clicked/not clicked), but
l nstead a could be a real n L
want to estimate the distribution over rewards



Extensions- ContextualBandits

A There could be context associated with each time step
A The query the user typed
A What the user saw during the previous time step
A What other actions the user has recently performed
A Etc.



Applications (besides advertising)

AClinical trials

(assign drugs to patients, given uncertainty about the
outcome of each drug)

A Resource allocation

(assign personpower to projects, given uncertainty about
the reward that different projects will result in)

A Portfolio design

(invest in ventures, given uncertainty about which will
succeed)

A Adaptive network routing

(route packets, without knowing the delay unless you send
the packet)



Questions?

Further reading:

Tutorial on Bandits:



https://sites.google.com/site/banditstutorial/
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Case study- Turning down the noise




Turning down the noise

oTurning down t he

Bl ogosphereo
(By Khalid EdArini, Gaurav Veda,Dafna Shahaf CarlosGuestrin)

Goals:
1. Help to filter huge amounts of content, so that users see
content that is relevant 9 rather than seeing popular
content over and over again
2. Maximize coverage so that a variety of different content is
recommended
3. Make recommendations that are personalized to each user

some slides http://www.select.cs.cmu.edu/publications/paperdir/kdd2009 -elarini-veda-shahafguestrin.pptx



Turning down the noise

Similar to our goals with bandit
algorithms
A Exploit by recommending
content that we user is likely to
enjoy (personalization)
A Explore by recommending a
variety of content (coverage)




Turning down the noise

1. Help to filter huge amounts of content,
sO that users see content that isrelevant
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Turning down the noise

2. Maximize coverage so that a variety of
different content Is recommended
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Turning down the noise

3. Make recommendations that are
personalized to each user
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1. Data and problem setting

AData:Bl ogs (0t he blogospher e

THE HUFFINGTON POST

% lifehacker WMonkette

A Directory 6f Wonderful Things o ‘
m The New York Times Soccer nlog

A Comparison: other systems that aggregate blog data

Google @!buzz- [TTR Blsspulse .,

engadge@

Y FANHOUSE




1. Data and problem setting

A Low-level features :

Bags-of-words, noun phrases, named entities

A High -level features:

Low-dimensional document representations, topic
models

Bush
ice
apitol

3 President 28
= John Roberts > security
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2. Maximizecoverage

Features ©¢ o o o o o

s REAER2 R ¢ B

cover, o () = amount by which {12 J&} covers |}
A\ J

~ “~— J
cover, (f) SetA Feature f
AwWedd | i ke to choose a

documents that maximally cover the set of
features the user is interested in (later)



2. Maximizecoverage

s REAER2 R ¢ B

F(A) =) rcqwy - cover o(f)

feature feature coverage of
set importance  feature by A

A Can be done (approximately) by selecting documents
greedily (with an approximation ratio of (1 9o 1/e)



2. Maximizecoverage

Hamas announces ceasefire after Israel declares truce

VWhat are these Hamas said today it would cease fire immediately along with other militant groups inthe Gaza Strip
and give Israel, which already declared a unilateral truce, a weelk to pull itz troops out of the territory. A spokesman ol
Israeli Prime Minister Ehud Clmert said earlier thatifa c...

frore SEMISSOURIAN.COM
Warner leads Cardinals to first Super Bowl appearance

By BARRY WILMER The Associated Press Arizona Cardinals defensive end Calais Camphbell celebrates atter the
HFL MFC championship foothall game against the Philadelphia Eadgles Sunday, Jan. 18, 2009, in Glendale, Ariz. The
Cardinals won 32-25...

from HORTHJERSEY.COM from CTY

Stars, throngs shine as DLC, opens Flane's recorders capture sudden loss
Inaugural celebrations :

Last updated: Manday Januars 19, 2000, 547 Al A W k tt II |
who's who of movie and musical stars joined Or S p re y We =
Fresidentelect Barack Obama on Sunday for an opening

(and there are some

celebration of the run-up to Inau...

comparisons to existing blog
aggregators in the paper)
Obama Wisits Troops, Shelter, Honors MLK Jr. Jan 19, BUt 6 no personalization

T T T Y R R ] MU TR e T T

fromm CESS.COM
President-Elect Barack Obama
Honors Martin Luther King Jr. On




. Personalize

F(A) = ey Tu.p - wy - cover 4(f)

feature personalized coverage of
set feature feature by A
Importance

A Need to learn weights for each user based on their
feedback (e.g. click/not-click) on each post

Tw,3 Tu,4 Tu,5



. Personalize

F(A) = ey Tu.p - wy - cover 4(f)

feature personalized coverage of
set feature feature by A
Importance

A Need to learn weights for each user based on their
feedback (e.g. click/not-click) on each post

A A click (or thumbs-up) on a post increases ., ; for
the features f associated with the post
A Not clicking (or thumbs -down) decreases T, for the
features f associated with the post



3. Personalize

feedback
on articles
suggested

e

weighted
interest in -
topic L]




AWant an algorithm that covers the set
of topics that each user wants to see

AArticles can be chosengreedily , while
still covering the topics nearly optimally

AThe topics to cover can also be
personalized to each user, by updating
their preferences in response to user
feedback

AEvaluated on real blog data (see paper!)



This week

WeodoOve | ooked at t hr e
the properties unique to online
advertising

1. We need to handle budgets at the level of users and
content (Matching problems)

2. We need algorithms that can operate online (i.e., as
users arrive one at-a-time) (AdSense)

3. We need to algorithms that exhibit an explore -exploit
tradeoff (Bandit algorithms)



Questions?

Further reading:

A Turning down the noise in the blogosphere
(by Khalid E}FArini, Gaurav Veda,Dafna Shahaf Carlos
Guestrin)



http://www.select.cs.cmu.edu/publications/paperdir/kdd2009-elarini-veda-shahaf-guestrin.pptx
http://www.cs.cmu.edu/~dshahaf/kdd2009-elarini-veda-shahaf-guestrin.pdf

Assignment 1




Assignment 1




