CSE 258

Web Mining and Recommender Systems

Assignment 2




Assignment 2

A Open-ended

A Due Dec 4

A Submissions should be made via
gradescope



Assignment 2

Basic tasks:

1. Identify a dataset to study and describe its
pasic properties

2. ldentify a predictive task on this dataset and
describe the features that will be relevant to it

3. Describe what model/s you will use to solve this
task

4. Describe literature & research relevant to the
dataset and task

5. Describe and analyze results




Assignment 2

Evaluation
A E.g. about this much

A Sample ACM SIG Proceedings Paper In LaTeX Formar™
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https://www.acm.org/sigs/publications/proceedings-templates

Assignment 2

Teams of one to four



Assignment 2

1.

|dentify a dataset to study
A Beer data

(http://snap.stanford.edu/data/Ratebeer.txt.gz
http://snap.stanford.edu/data/Beeradvocate.txt.gz)

A Wine data

(http://snap.stanford.edu/data/cellartracker.txt.qz )

A Sensor data
(https://qithub.com/rpasricha/MetrolnsightDataset )



http://snap.stanford.edu/data/Ratebeer.txt.gz
http://snap.stanford.edu/data/Beeradvocate.txt.gz
http://snap.stanford.edu/data/cellartracker.txt.gz
https://github.com/rpasricha/MetroInsightDataset

Assignment 2

1. Identify a dataset to study

A Reddit submissions
(http://snap.stanford.edu/data/web -Reddit.html)

A Facebook/twitter/Google+ communities

(http://snap.stanford.edu/data/egonets -Facebook.html
http://snhap.stanford.edu/data/egonets -Gplus.html
http://snap.stanford.edu/data/egonets -Twitter.html)

A Many many more from other sources, e.g.
http://snap.stanford.edu/data/

Use whatever you bl
(e.g. 50,000datapoints minimum)


http://snap.stanford.edu/data/web-Reddit.html
http://snap.stanford.edu/data/egonets-Facebook.html
http://snap.stanford.edu/data/egonets-Gplus.html
http://snap.stanford.edu/data/egonets-Twitter.html
http://snap.stanford.edu/data/

Assignment 2

1b: Perform an exploratory analysis on this
dataset to identify interesting phenomena

A Start with basic results, e.g. for a
recommender systems type task, how
many users/items/entries are there, what is
the overall distribution of ratings, what
time period does the dataset cover etc.



Assignment 2

1b: Perform an exploratory analysis of this
dataset to identify interesting phenomena
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Assignment 2

2. ldentify a predictive task on this dataset

How will you assess the validity of your predictions and confirm that they
are significant?

Did you have to do pre-processing of your data in order to obtain useful
features?

How do the results of your exploratory analysis justify the features you have
chosen?



T> T

Assignment 2

3. Select/design an appropriate model

How will you evaluate the model? Which models from class are relevant to
your predictive task, and why are other models inappropriate?

| t 6s totally fine here to I mpl emen
a classification task you could implement svms+logistic regression+naive
Bayes

You should also compare the results of different feature representations to
identify which ones are effective

What are the relevant baselines that can be compared?

If you used a complex model, how did you optimize it?

A What issues did you face scaling it up to the required size?
A Any issues overfitting?

A Any issues due to noise/missing data etc.?



Assignment 2

4. Describe related literature

A If you used an existing dataset, where did it come from
and how was it used there?

A What other similar datasets have been used in the past
and how?

A What are the state-of-the-art methods for the prediction
task you are considering? Were you able to borrow any
iIdeas from these works for your model? What features
did they use and are you able to use the same ones?

A What were the main conclusions from the literature and
how do they differ from/compare to your own findings?



Assignment 2

5. Describe your results

A Of the different models you considered, which of them
worked and which of them did not?

A What is the interpretation of the parameters in your
model? Which features ended up being predictive? Can
you draw any interesting conclusions from the fitted
parameters?



Assignment 2

Example
Maybe | want to use restaurant data to build
a model of peopl eods

locations



Assignment 2

1. Perform an exploratory analysis of this

dataset to identify interesting phenomena

A How many users/items/ratings are there? Which are the
most/least popular items and categories?

A What is the geographical spread of users, items, and
ratings?

A Do people give higher/lower ratings to more expensive
items, or items In certain countries/locations?



Assignment 2

2. ldentify a predictive task on this dataset

A Predict what rating a person will give to a business based
on the time of year, the past ratings of the user, and the
geographical coordinates of the business

A Predict which businesses will succeed or fail based on its
geographical location, or based on its early reviews

A What model/s and tools from class will be appropriate for
this task or suitable for comparison? Are there any other
tools not covered in class that may be appropriate?



Assignment 2

2b. ldentify features that will be relevant to
the task at hand

A Ratings, users, geolocations, time
A Ratings as a function of price
A Ratings as a function of location

A How to represent location in a model? Just using a
| T near predictor of | atit.
wor k é



Assignment 2

3. Select an appropriate model
Some kind of latent-factor model

How to incorporate the geographical term? Should we
cluster locations? Use the location as aregularizer? (etc.)

A How can we optimize this (presumably complicated)
model?

To I



Assignment 2

4. Describe related literature

Relevant literature or predicting ratings

Literature on using geographical features for various
predictive tasks

Literature on predicting long -term outcomes from time
series data

Literature on predicting future ratings from early reviews,
herding etc.

o Po  To I»



Assignment 2

5. Describe results and conclusions

A Did features based on geographical information help? If
not why not?

A Which locations are the most price sensitive according to
your predictor?

A Do people prefer restaurants that are unlike anything in
their area, or restaurants which are exactly the same as
others in their area?



Assignment 2

Example 2

Maybe | want to use reddit data to see what

makes submissions successful
(http://snap.stanford.edu/data/web -Reddit.html)



http://snap.stanford.edu/data/web-Reddit.html

Assignment 2

1. Perform an exploratory analysis of this

dataset to identify interesting phenomena

A How many users/submissions are there? How does
activity differ across subreddits?

A What times of day are submissions most commented on
or most rated?

A Do people give more/fewer votes to submissions that
have long/short titles, or which use certain words?



Assignment 2

2. ldentify a predictive task on this dataset

A Predict whether a post will have a large number of
comments or a high rating

A Predict whether there will be a large discrepancybetween
the number of comments and the positivity of ratings a
post receives

A What model/s and tools from class will be appropriate for

this task or suitable for comparison? Are there any other
tools not covered in class that may be appropriate?



Assignment 2

2b. ldentify features that will be relevant to
the task at hand

A Votes, users subreddits, time

A  Resubmissions of the same content & the success or
failure of previous submissions

A Text of the post title



Assignment 2

3. Select an appropriate model
Some kind of regression

Need to use gradient descent or is there a closed-form
solution?

What are the hyperparameters and how do we
regularize?

How can you incorporate the temporal terms?

o Po  To I»



Assignment 2

4. Describe related literature
Relevant literature or predicting votes on Reddit
Literature on virality in social media
Literature on using text for predictive tasks

Literature on temporal forecasting or user preference
modeling

To To o I



Assignment 2

5. Describe results and conclusions

A What features helped you to predict whether content
would be controversial or not?

A Does the text of the title help to predict whether a
submission will be controversial or get many comments
but a low vote?

A Which subreddits generate more controversial content
than others?



Assignment 2

Evaluation

A These 5 sections will be worth (roughly) 5 marks each (for
a total of 25% of your grade)

A Assignments can be donein groups of upto 3 (or 4). The
marking scheme is the same regardless of group size.

A Length is not strict, but should be about 4 pages in small-
font double -column format.



Assignment 2

Evaluation
A E.g. about this much

A Sample ACM SIG Proceedings Paper In LaTeX Formar™

'
[Extended Abzsac]

axw e’ Lams Therva”

ot 2 ety it ey L

i o R
A RS, =

e it
st i e o i
o

e mw.rx:gu-ih

THE BOY 05 THE BPER P

Topeas e by o+ e m ek e e o ot et il e e
— —

P DI i

_:....“..._....

12 Math Equtioen [ —
ey e ——
biring Sy g jim sl payy

S T B

ey

e e g
B M b

24 Tables

LR

o -

e e e T 1 T e i
o e e iy}

prrege vl diorsn Al

e e e
S TR T

T s e e ey

i el e e e e i e
o e o e b e
—_

-
[
I

T —

il e e bt i by e
fintrrpimeiacy

bt U4 b, e by e e
[y

e e ket

1A i, A gy e i s
[

MR

st g
R e P
Wy i s T

APPENINY.
A HEATHNGS IN A PPENDRCES.

T i et Mok g ] e e
2 e s e st o i 2

A S by s el g
e o =

P ]
e e T

g e e ]

Er—i= =%
25 Thooeran Bl Commrncts [t
Er et e MY PN
i o = vl e b L =
-} TETEIE e
1= e 2] - e
P -1
o B
e

(acm proceedings format)
https://www.acm.org/sigs/publications/proceedings -templates

i n.u,.m. Faper
AZT Ty Conpes e S B
azz


https://www.acm.org/sigs/publications/proceedings-templates

Data Mining and Predictive Analytics

Assignment 20 examples of previous

assignments



Crime (Chicago)

o 500 1060 1500 2000 2500

Over 7 years

Goal: to predict the number of
incidents of crime on a given day

Hour of the day

Joshua Wheeler, Nathan Moreno, AnjaliKanak



Crime (Los Angeles)
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Crime (San Diego)
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Steve Morlan, David Hart, lliaShumailov



Predicting Taxi THRates in NYC
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Michael Tran

Amazon Gourmet foods:
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Wordled

Amazon Clothing:
Hen Su Choi Ortiz,Rajat Shah



