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More temporal dynamics



This week

Temporal models
This week weõll look back on some of the topics already 

covered in this class, and see how they can be adapted to 

make use of temporal information

1. Regression ðsliding windows and autoregression

2. Classification ðdynamic time-warping

3. Dimensionality reduction - ?

4. Recommender systems ðsome results from Koren

Today:

1. Text mining ðòTopics over Timeó

2. Social networks ðdensification over time



Monday: Time-series regression

Also useful to plot data:
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Code on:

http://jmcauley.ucsd.edu/cse258/code/week10.py

http://jmcauley.ucsd.edu/cse258/code/week10.py
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Monday: Time-series classification

As you recallê

The longest-common subsequence algorithm is 

a standard dynamic programming problem
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G 0 0 1 1 1 1

A 0 1 1 1 2 2

C 0 1 1 2 2 2

2nd sequence

1st sequence

= optimal move is to delete from 1 st sequence

= optimal move is to delete from 2 nd sequence

= either deletion is equally optimal

= optimal move is a match



Monday: Temporal recommendation

Figure from Koren: òCollaborative Filtering with Temporal Dynamicsó (KDD 2009)

(Netflix changed their 

interface)

(People tend to give higher ratings to 

older movies)

Netflix ratings by 

movie age

Netflix ratings 

over time

To build a reliable system (and to win the Netflix prize!) we 

need to account for temporal dynamics:



Week 5: Text

yeast and minimal red body thick light a Flavor 

sugar strong quad. grape over is molasses lace 

the low and caramel fruit Minimal start and 

toffee. dark plum, dark brown Actually, alcohol 

Dark oak, nice vanilla, has brown of a with 

presence. light carbonation. bready from 

retention. with finish. with and this and plum 

and head, fruit, low a Excellent raisin aroma 

Medium tan

Bags-of-Words

Topic models
Sentiment analysis



8. Social networks

Hubs & authorities

Small-world phenomena

Power laws

Strong & weak ties



9. Advertising

users

ads
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Matching problems

AdWords

Bandit algorithms
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Temporal dynamics of text



Week 5/7

F_text= [150, 0, 0, 0, 0, 0, ê , 0]

a aardvark zoetrope

Bag-of -Words representations of text:



Latent DirichletAllocation

In week 5, we tried to develop low -

dimensional representations of documents:

topic

model

Action:
action, loud, fast, explosion,ê

Document topics

(review of òThe Chronicles of Riddickó)

Sci-fi
space, future, planet,ê

What we would like:



Latent DirichletAllocation

We saw how LDA can be used to 

describe documents in terms of topics

ÅEach document has a topic vector (a stochastic vector 

describing the fraction of words that discuss each topic)

ÅEach topic has a word vector (a stochastic vector 

describing how often a particular word is used in that topic)



Latent DirichletAllocation

òactionó òsci-fió
Each document has a topic 

distribution which is a mixture 

over the topics it discusses

i.e.,

òfastó òloudó
Each topic has a word 

distribution which is a mixture 

over the words it discusses

i.e.,

ê

number of topics

number of words

Topics and documents are both

described using stochastic vectors:


