CSE 190 Lecture 14

Data Mining and Predictive Analytics

Hubs and Authorities; PageRank




Trust In networks

We already know t
considerable variation in the connectivity
structure of nodes In networks

So how can we find nodes that
or oauthoritativeo?
A In links?
A Out links?
A Quality of content?
A Quality of linking pages?
A etc.



Trust In networks
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Trust In networks

o PYTTY S —
| Erdosis agreat mathematician because he wrote lots of
o papers with other great mathematicians a
—— Trust/authority are self-reinforcing concepts ?“‘
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Trust In networks

1. The OHI TS0 al g
Two Important notions:

Hubs:
We might consider a node to Db
many high-quality nodes. E.g. a highquality page might be a
ohubo for good conter
(e.g. Wikipedia lists)

Authorities:
We might consider a node to be of high quality if many high -
guality nodes link to it
(e.g. the homepage of a popular newspaper)



Trust In networks

Thi s-resealfforci ngd no
behind the HITS algorithm

A Eachnodeihas a Ohhbdé score
A Eachnodeihas an oOautdioritydod

A The hub score of a page is the sum of the authority scores
of pages it links to

A The authority score of a page is the sum of hub scores of
pages that link to it



Trust In networks

Thi s-resealfforci ngd no
behind the HITS algorithm

Algorithm:
0) _ 1 0) _ 1
a; = = h; = 7

iterate until convergence:

t+1) (¢)
viat =5 pt
1 —1
/ ‘\7\pages that link to i

,®)

\ (t+1)
| Vih; =D iy
y _ —>J<\7\ pages that i links to
\ \ normalize:
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Trust In networks

Thi s-resealfforci ngd no
behind the HITS algorithm

This can be rewritten in terms of the adjacency matrix (A)

0) _ 1 0) _ 1
a; = = h; = 7

iterate until convergence:

a(tt1) = A( ) .

normalize:
la™ D)3 =1 [[AUFD]3 =1



Trust In networks

Thi s-resealfforci ngd no
behind the HITS algorithm

So at convergence we seek stationary points such that

ATAa=¢-a
AATh =" h
(constants donodot matter since weaor

A This can only be true if the authority/hub scores are
eigenvectors of AATA and AANT

A In fact this will converge to the eigenvector with the

largest eigenvalue (see:Perron-Frobenius theorem)



Trust In networks

The idea behind PageRank Is very similar:

AEvery page gets to oOvote
AEach pageds votes are prop
Importance
A If a page of importance x has n outgoing links, then each of
Its votes Is worth x/n
A Similar to the previous algorithm, but with only a single a
term to be updated (the rank r_iof a page i)

r(t)e————rank of linking pages

Vi?"z(Hl) =2 J )
N

=i |T(y
# of links from linking pages




Trust In networks

The idea behind PageRank is very similar:

Matrix formulation:
each column describes the out-links of one page, e.g.:

pages
/1 1 \
P 0 gl
O 0 < 0
M = 1 1 il 0 ~ pages
this out-link gets 1/3 i i i O
votes since this page 3 9 4 )

has three out-links

column-stochastic matrix (columns add to 1)



Trust In networks

The idea behind PageRank is very similar:

Then the update equations become:
P&+ — pfp()

And as before the stationary point is given by the eigenvector
of M with the highest eigenvalue



Trust In networks

Summary

The |l evel of oauthoritativene
somehow be defined in terms of the pages that link to (it or
the pages it links from), and their level of authoritativeness

A Both the HITS algorithm and PageRank are based on this
t ype orfeiomsfedrfci ngo not
A We can then measure the centrality of nodes by some
iterative update scheme which converges to a stationary
point of this recursive definition
A In both cases, a solution was found by taking the principal
eigenvector of some matrix encoding the link structure



Trust In networks

This (really last) week

AWedve seen how to character.]
distribution (degree distributions in many real -world
networks follow power laws)

AWedre seen some random gr aph
degree distributions of real networks

AWedve discussed the notion o

I

shown that edges are |1 ke
A Wedve s e etworldheanbrksroftea have small
di ameter, andwcoerxlhd @ iph eorsam

AWedve seen (very quickIly) tw
oOotrustworthinessod or oaut hor



Questions?

Further reading:
A Easley & Kleinberg, Chapter 14
A The OHITS6é6 algorithm ( a
OHubs, authorities, and
1999)



http://cs.brown.edu/memex/ACM_HypertextTestbed/papers/10.html

CSE 190 Lecture 14

Data Mining and Predictive Analytics

Algorithms for advertising




Classification

Predicting which ads people click on might be a classification
problem

Shop for engagement rings on Google Sponsored ®
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$4,140.00 $1,906.82 $975.00 $1,675.00




Recommendation

Oré predicting which ads pe
recommendation problem

preference t em)
heavy?

Compatibility

pr‘eference tqward are, the special effects good?
ospeci al effectso



Advertising

So, we already have good algorithms for
predicting whether a person would click
on an ad, and generally for
recommending items that people will
enjoy.

So what os diafl f er e
recommendation?



Advertising

1. We canot recommen (
same thing (even if they all want it!)

A Advertisers have a limited budget 8t hey woul dnd
afford having their content recommended to everyone
A Advertisers place bids & we must take their bid into account
(as well as t hedounster 6s p

A In other words, we need to consider both what the user and
the advertiser want (this is in contrast to recommender
systems, where the content d
was recommended!)



Advertising

2. We need to be timely

A We want to make a personalized recommendations
iImmediately (e.g. the moment a user clicks on an ad)d this
means that we cano6t train co

we saw with recommender systems) in order to make
recommendations later
AWe also want t o upnhediately ins er
response to their actions

A (Also true for some recommender systems)



Advertising

3. We need to take context Into account

A s the page a user is currently visiting particularly relevant to
a particular type of content?
A Even if we have a good model of the user, recommending
them the same type of thing over and over again is unlikely
to succeed 0 nor does it teach us anything new about the
user

Al n ot her wo redpbre -exploie tradedf§ o wae want
to recommend things a user will enjoy (exploit), but also to
discover new interests that the user may have (explore)



Advertising

So, ultimately we need

1) Algorithms to match users and ads, givenbudget
constraints

users advertisers

(each advertiser
gets one user)

5
8‘\bid / quality of the

recommendation



Advertising

So, ultimately we need

2) Algorithms that work inreal-t 1 me and donot
monolithic optimization problems

users 92 ¢ advertisers
o

_ ® °

users arrive one at ° ° (each advertiser

a time (but we still gets one user)
only get one ad ° °
per advertiser) o ¢ ¢
how to generate a ® ®

good solution?



Advertising

So, ultimately we need

3) Algorithms that adapt to users and capture the notion of an
exploit/explore tradeoff




CSE 190 Lecture 14

Data Mining and Predictive Analytics

Matching problems




1. We canot recommen (
same thing (even if they all want it!)

A Advertisers have a limited budget 8t hey woul dnd
afford having their content recommended to everyone
A Advertisers place bids & we must take their bid into account
(as well as t hedounster 6s p

A In other words, we need to consider both what the user and
the advertiser want (this is in contrast to recommender
systems, where the content d
was recommended!)



Bipartite matching

Let 0s start with a
problem we ultimately want to solve:
1) Every advertiser wants to showone ad
2) Every user gets to seeone ad
3) We have some pre-existing model that
assigns a score to usefitem pairs



Bipartite matching

Suppose welOre gilven some scor.i

f(u,a) = score for showing user u ad a

Could be:
A How much the owner of a is willing to pay to show their ad to u

A How much we expect the useru to spend if they click the ad a
A Probability that user u will click the ad a

Output of a regressor/ logistic regresson



Bipartite matching

Then, wedod |1 ke to show each
add to be shown exactly once so as to maximize this score
(bids, expected profit, probability of clicking etc.)

2 fu; ad(u))

each advertiser gets to show one ad



Bipartite matching

Then, wedod |1 ke to show each
add to be shown exactly once so as to maximize this score
(bids, expected profit, probability of clicking etc.)

Zu,a Au,af(ua CL)

vci@uAu,a 1S.t. b/m (% A‘”&): |

each advertiser gets to show one ad



Bipartite matching

We can set this up as abipartite matching problem
A Construct a complete bipartite graph between users and ads,
where each edge is weighted according to f(u,a)
A Choose edges such that each node is connected to exactly
one edge

users ads

(each advertiser
gets one user)




Bipartite matching

This is similar to the problem solved by (e.g.) online dating sites
to match men to women
For this reason it is called amarriage problem

women

(each user of an
online dating
platform gets

shown exactly one
result)




Bipartite matching

This is similar to the problem solved by (e.g.) online dating sites
to match men to women
For this reason it is called amarriage problem

A A group of men should marry an (equally sized) group of
women such that happiness 1|1 s
IS measured by f(m,w)

compatibility between male m and female w

A Marriages are monogamous, heterosexual, and everyone gets
married

(see also the original formulation, in which men have a preference function over
women, and women have adifferent preference function over men)



Bipartite matching

We O | | see one sol ut
known as stable marriage

A Maximizing happiness turns out to be quite hard
AButta sol utnstableoi sf 0

m
A A man m is matched to a woman w @®ut
w would prefer w (i.e., fm,wdo ) mxw))f (
m o W 6 and

A The feeling is mutual 8 w prefers m to
her partner (i.e., ffjy,md ) mw))f (

A In other words, m and w would both
want to ocheatodé wi:



Bipartite matching

We O | | see one sol ut
known as stable marriage

A A solution is said to be stable if this is never satisfied for any

pair (m,w)
ma
A Some people may covet another
w partner,

A The feeling is never reciprocated by the
other person

A So no pair of people would mutually
want to cheat



Bipartite matching

The algorithm works as follows:
(due to Lloyd Shapley & Alvin Roth)

A Men propose to women (this algorithm is from 1962!)
A While there is a man m who is not engaged
A He selects his most compatible partner, max,, f(m,w)
(to whom he has not already proposed)
A If she is not engaged, they become engaged
A If sheis engaged (to m §, but prefers m, she breaks things
off with m G&and becomes engaged to m instead



The algorithm works as follows:
(due to Lloyd Shapley & Alvin Roth)

Al I men and all women are initially o6f
while there is a free man m, and a woman he has not proposed to

w= max_w f( m,w)

if (w is free):

( m,w) become engaged (and are no longer free)
el se (w is engaged to mo):
I f w prefers m to mww>Ffi .md.,)w f (
( m,w) become engaged
mO becomes free




Bipartite matching

The algorithm works as follows:
(due to Lloyd Shapley & Alvin Roth)

A The algorithm terminates

7AWL ecc =
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Bipartite matching

The algorithm works as follows:
(due to Lloyd Shapley & Alvin Roth)

A The solution is stable
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