Lecturel/

o lmproving open-addressing hashing
o Brent’s method

o Ordered hashing
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| mproving open addressing hashing

o Recall the average case unsuccessful and successful find time costs for common open-

addressing schemes (o isload factor N/M)...
» Random hashing, double hashing:

_ 1
Yo = 15
1 1
~ - |n—
o Linear probing:
1( 1
U,==|1+
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S 2 1 (1-a)

o Itispossible to improve these, and it makes sense to do so in some applications...
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| mproving successful find time cost

o Itiscommon to have databases in which keys are inserted only once, followed by many
successful searches and relatively few unsuccessful searches. Examples:

o spell checker (insert all words from the dictionary once; then as each word is typed
into adocument, do a usually-successful find to check its spelling... not found means
amisspelled word)

o compiler symbol table (insert avariable when it is declared; then when avariableis
used, do ausually-successful find to check itstype... not found means an undeclared
variable error)

o Brent’'s method is avariant of double hashing that greatly improves average-case
successful find time cost (but increases insert time cost)
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| mproving unsuccessful find time cost

o It isalso common to have databases in which keys are inserted only once, followed by
many unsuccessful searches and relatively few unsuccessful searches. Examples:

o stolen credit card database (insert credit card number when it is reported stolen; then
when a customer presents a credit card, do a usually-unsuccessful find to check its
status... successful find means a stolen card)

o noise-word list (insert “noise” words once, at initialization time; then when aword
Isread in adocument, do a usually-unsuccessful find to check if it is anoise word)

o Ordered hashing isavariant of double hashing that improves average-case unsuccessful
find time cost
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Brent’s method

o Brent’s method for hashing [R. P. Brent, 1973] is a variation on double hashing that
Improves the average-case time for successful searches

o Infact, the average-case successful search timeisbounded < 2.5 probes even when the
tableisfull (load factor a = 1)!

o Thetradeoff isthat the insert operation becomes somewhat more expensive, but
amortized analysis shows this can be worth it if inserts are rare and successful searches
are common
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Toward Brent’s method: start with double hashing

o Consider a 5-cell table, open addressing, double hashing
o Consider 3 keys. k1, k2, k3

o Suppose the primary and secondary hash functions applied to these keys give these
values:

H(k1) =0, H2(k1)=4
H(k2) =3, H2(k2)=1
H(k3)=0, H2(k2)=3

... S0 the probe index sequences for these keys are as follows:

3
’O’
1

AN AN XN
WN Pk
Owo
RN
NN
NN -

o Now consider the total probe sequence lengths for successful searches in the table as
these keys are inserted
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Successful search probe path lengths, double hashing

o After inserting k1, the total successful probe path lengthis 1

k1l

0 1 2 3 4

o After adsoinserting k2, the increase in total successful probe path lengthis 1, to total is
now 1+1 = 2; average probe path lengthis2/2=1

k1l k2

0 1 2 3 4

o Now insert k3. Theincreasein total successful probe path length is 3; total is now
1+1+3 = 5; average probe path length is 5/3

k1l k3 k2

0 1 2 3 4
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Brent’'s method: basicidea

o Brent'sideaisto move items out of the probe path of the to-be-inserted key, if it can be
determined that this will reduce the overall total successful probe path Ilength

o Consider inserting anew key K:

o If K’'sfirst probe location is empty, just insert K there (this increases overall
successful probe path length by 1, which is the best possible)

o 1f K'sfirst probe location isfull (collision), and second probe location is empty, just
insert K there (thisincreases overall successful probe path length by 2, which also
cannot be improved by Brent’s method...)

o But suppose K collideswith akey K1 at K’sfirst probe location and with another
key K2 at K’s second location:

* Think about moving K1 to K1's next probe location, and putting K in its place!

* |f K1'snext location is empty, thiswill increase K1's successful probe path
length by 1, and K’s probe sequence will have length 1...

* Thisincreasesthe total successful probe path length by 2, which is better than
what would happen with regular double hashing in this case (an increase of at
least 3)

o Thisisthe basic idea behind Brent's method. Let'slook at an example
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Brent’'smethod: example 1l

o Recall the probe sequences
ki. 0,4,3,2,1
k2: 3,4,0,1,2
k3. 0,3,1,4,2

o k1 and k2 have been inserted:

k1l

k2

0

o Now insert k3. We can put it in itsfirst probe location, and move k1 to its next probe

location, which is empty:

1

2

3

4

k3

k2

k1

0

o Total successful search path length is now 2+1+1 = 4; average probe path length is 4/3

1

2

3

4
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Brent’'smethod: example 2

o Same probe sequences...

o k1 and k2 have been inserted:

k1l k2

0 1 2 3 4

o Now insert k3. We can put it in its second probe location, and move k2 to its next probe
location, which is empty:

k1 k3 k2

0 1 2 3 4
o Total successful search path length is now 1+2+2 = 5; average probe path length is 5/3
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Brent’'s method: example 3
o Same probe sequences...

k1 and k2 have been inserted:

O

k1l k2

0 1 2 3 4

o Now insert k3. We can put it in itsthird probe location, which isempty. (Thisisthe
same result as regular double hashing on this sequence of inserts.)

k1 k3 k2

0 1 2 3 4
o Total successful search path length is now 1+2+2 = 5; average probe path length is 5/3
o Of these 3 possihilities, we should pick the one in Example 1, which gives the smallest

increase in (and so the best resulting overall total and average) successful find path
length. Infact, we wouldn’t even have to check thelast 2 examplesto know this!
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Brent’salgorithm

o Suppose anew key K to be inserted has probe index sequence pPi, P2 ..., Py-1 Py »
where location p,, is the first location in the sequence that is empty

1 Let ki bethekey inlocation p;. Supposethe size of thetableis M.
o Brent's method operates as follows:
o If v<3,justinsert K inlocation p, asusual; can’t do better than that.

o Else, forc=1,...,v-2 do the following:
o Ford=1,...,c dothefollowing:

« Consider moving kg out of theway. At this stage, we will consider (c-d+1)
probes to find an empty location for kg :

iIf location ( pq+ (c-d+1) * H2( ky)) mod M is empty, then
move K, to that location, and put K in location py Donel

This makes the path length for finding the new key K be d, and increases the
path length for finding kqby c-d+1. So thetotal increasein successful-find path
length is c+1, whichislessthan v
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Analysis of Brent’s method

o Brent’s algorithm does not always find optimal positions for the keys; it isasimple
heuristic that works well on average

o for onething, note that when moving akey out of the way, Brent’s does not consider
also moving keys it collides with...

o Brent’s method does not change the average case number of probes for unsuccessful
search; it is the same as double hashing:

1
Uazl—a

o Brent’s method does improve the average case number of probes for successful search
compared to double hashing (that isthe whole point). One can show that this number is
bounded, independent of |oad factor:

S, <2.49

- Of course, insert is now more expensive, O(N?) worst-case! But thisisworth it, if
successful searches are much more common than inserts
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Ordered hashing

o Ordered hashing [Knuth and Amble, 1974] is a variation on double hashing that
Improves the average-case time for unsuccessful searches

o Theaverage-casetime for successful searchesisunchanged; infact, the two becomethe
same

o Thistechnique requires comparable keys

o Thetradeoff isthat the insert operation becomes more expensive by a constant factor,
but this can be worth it
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Ordered hashing: basic idea

o Inan unsorted linked list with N items, an unsuccessful search take N steps: the list
must be searched exhaustively

o However, if thelist is sorted in decreasing order, the search could terminate sooner...
Assoon asyou see alist item smaller than the target, you know the target can’t bein the
list

o Thismakes unsuccessful search take 1 step in the best case, N/2 in the average case, and
N steps worst case: same as successful search

o Ordered hashing sets up probe sequences for any successful search so that the keys
belonging to that probe sequence will be in decreasing order (consider an empty table
location to have a value smaller than any key)

o Clearly, thiswill have the desired result... if we can do it!

o Oneway to do it would be: Know all the keysto be inserted in advance. Sort them.
Insert them in decreasing order, using the usual double-hashing insert algorithm

o But wewould like aninsert algorithm that works“on line”, without knowing the keysin
advance...
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The ordered hashing algorithm

o An“on-line” insert algorithm for ordered hashing is quite smple: “bump” any smaller

item along its probe sequence, until finding an empty location...

... Thisnever decreases the key value stored in any location in the table, so searchesin a

later probe sequence will never be stopped too soon

o Toinsert (or find) akey K in atable of size M, with primary hash function H() and
secondary function H2():

3.

> w

1. Setindx = H(K); offset = H2(K)
2.

While location indx is not empty, and location indx holds a key larger than K:

set indx = (indx + offset) mod M.
If table location indx is not empty, and holds akey equal K: no need to insert (or
successful find).  Donel
Elseif table location indx is empty, insert key there (or unsuccessful find). Donel
Else collision with asmaller key, say K2. We want to bump it for insert (or
unsuccessful find):

Put K in K2's position,

set offset = H2(K2), and set K=K 2.

Goto 2.

\
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Ordered hashing: an example

o Insert this sequence of keysin the table: 145, 293, 397, 458, 553
o Useordered hashing, with H(K) =ten’sdigit of K, H2(K) = unit’s digit of K

0 1 2 3 4 5 6 7 8 9 10

7 Now search for 454...
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Analysis of ordered hashing

o Ordered hashing does not change the average case number of probes for successful
search; it is the same as double hashing:
1 1

S. ==In——
“ o 1-a

o Ordered hashing does improve the average case number of probes for unsuccessful
search compared to double hashing (that is the whole point), making it the same as for
successful search:

Ua:1|ni
a 1-a

o Insert still requires finding an empty table location, and so the average case number of
probes for insert is the same as for double hashing:

1

| =~ ——
@ 1-qa

... though more memory operations are required, because of key swapping in the table
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Next time

O

O

O

O

O

O

Self-organizing data structures
Self-organizing lists

Splay trees

Spatial data structures

K-D trees

The C++ Standard Template Library

Reading: Weiss, Ch. 4 and Ch. 12
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