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Abstract

We provide a comprehensive theory of multiple variants of ordinal multidimensional scaling, including external and internal unfolding. We do so in the continuous model of Shepard (1966).

1 Introduction

Ordinal or non-metric multidimensional scaling (MDS) consists in embedding a set of abstract items based on pairwise dissimilarity information. MDS has been an important part of data analysis within Psychometrics since at least the 1930s [63]. It is nowadays an integral part of multivariate analysis in Statistics and of unsupervised learning in Machine Learning, and is known under different names in various areas such as Mathematics and Computer Science (embedding of metric spaces) [14], including in Optimization (Euclidean distance matrix completion) [39], and Engineering (sensor network localization) [44]. We provide references throughout the article.

In its ordinal form, the basic problem of MDS consists in finding a configuration of points in a given Euclidean space whose pairwise distances agree in ranking as much as possible with a partial ranking of the pairwise dissimilarities between the items. This variant of the problem is particularly important in Psychometrics, where a human subject may be asked to compare objects in triads [58] by answering questions such as “Is item A closer to item B or item C?”.

Other variants of the problem that are also considered within Psychometrics are internal unfolding and external unfolding. Internal unfolding is the problem of positioning individuals and objects in space based on preference data [12, 22, 59]. In the ordinal variant of the problem, a ranking of the objects is available for each individual. This is a special case of MDS where some of the dissimilarities — those between individuals and those between objects — are simply missing. In external unfolding [19, 20, 32], the positions of the objects are known, i.e., the objects are already embedded.

1.1 Contribution and Content

While a large body of work is dedicated to methods, there is much less available in terms of theory. In the present paper, we aim at giving a comprehensive theory of ordinal embedding in all these variants. To avoid technicalities, we adopt the continuous model pioneered by Shepard [51] in his
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study of ordinal embedding. For comparison, in each variant of the problem that we consider, we provide an overview of relevant theoretical results in the metric setting.

In Section 2, we consider ordinal external unfolding. In Section 3, we consider ordinal multidimensional scaling in a setting where all triadic comparisons are available. We outline the reasoning of Shepard [51] and contrast that with a different approach based on recent work by Kleindessner and von Luxburg [36] and by ourselves [6]. In Section 4, we consider ordinal internal unfolding. We close the paper with a brief discussion in Section 5.

The theory that we develop for external and internal unfolding is some of the only theory that we are aware of for these problems. We consider both the point model — in which the individuals are to be embedded as points [22] — and the vector model — where the individuals are to be represented by vectors instead [12, 59]. While internal unfolding is known to be difficult in practice as discussed, e.g., in [17] and in [15, Ch 14, 15], our theory shows that at least the problem is well-posed. However, theoretical study does not provide any insight on methodology.

We do not consider the sort of item response models featured in [45, 46], which have evolved from the ranking models that originated from early work of Thurstone [57], Bradley and Terry [16], and others.

1.2 Notation

For a positive integer \( n \), \([n] := \{1, \ldots, n\}\). For a point \( x \in \mathbb{R}^p \) and \( r > 0 \), \( B(x, r) \) denotes the open ball centered at \( x \) with radius \( r \), and \( S(x, r) \) denotes the corresponding sphere. The unit sphere will be denoted \( \mathbb{S}^{p-1} := \{x \in \mathbb{R}^p : \|x\| = 1\} \). For two distinct points \( z, z' \in \mathbb{R}^p \), define \( H(z, z') = \{x : \|x - z\| = \|x - z'\|\} \), which is the affine hyperplane passing through \( \frac{1}{2}(z + z') \) perpendicular to \( z - z' \); we also define \( H^+(z, z') = \{x : \|x - z\| < \|x - z'\|\} \), which is one of the two open half-spaces defined by that hyperplane.

2 External Unfolding

External unfolding is the problem of locating an individual in space based on preferences for some objects that are already positioned in that space. The earlier reference we know of in the Psychometrics literature is from Gower [32], who presents the problem as an out-of-sample extension of classical scaling. (We are talking about the method of Young and Householder [63], later refined by Torgerson [58], although Gower refers to his own work [31].) We also know of contemporary work by Carroll and Chang [20], although only indirectly by way of [52]. While the term ‘external unfolding’ is favored in Psychometrics [15, Sec 16.1], where it is often attributed to Carroll [19], the problem is best known in Engineering as ‘trilateration’, ‘multilateration’, or simply ‘lateration’ [5, 9, 21, 30, 47, 61]. In Engineering, the objects are often called ‘anchors’ or ‘landmarks’. Some background is provided for statisticians in [43].

While most of that work (in particular, within Engineering) has been done on the metric variant of the problem, the non-metric or ordinal variant has also received some attention [4, 25, 42, 52]. All these works place themselves in the point model.

2.1 Point Model

In the point model, the individual and the objects are represented as points in space [15, Sec 14.1]. We do so in the non-metric or ordinal variant of the problem where an individual \( x \) is to be located based on a ranking of the individual’s preference for the objects. The objects are already embedded in space and preference is quantified in terms of the Euclidean distance.
2.1.1 Discrete Setting

In the discrete (in fact, finite) setting — which is the setting encountered in practice — the problem can be described as follows: Given \( y_1, \ldots, y_n \in \mathbb{R}^p \) and a permutation \((r_1, \ldots, r_n)\) of \((1, \ldots, n)\),

\[
\text{Find } x \in \mathbb{R}^p \text{ such that } \|x - y_i\| < \|x - y_j\| \text{ whenever } r_i < r_j. \tag{2.1}
\]

The recent work by Massimino and Davenport [42] provides the most comprehensive study to date. Even then, to simplify the analysis, the authors consider a variant of the problem where the design is random: objects are sampled iid from some isotropic normal distribution, yielding \( y_1, \ldots, y_n \) and \( y'_1, \ldots, y'_n \), and (in the noiseless setting) for an unknown point \( x \) we have access to \( \xi_i := \mathbb{I}\{\|x - y_i\| < \|x - y'_i\|\} \) for all \( i \in [n] \). That is, based on the pairs \((y_1, y'_1), \ldots, (y_n, y'_n)\) and the comparisons \( \xi_1, \ldots, \xi_n \), the goal is to recover \( x \). The assumption that the design is not only random but Gaussian is crucial to the analysis carried out in [42]. In related work, Canal et al. [18] consider the problem of actively selecting the objects in order to maximize the accuracy in locating the individual. The authors provide an information lower for the problem and show that a Bayesian approach this propose matches that bound in order of magnitude.

2.1.2 Continuum Setting

We are interested in the fundamental question of whether there is enough information to recover the unknown location of the individual. This is clearly not the case in the discrete setting of Section 2.1.1 as the set of solutions is open. However, we contend that the solution set reduces to a singleton in the limit of an infinite number of objects. Instead of tackling this claim in a frontal manner, in order to avoid technicalities and get to the core of the question, we follow Shepard [51] and consider a limit model in the continuum where the set of objects is continuously infinite. This corresponds to the limit of the discrete model if we imagine the points representing the objects \( y_1, \ldots, y_n \) as filling a set, denoted \( \mathcal{Y} \) below.

We say that \( x, x' \in \mathbb{R}^p \) are equivalent with respect to \( \mathcal{Y} \) if

\[
\|x - y\| < \|x - y'\| \iff \|x' - y\| < \|x' - y'\|, \quad \text{for all } y, y' \in \mathcal{Y}. \tag{2.2}
\]

Any two such points are indistinguishable in terms of their preference for the objects. The central question of whether an individual can be located based on its preference for the objects can be phrased as follows: Do equivalent points coincide? The answer is positive under some conditions on the set of objects.

**Theorem 2.1.** If \( \mathcal{Y} \) has non-empty interior, equivalent points must coincide.

In the proof, we will use the fact that (2.2) implies

\[
\|x - y\| = \|x - y'\| \iff \|x' - y\| = \|x' - y'\|, \quad \text{for all } y, y' \in \mathcal{Y}. \tag{2.3}
\]

**Proof.** We prove the result in the more general case where \( \mathcal{Y} \) contains three spheres whose centers are not collinear. In that case, for any \( x \in \mathbb{R}^p \) there are two spheres inside \( \mathcal{Y} \), \( S_1 := S(z_1, t_1) \) and \( S_2 := S(z_2, t_2) \), such that \( x, z_1, z_2 \) are not collinear. For any \( x' \) equivalent to \( x \) with respect to \( \mathcal{Y} \), we claim that \( x' \in (xz_j) \) for \( j = 1 \) and \( j = 2 \). If true, we can immediately conclude since \( x \) is the only point at the intersection of the two lines \( \mathcal{L}_1 := (xz_1) \) and \( \mathcal{L}_2 := (xz_2) \).

We focus on proving that \( x' \in \mathcal{L}_1 \). We use the fact that \( \mathcal{L}_1 \) is the intersection of all the hyperplanes passing through \( z_1 \) with orthogonal direction perpendicular to \( \mathcal{L}_1 \). Consider such a hyperplane \( \mathcal{H} \) with orthogonal direction \( v \), so that \( v \perp \mathcal{L}_1 \). The line passing through \( z_1 \) with
direction \( v \) intersects \( S_1 \) at two points, \( y_- \) and \( y_+ \). Since \( S_1 \subset \mathcal{Y} \), we have \( y_-, y_+ \in \mathcal{Y} \), and the hyperplane they define is exactly \( \mathcal{H} \) by construction. And, since \( x \in \mathcal{L}_1 \) and \( \mathcal{L}_1 \subset \mathcal{H} \), we must have \( \|x - y_-\| = \|x - y_+\| \). By (2.3), we must also have that \( \|x' - y_-\| = \|x' - y_+\| \), so that \( x' \in \mathcal{H} \) as well. Since this is true for any hyperplane \( \mathcal{H} \) that contains \( \mathcal{L}_1 \), we have proved that \( x' \in \mathcal{L}_1 \). \( \square \)

### 2.2 Vector Model

In the vector model, the individual and the objects are represented as vectors\(^1\) instead of points [15, Sec 16.2]. We only consider the case where the dimension is \( p \geq 2 \), as otherwise the situation is trivial (and not useful). In the non-metric or ordinal variant, the individual preference for the objects is quantified in terms of inner products instead of distances.

#### 2.2.1 Discrete Setting

The problem encountered in practice is as follows: Given \( y_1, \ldots, y_n \in \mathbb{R}^p \) and a permutation \((r_1, \ldots, r_n)\) of \((1, \ldots, n)\),

\[
\text{Find } x \in \mathbb{S}^{p-1} \text{ such that } \langle x, y_i \rangle < \langle x, y_j \rangle \text{ whenever } r_i > r_j. \quad (2.4)
\]

(Note that change in the direction of the second inequality. We adopted this convention so that the ranks have the same meaning as they do in (2.1).)

We are not aware of any theory for this problem.

#### 2.2.2 Continuous Setting

In the continuous model, we assume that the objects fill a continuously infinite set denoted \( \mathcal{Y} \subset \mathbb{R}^p \). We say that \( x, x' \in \mathbb{S}^{p-1} \) are equivalent with respect to \( \mathcal{Y} \) if

\[
\langle x, y \rangle < \langle x, y' \rangle \iff \langle x', y \rangle < \langle x', y' \rangle, \quad \text{for all } y, y' \in \mathcal{Y}. \quad (2.5)
\]

Any two such vectors are indistinguishable based on their preference for the objects. The central question is the same: Do equivalent vectors coincide? The answer is positive under the same condition as in Theorem 2.1.

**Theorem 2.2.** If \( \mathcal{Y} \) has non-empty interior, equivalent vectors must coincide.

**Proof.** We prove the result in the more general setting where \( \mathcal{Y} \) contains a sphere. By translation and scaling, if needed, we may assume without loss of generality that \( \mathcal{Y} \) contains \( \mathbb{S}^{p-1} \).

Take two equivalent vectors \( x, x' \). Applying (2.5) with \( y' = x \), which we can do since \( x \in \mathbb{S}^{p-1} \subset \mathcal{Y} \), we have that

\[
\langle x, y \rangle < \langle x, x \rangle \iff \langle x', y \rangle < \langle x', x \rangle, \quad \text{for all } y \in \mathbb{S}^{p-1}. \quad (2.6)
\]

Since \( \langle x, y \rangle < \langle x, x \rangle \) is true for any \( y \in \mathbb{S}^{p-1} \setminus \{x\} \), we have that \( \langle x', y \rangle < \langle x', x \rangle \) for all \( y \in \mathbb{S}^{p-1} \setminus \{x\} \), which is only possible if \( x' = x \).

It is also the case here that (2.5) implies

\[
\langle x, y \rangle = \langle x, y' \rangle \iff \langle x', y \rangle = \langle x', y' \rangle, \quad \text{for all } y, y' \in \mathcal{Y}, \quad (2.7)
\]

but we did not make use of this identity in the proof.

\(^1\)In fact, the objects may be equivalently considered as points.
3 Multidimensional Scaling

In multidimensional scaling (MDS), we have \( n \) items, and the goal is to locate all of them in space based on some pairwise dissimilarity information \([15, 23, 62]\). The problem is known under various names in various fields: ‘embedding of metric spaces’ in Mathematics and Computer Science \([14]\); ‘Euclidean distance matrix completion’ in Optimization \([39]\); ‘sensor network localization’ in Engineering \([44]\). MDS is an integral part of Multivariate Analysis \([3, 48]\).

We focus on the non-metric or ordinal variant of the problem, which has been of great interest in Psychometrics and beyond. The body of work on this problem is substantial. Methodological work was pioneered by Shepard \([49, 50]\) and especially Kruskal \([37, 38]\), and has continued to this day \([1, 4, 40, 41, 55, 56, 60]\). Not much theoretical work is available. Shepard \([51]\) pioneered some theory, which was elaborated much more recently by Kleindessner and von Luxburg \([36]\) and ourselves \([6]\). Jain et al. \([34]\) consider a situation where the available information is noisy or imprecise and approach the problem via maximum likelihood.

In our study of the problem below, we focus on what Torgerson \([58]\) calls the (complete) method of triads, and what is referred to as triadic comparisons in \([29]\) going back to early work of Stumpf \([53]\) in the late 1800s. We only treat the point model, as this seems to be the only model that is considered in the literature. For the sake of curiosity, we discuss a possible vector model in the Appendix.

3.1 Discrete Setting

In the usual setting, ordinal MDS can be described as follows: Given a set of row ranks \((r_{ij} : i, j \in [n])\), with each \((r_{i1}, \ldots, r_{in})\) being a permutation of \((1, \ldots, n)\), and a dimension \(p \geq 1\),

\[
\text{Find } x_1, \ldots, x_n \in \mathbb{R}^p \text{ such that } \|x_i - x_j\| < \|x_i - x_k\| \text{ whenever } r_{ij} < r_{ik}. \tag{3.1}
\]

We note that any similarity transformation of a solution is also a solution.

In regards to the same foundational question of uniqueness (up to a similarity transformation), except for some earlier work in dimension \(p = 1\) \([10, 54]\), the first meaningful contribution appears to be that of Shepard \([51]\). To simplify matters, Shepard considered a continuous limit model, as is routinely done in Physics, for example. We describe such a model in the following subsection, and elaborate on his reasoning. This is the model that inspired the continuous models of Section 2.1.2 and Section 2.2.2. Further progress was made decades later by Kleindessner and von Luxburg \([36]\), who considered the finite sample situation described above and derived conditions under which, in the asymptotic limit \(n \to \infty\) where the points fill a subset of \(\mathbb{R}^p\), the solutions are constrained to be similitudes of each other. Their results were later refined in some of our own work \([6]\).

3.2 Continuous Setting

Following Shepard \([51]\), we consider a limit model in the continuum where the set of items forms an uncountably infinite subset \(X \subset \mathbb{R}^p\).

In the discrete setting, two configurations in dimension \(p\), \(\{x_1, \ldots, x_n\}\) and \(\{x'_1, \ldots, x'_n\}\), are indistinguishable if it holds that

\[
\|x_i - x_j\| < \|x_i - x_k\| \iff \|x'_i - x'_j\| < \|x'_i - x'_k\|, \quad \text{for all } i, j, k \in [n]. \tag{3.2}
\]

In order to transition from the discrete setting to the continuous setting, we consider these configurations as being in correspondence via the function \(x_i \mapsto x'_i\) defined on \(\{x_1, \ldots, x_n\}\). When
considering equivalent configurations in the continuum, we are thus led to study injective functions \(f : \mathcal{X} \to \mathbb{R}^p\) satisfying
\[
\|x - x'\| < \|x - x''\| \iff \|f(x) - f(x')\| < \|f(x) - f(x'')\|, \quad \text{for all } x, x', x'' \in \mathcal{X}. 
\] (3.3)

As in [36], we say that such a function is \textit{weakly isotonic}. We note that this property is equivalent to
\[
f(B(x, \|x - x'\|) \cap \mathcal{X}) = B(f(x), \|f(x) - f(x')\|) \cap f(\mathcal{X}), \quad \forall x, x' \in \mathcal{X}. 
\] (3.4)

We note that (3.3) implies
\[
\|x - x'\| = \|x - x''\| \iff \|f(x) - f(x')\| = \|f(x) - f(x'')\|, \quad \text{for all } x, x', x'' \in \mathcal{X}, 
\] (3.5)
which is equivalent to
\[
f(S(x, \|x - x'\|) \cap \mathcal{X}) = S(f(x), \|f(x) - f(x')\|) \cap f(\mathcal{X}), \quad \forall x, x' \in \mathcal{X}. 
\] (3.6)

We first state the result in the same setting that Shepard [51] considers, which crucially assumes that \(f\) is a bijection of the entire space. We note that Shepard does that implicitly, even though being bijective is not an immediate consequence of being weakly isotonic.

\textbf{Proposition 3.1.} Suppose that \(\mathcal{X} = \mathbb{R}^p\). Then any bijective function \(f : \mathbb{R}^p \to \mathbb{R}^p\) satisfying (3.3) must be a similarity transformation.

When \(f\) is surjective, (3.6) takes the form
\[
f(S(x, \|x - x'\|)) = S(f(x), \|f(x) - f(x')\|), \quad \forall x, x' \in \mathbb{R}^p. 
\] (3.7)

This implies that \(f\) transforms any sphere into a sphere. Shepard [51] argues from there that “every sphere-preserving transformation is either a similarity transformation or the product of an inversion (in a sphere) and an isometry”, citing\(^2\) [24, p 104]. He then goes on to say that “The possibility of an inversive transformation can immediately be ruled out, however. It preserves neither the rank order of concentric spheres nor the equality of nonconcentric spheres, whereas both of these invariances are required by the given rank order of the interpoint distances.”

We let Shepard’s arguments stand on their own, and turn our attention to establishing a more general result using a different approach, following [6] instead.

\textbf{Theorem 3.2.} Suppose that \(\mathcal{X}\) has non-empty interior. Then a weakly isotonic function on \(\mathcal{X}\) must coincide on \(\mathcal{X}\) with a similarity transformation.

\textit{Proof.} First, suppose that \(\mathcal{X}\) is an open ball. Then the result follows from [36, Prop 7] or [6, Th 1]. We sketch the arguments following the latter reference. The line of reasoning is as follows: (1) a weakly isotonic function on such a set \(\mathcal{X}\) is continuous; (2) a weakly isotonic function on a convex set preserves midpoints, i.e., satisfies Jensen’s functional equation; note that (1) and (2) combined yield that a weakly isotonic function on an open ball is affine (i.e., coincides on its domain with an affine function); and we conclude with (3) an affine function that satisfies (3.5) on a ball is a similitude (i.e., coincides on its domain with a similarity transformation).

\(^2\)We note that, strictly speaking, the result is stated for dimension three, and earlier in the same book, for dimension two. These are Theorems 6.71 and 7.71, at least in the 1969 edition of the book.
Now, to prove the theorem as stated, let $B$ be any open ball contained in $\mathcal{X}$ and let $f$ be weakly isotonic on $\mathcal{X}$. We know that $f$ coincides on $B$ with a similarity transformation. Without loss of generality, we may assume this similarity transformation to be the identity function, in which case $f(x) = x$ for all $x \in B$. In particular, $f(B) = B$, and via (3.3), we have, for any $x \in \mathcal{X}$,

$$\|x - x'\| < \|x - x''\| \iff \|f(x) - x'\| < \|f(x) - x''\|, \text{ for all } x', x'' \in B.$$  (3.8)

By Theorem 2.1, this implies that $f(x) = x$. And this is true for any $x \in \mathcal{X}$, so that $f$ coincides with the identity function on the entirety of $\mathcal{X}$.

4 Internal Unfolding

In internal unfolding, we have $m$ individuals expressing preferences for $n$ objects, and the goal is to locate the $m$ individuals and the $n$ objects in space. Unlike in external unfolding (Section 2), the location of the objects is unknown. The origins of internal unfolding in the Psychometrics literature date back to Coombs [22] for the point model and to Bennett [12] and Tucker [59] for the vector model — although the latter coincides with some variants of factor analysis. The problem is also known as ‘multidimensional unfolding’, or just ‘unfolding’ [15].

We consider non-metric or ordinal variant of the problem, with a focus on the conditional setting where each individual ranks the objects in order of preference without first agreeing with other individuals on some ordinal scale. This corresponds to the method of triads. We consider both the point model and the vector model.

It is well-known in the field that the problem is numerically difficult as the iterative method otherwise popular in the metric setting often return degenerate solutions. This is discussed at length in [17]. See also [15, Ch 14, 15].

4.1 Point Model

4.1.1 Discrete Setting

The practitioner adopting the point model is confronted with the following problem: Given a set of row ranks $(r_{ik} : i \in [m], k \in [n])$, with each $(r_{i1}, \ldots, r_{in})$ being a permutation of $(1, \ldots, n)$, and a dimension $p \geq 1$,

Find $x_1, \ldots, x_m \in \mathbb{R}^p$ and $y_1, \ldots, y_n \in \mathbb{R}^p$ such that $\|x_i - y_k\| < \|x_i - y_l\|$ whenever $r_{ik} < r_{il}$. (4.1)

We note that any similarity transformation of a solution — applied to both the individuals and the objects — is also a solution.

Bennett and Hays [13] propose three methods for determining the smallest dimension where an exact embedding can be realized, and in the process offer some elementary observations on things like the number of isotonic regions (aka Voronoi cells). A follow-up paper by the same authors [33] considers extending the basic approach developed by Coombs [22] for the case of dimension $p = 1$ to general $p > 1$ by studying the order of individuals when projected onto lines. This combinatorial and basic geometrical work was developed further by Davidson [26, 27]. Beyond that, the only theoretical results we are aware of pertain to the study of degenerate solutions [17, 27, 28].

4.1.2 Continuous Setting

Again inspired by Shepard [51], we consider a limit model in the continuum where the number of individuals and the number of objects are both infinite, represented by subsets $\mathcal{X} \subset \mathbb{R}^p$ and $\mathcal{Y} \subset \mathbb{R}^p$, respectively.
Staying with the discrete model for a moment, two configurations in dimension \(p\), one of them \(\{x_1, \ldots, x_m; y_1, \ldots, y_n\}\) and the other \(\{x'_1, \ldots, x'_m; y'_1, \ldots, y'_n\}\), are indistinguishable if it holds that
\[
\|x_i - y_k\| < \|x_i - y_l\| \iff \|x'_i - y'_k\| < \|x'_i - y'_l\|,
\]
for all \((i, k, l) \in [m] \times [n] \times [n]\). \(\text{(4.2)}\)

In preparation to pass to the continuum, we regard these configurations as being in correspondence via the pair of functions \(x_i \mapsto x'_i\) and \(y_k \mapsto y'_k\), defined on \(\{x_1, \ldots, x_m\}\) and \(\{y_1, \ldots, y_n\}\), respectively.

When considering equivalent configurations in the continuum, we are thus led to study pairs of injective functions \(f : \mathcal{X} \to \mathbb{R}^p\) and \(g : \mathcal{Y} \to \mathbb{R}^p\) satisfying
\[
\|x - y\| < \|x - y'\| \iff \|f(x) - g(y)\| < \|f(x) - g(y')\|,
\]
for all \((x, y, y') \in \mathcal{X} \times \mathcal{Y} \times \mathcal{Y}\). \(\text{(4.3)}\)

This is equivalent to
\[
g(B(x, \|x - y\|) \cap \mathcal{Y}) = B(f(x), \|f(x) - g(y)\|) \cap g(\mathcal{Y}), \quad \text{for all } (x, y) \in \mathcal{X} \times \mathcal{Y}. \quad (4.4)
\]

We note that \(4.3\) implies
\[
\|x - y\| = \|x - y'\| \iff \|f(x) - g(y)\| = \|f(x) - g(y')\|,
\]
for all \((x, y, y') \in \mathcal{X} \times \mathcal{Y} \times \mathcal{Y}\), \(\text{(4.5)}\) which is equivalent to
\[
g(S(x, \|x - y\|) \cap \mathcal{Y}) = S(f(x), \|f(x) - g(y)\|) \cap g(\mathcal{Y}), \quad \forall (x, y) \in \mathcal{X} \times \mathcal{Y}. \quad (4.6)
\]

We first establish the result in the setting that we believe Shepard \([51]\) would have considered.

**Proposition 4.1.** In the situation where \(\mathcal{X} = \mathcal{Y} = \mathbb{R}^p\), consider any pair of injective functions \((f, g)\) satisfying \(4.3\) such that \(g(\mathbb{R}^p) = \mathbb{R}^p\). Then, it must be the case that \(f = g = L\) for some similarity transformation \(L\).

With the additional assumption that \(g(\mathbb{R}^p) = \mathbb{R}^p\), meaning that \(g\) is not only injective but also surjective, \(4.6\) becomes
\[
g(S(x, \|x - y\|)) = S(f(x), \|f(x) - g(y)\|), \quad \forall (x, y) \in \mathbb{R}^p \times \mathbb{R}^p. \quad (4.7)
\]

**Lemma 4.2.** Consider any pair of injective functions \((f, g)\) satisfying \(4.7\). If \(x, x', x'' \in \mathcal{X}\) and \(y, y', y'' \in \mathcal{Y}\) are all collinear, then so are \(f(x), f(x'), f(x''), g(y), g(y'), g(y'')\).

**Proof.** Assume without loss of generality that the points are all distinct.

We first show that \(f(x), f(x'), g(y)\) are collinear. Indeed, since \(x, x', y\) are collinear, and we just assumed that \(x + x', y\) must be that \(y\) is the only point at the intersection of \(S := S(x, \|x - y\|)\) and \(S' := S(x', \|x' - y\|)\). Now, by \(4.7\),
\[
g(S) = S(f(x), \|f(x) - g(y)\|),
\]
and, by the fact that \(g\) is injective, these two spheres only have one point in common, \(g(y)\), and so they must be tangent as well. This then implies that their centers, \(f(x)\) and \(f(x')\), are collinear with their point of contact, \(g(y)\).

By the same token, \(f(x), f(x'), g(y'), f(x), f(x'), g(y'')\), and also \(f(x), f(x''), g(y)\), must be collinear. And from all this, we are able to conclude. \(\square\)
Proof of Proposition 4.1. It suffices to show that \( f \) and \( g \) coincide, as we can then deduce from (4.3) that \( f \) is weakly isotonic, and is therefore a similarity transformation via Theorem 3.2.

Take any \( z_0 \). We want to show that \( f(z_0) = g(z_0) \). Consider \( z_1, z_1', z_2, z_2' \) on some sphere \( S \) centered at \( z_0 \) such that \( (z_1, z_1') \) and \( (z_2, z_2') \) intersect at \( z_0 \), so that \([z_1, z_1']\) and \([z_2, z_2']\) are diameters of the sphere. By (4.7), \( g(S) \) is a sphere centered at \( f(z_0) \) and passing through \( g(z_1), g(z_1'), g(z_2), g(z_2') \).

And, by Lemma 4.2, \( f(z_0), g(z_1), g(z_1') \) are collinear, and so are \( f(z_0), g(z_2), g(z_2') \), implying that \([g(z_1)g(z_1')]\) and \([g(z_2)g(z_2')]\) are diameters of \( g(S) \). By the fact that \( g \) is injective, we have that \( g(z_1), g(z_1'), g(z_2), g(z_2') \) are distinct, so that \( f(z_0) \) is the only point at the intersection of the lines \((g(z_1)g(z_1'))\) and \((g(z_2)g(z_2'))\). However, Lemma 4.2 also gives that \( g(z_0), g(z_1), g(z_1') \) are collinear, and that \( g(z_0), g(z_2), g(z_2') \) are collinear, implying in the same way that \( g(z_0) = f(z_0) \).

We now state our result for the setting that we consider. Importantly, we do not assume that (4.7) holds, and the situation becomes substantially more complicated. We are able to establish the following result.

Theorem 4.3. Suppose that either \( X = \mathbb{R}^p \) and \( Y \) has non-empty interior, or that \( X \) has non-empty interior and \( Y = \mathbb{R}^p \), and consider any pair of injective functions \((f, g)\) satisfying (4.3). Then, there is a similarity \( L \) such that \( f = L \) on \( X \) and \( g = L \) on \( Y \).

The proof occupies the rest of the section. Until the end of the proof, \((f, g)\) denotes a pair of injective functions satisfying (4.3).

Proposition 4.4. Suppose that on an open ball contained in \( X \cap Y \), \( f = g = L \) for some similarity transformation \( L \). Then \( f = L \) on the entirety of \( X \), and if either \( X = \mathbb{R}^p \) or \( Y = \mathbb{R}^p \), then \( g = L \) on the entirety of \( Y \).

Proof. Let \( B \) denote such a ball and assume without loss of generality that \( L = \text{id} \) so that \( f(x) = x \) for all \( x \in B \) and \( g(y) = y \) for all \( y \in B \). We want to show that this extends to all \( x \in X \) and all \( y \in Y \), respectively.

Take any \( x \in X \). By (4.5) and the assumptions made here,
\[
\|x - y\| = \|x - y\| \iff \|f(x) - y\| = \|f(x) - y\|, \quad \forall y, y' \in B.
\]
In words, \( x \) and \( f(x) \) are equivalent with respect to \( B \). Since \( B \) is open, we may apply Theorem 2.1 to obtain that \( x \) and \( f(x) \) coincide. Therefore, \( f(x) = x \) for all \( x \in X \).

To continue, assume without loss of generality that \( B \) is the unit ball. Take any \( y \in Y \) not in \( B \), for otherwise we already know that \( g(y) = y \). First, assume that \( X = \mathbb{R}^p \). Let \( u := y/\|y\| \) and define \( y_\pm := \pm\frac{1}{2}u \), and then \( x_\pm := \frac{1}{2}(y + y_\pm) \). Because \( y_\pm \in B \), we have \( g(y_\pm) = y_\pm \), and by construction, \( \|x_\pm - y\| = \|x_\pm - y_\pm\| = r_\pm \), so that an application of (4.5) gives \( \|x_\pm - g(y)\| = r_\pm \). This means that \( g(y) \in B(x_-, r_-) \cap B(x_+, r_+) \).

Now, assume that \( Y = \mathbb{R}^p \). It suffices to show that \( g(y) = y \) for all \( y \in B_m := B(0, m) \) for all \( m \geq 1 \) integer, and we do that by induction. We can readily start the induction since this is true for \( m = 1 \) by assumption. Assume that this holds for some given \( m \geq 1 \) and take \( y \in B_{m+1} \setminus B_m \). Let \( u := y/\|y\| \), so that \( y = (m + a)u \) for some \( 0 \leq a < 1 \). Define \( y_j := -(m - a/j)u \) for \( j = 1, 2 \), and note that \( y_j \in B_m \), so that \( g(y_j) = y_j \). Let \( x_j := \frac{1}{2}(y + y_j) \), and note that \( x_j \in B \) and also \( \|x_j - y\| = \|x_j - y_j\| = r_j \).

The arguments are now the same. Indeed, applying (4.5) gives \( \|x_j - g(y)\| = r_j \), so that \( g(y) \in B(x_1, r_1) \cap B(x_2, r_2) \). But, by construction, \( B(x_1, r_1) \cap B(x_2, r_2) = \{y\} \), forcing \( g(y) = y \).

In view of this proposition, it suffices to prove the theorem in a situation where \( X = Y \) is an open ball, which we denote \( B \) henceforth. Unless specified otherwise, all the points belong to \( B \).
For a subset $\mathcal{S} \subseteq \mathbb{R}^p$ we define $\dim \mathcal{S}$ to be the dimension of the affine space spanned by $\mathcal{S}$, denoted $\text{span} \mathcal{S}$. We denote by $\text{dir} \mathcal{S}$ the direction of $\text{span} \mathcal{S}$ and by $\text{vect} \mathcal{S}$ the vector space spanned by $\mathcal{S}$. In particular, for any $s \in \mathcal{S}$, we have $\text{dir} \mathcal{S} = \text{vect}(\mathcal{S} - s)$ and $\text{span} \mathcal{S} = s + \text{dir} \mathcal{S}$. We say that two subsets $\mathcal{S}$ and $\mathcal{S}'$ are parallel if $\text{dir} \mathcal{S} \subseteq \text{dir} \mathcal{S}'$ or $\text{dir} \mathcal{S}' \subseteq \text{dir} \mathcal{S}$.

We already saw that any pair of functions $(f, g)$ satisfying (4.3) also satisfies (4.4), which here takes the form

$$g(B(x, \|y - x\|) \cap B) = B(f(x), \|g(y) - f(x)\|) \cap g(B), \quad \forall x, y \in B. \quad (4.9)$$

It is also the case that

$$f(H^+(y, y') \cap B) = H^+(g(y), g(y')) \cap f(B), \quad \forall y \neq y' \in B; \quad (4.10)$$

$$f(H(y, y') \cap B) = H(g(y), g(y')) \cap f(B), \quad \forall y \neq y' \in B. \quad (4.11)$$

Recall that $H(y, y')$ is the hyperplane going through the midpoint of, and orthogonal to the line segment $[yy']$, while $H^+(y, y')$ is the half-space with boundary $H(y, y')$ and containing $y$.

**Lemma 4.5.** For any subset $\mathcal{S} \subseteq B$, $\dim f(\mathcal{S}) = \dim \mathcal{S}$.

*Proof.* We first prove that $\dim f(\mathcal{S}) \geq \dim \mathcal{S}$. Let $k = \dim \mathcal{S}$ and let $x_1, \ldots, x_{k+1}$ be affinely independent points of $\mathcal{S}$. Assume that $\dim \{f(x_1), \ldots, f(x_{k+1})\} < k$. Because the Vapnik–Chervonenkis dimension of affine hyperplanes in $\mathbb{R}^k$ is exactly $k + 1$, the set $\{f(x_1), \ldots, f(x_{k+1})\}$ cannot be shattered, and we can find a subset $I \subset [k+1]$ such that $\{f(x_i)\}_{i \in I}$ cannot be separated from $\{f(x_i)\}_{i \notin I}$.

But because $x_1, \ldots, x_{k+1}$ is affinely independent, it is shattered by affine hyperplanes and it exists $\mathcal{H}$ that separates $(x_i)_{i \in I}$ from $(x_i)_{i \in I^c}$. Now we can find $y, y' \in B$ such that $\mathcal{H} = H(y, y')$: indeed, it must be the case that both $I$ and $I^c$ are not empty, thus $\mathcal{H}$ operates a non-trivial separation of $(x_1, \ldots, x_k)$ and so intersects $\mathcal{B}$; since $\mathcal{B}$ is open, it is then easy to find two such points $y, y' \in B$.

Now it is straightforward to see that $H(g(y), g(y'))$ also separates $(x_i)_{i \in I}$ from $(x_i)_{i \in I^c}$ through (4.10), leading to a contradiction. Thus $\dim f(\mathcal{S}) \geq \dim \{f(x_1), \ldots, f(x_{k+1})\} \geq k = \dim \mathcal{S}$.

We now prove that $\dim f(\mathcal{S}) \leq \dim \mathcal{S}$. We do so by descending induction on $\dim \mathcal{S}$. When $\dim \mathcal{S} = p - 1$, then there exists distinct $y, y' \in B$ such that $\mathcal{S} \subseteq H(y, y')$ and (4.10) yields that $f(\mathcal{S}) \subseteq H(g(y), g(y'))$ hence $\dim f(\mathcal{S}) \leq p - 1$ by injectivity of $g$. Now by induction, if $\dim \mathcal{S} \leq p - 2$, then at least $\dim f(\mathcal{S}) \leq p - 1$. Now assume that $\dim f(\mathcal{S} \cup \{x\}) = \dim f(\mathcal{S})$ for all $x \notin \text{span} \mathcal{S}$.

Then, according to the first part of the proof,

$$\dim f(\mathcal{S}) = \dim f(\mathcal{S} \cup (B \setminus \text{span} \mathcal{S})) \geq \dim (B \setminus \text{span} \mathcal{S}) = p,$$

which is absurd. Therefore, there exists $x \notin \text{span} \mathcal{S}$ such that $\dim f(\mathcal{S} \cup \{x\}) = \dim f(\mathcal{S}) + 1$. By induction, we get

$$\dim f(\mathcal{S}) = \dim f(\mathcal{S} \cup \{x\}) - 1 \leq \dim(\mathcal{S} \cup \{x\}) - 1 = \dim \mathcal{S},$$

which ends the proof. \hfill $\Box$

**Lemma 4.6.** Let $\mathcal{R}$ be any $2^p$-tuple of $\mathcal{B}$ forming a hyperrectangle. Then $g(\mathcal{R})$ is also a $2^p$-tuple forming a hyperrectangle in the same configuration as $\mathcal{R}$.

*Proof.* It suffices to establish that, for any point set $y_1, y_2, y_3, y_4 \in \mathcal{B}$ that forms a rectangle, the point set $g(y_1), g(y_2), g(y_3), g(y_4)$ also forms a rectangle.

Assume without loss of generality that $y_1 - y_2 = y_3 - y_4$. In that case, we have $H(y_1, y_2) = H(y_3, y_4)$. Then, by (4.11), $H(g(y_1), g(y_2))$ and $H(g(y_3), g(y_4))$ both contain $f(H(y_1, y_2) \cap \mathcal{B})$,
and because that subset has dimension $p - 1$ by Lemma 4.5, it must be that $H(g(y_1), g(y_2)) = H(g(y_3), g(y_4)) =: H$. In particular, $v_{12} := g(y_1) - g(y_2)$ is parallel to $v_{34} := g(y_3) - g(y_4)$. Similarly, since $y_1 - y_3 = y_2 - y_4$, we also have that $v_{13} := g(y_1) - g(y_3)$ is parallel to $v_{24} := g(y_2) - g(y_4)$. Notice that

$$\frac{1}{2}(v_{13} + v_{24}) = \frac{1}{2}(g(y_1) + g(y_2)) - \frac{1}{2}(g(y_3) + g(y_4)) \in H - H \subset \text{dir } H,$$

which by parallelism of $v_{13}$ and $v_{24}$ can only be true if both $v_{13}, v_{24} \in \text{dir } H$. In particular, $v_{13}$ and $v_{24}$ are perpendicular to $v_{12}$ and $v_{34}$. This proves that $g(y_1), g(y_2), g(y_3), g(y_4)$ forms a rectangle in the same configuration than $y_1, y_2, y_3, y_4$. As a result, $g(R)$ is a hyperrectangle in the same configuration as $R$. \hfill \Box

As an immediate corollary, we get the following.

**Corollary 4.7.** $g(B)$ has affine dimension $p$.

**Lemma 4.8.** Let $L$ be a line intersecting $B$. Then $g(L \cap B)$ is contained in a line. Furthermore, if $L'$ is another line intersecting $B$ parallel to $L$, then $g(L' \cap B)$ is parallel to $g(L \cap B)$.

**Proof.** Let $x, x'$ and $x''$ three points of $L \cap B$. Then we can construct two hyperrectangles $R$ and $R'$ of $B$ with a common facet and such that $[xx']$ and $[x'x'']$ are two edges of $R$ and $R'$ orthogonal to that common facet. Since $g(R)$ and $g(R')$ are two hyperrectangles in the same configuration as $R$ and $R'$, they also share a common facet, and $[g(x)g(x')]$ and $[g(x')g(x'')]$ must be orthogonal to that common hyperfacet. They are thus parallel, so that $g(x), g(x')$ and $g(x'')$ are colinear.

For the second part of the proof, we can build a third hyperrectangle $R''$ of $B$ which contains two edges that are supported on $L$ and $L'$. Since $g(R'')$ is again a hyperrectangle, the images of these edges are parallel, and so must be $g(L \cap B)$ and $g(L' \cap B)$. \hfill \Box

**Lemma 4.9.** Assume that $0 \in B$ and that $g(0) = 0$. It holds that $g(y_0 + y_1) = g(y_0) + g(y_1)$ for all $y_0, y_1 \in B$ such that $0 \notin \langle y_0y_1 \rangle$ and $y_0 + y_1 \in B$.

**Proof.** Take $y_0 \in B$ and $L_0 = \text{vect}(y_0)$. Then, by Lemma 4.8, $g(L_0 \cap B) \subset \text{vect}(g(y_0))$. Now let $y_1 \in B$ such that $0 \notin \langle y_0y_1 \rangle$ and such that $y_0 + y \in B$, and denote $L_1 = \text{vect}(y_1)$. Since $g$ conserves parallelism also by Lemma 4.8, $g(L_1 \cap B)$ is contained in a line with direction $\text{vect}(g(y_0))$, so that $g(L_1 \cap B) \subset g(y_1) + \text{vect}(g(y_0))$. Similarly, $g(L_0 \cap B) \subset g(y_0) + \text{vect}(g(y_1))$. Now, since $y_0 + y_1$ is the intersection of $y_0 + L_1$ and $y_1 + L_0$, there holds

$$g(y_0 + y_1) \in g(L_0 \cap B) \cap g(L_1 \cap B) \subset \{g(y_1) + \text{vect}(g(y_0))\} \cap \{g(y_0) + \text{vect}(g(y_1))\} = \{g(y_0) + g(y_1)\}.$$

\hfill \Box

**Lemma 4.10.** Assume that $0 \in B$ and that $g(0) = 0$. It holds that $g(-y) = -g(y)$ for all $y \in B$.

**Proof.** Let $y_0 \in B \setminus \{0\}$ and let $y_1 \in B \setminus \text{vect}(y_0)$. Then there exists (a small) $z$ in $B$ that is not in $\text{vect}(y_0)$ or $\text{vect}(y_1)$ and such that $y_0 \pm z$ and $y_1 \pm z$ are in $B$. Then, thanks to Lemma 4.9,

$$g(y_0) + g(-y_0) = g(z + y_0) + g(z - y_0) - 2g(z) = g(2z) - 2g(z) = g(z + y_1) + g(z - y_1) - 2g(z) = g(y_1) + g(-y_1),$$

so that $g(y_0) + g(-y_0) \in \text{vect}(g(y_0)) \cap \text{vect}(g(y_1))$. This last intersection is $\{0\}$ by injectivity of $g$. \hfill \Box

**Lemma 4.11.** Assume that $0 \in B$ and that $g(0) = 0$. It holds that $f(0) = 0$. 

Proof. Let \( x \in \mathcal{B} \setminus \{0\} \). By (4.11), \( f(H(x, -x) \cap \mathcal{B}) \subset H(g(x), -g(x)) \), and by Lemma 4.10, \( H(g(x), -g(x)) = \text{vect } g(x)^\perp \). Thus,

\[
f(0) \in \bigcap_{x \in \mathcal{B}} \text{vect } g(x)^\perp = g(\mathcal{B})^\perp = \{0\},
\]

because \( \dim g(\mathcal{B}) = p \) thanks to Corollary 4.7. \( \square \)

Proof of Theorem 4.3. Fix an arbitrary \( x_0 \in \mathcal{B} \) and define \( g_0(x) := g(x + x_0) - g(x_0) \) and \( f_0(x) := f(x + x_0) - g(x_0) \). Then \( g_0 \) and \( f_0 \) satisfy (4.3), \( 0 \in \mathcal{B} - x_0 \) and \( g_0(0) = 0 \). Therefore, thanks to Lemma 4.11, \( f_0(0) = 0 \), and hence \( f(x_0) = g(x_0) \). We have thus established that \( f = g \) on \( \mathcal{B} \). Furthermore, combined with (4.3), we deduce that \( g \) is weakly isotonic on \( \mathcal{B} \), and must thus coincide with a similarity transformation on \( \mathcal{B} \) by way of Theorem 3.2. \( \square \)

We initially thought that we could work in Theorem 4.3 under more general conditions on \( \mathcal{X} \) and \( \mathcal{Y} \). The result might hold, for example, if \( \mathcal{X} \) and \( \mathcal{Y} \) are open and have a non-empty intersection. We do not know whether this is the case or not. It is not even clear to us whether requiring that \( \mathcal{X} \) and \( \mathcal{Y} \) intersect in that case is necessary or not. We note, however, that it is not sufficient that \( \mathcal{X} \cap \mathcal{Y} \) have non-empty interior — a condition that would be in line with what was assumed in Theorem 2.1 and Theorem 3.2. Indeed, consider a situation where \( \mathcal{X} \) is the unit ball (open or closed) and \( \mathcal{Y} = \mathcal{X} \cup \mathcal{A}, \mathcal{A} := \{au : a \geq 1\} \), with \( u \) an arbitrary normed vector. In that case, \( f = \text{id} \) on \( \mathcal{X} \) and \( g = \text{id} \) on \( \mathcal{X} \) and increasing along \( \mathcal{A} \) with \( g(\mathcal{A}) \subset \mathcal{A} \), satisfies (4.3).

4.2 Vector Model

4.2.1 Discrete Setting

In practical settings, the problem in the vector model variant of the problem is as follows: Given a set of row ranks \( (r_{ik} : i \in [m], k \in [n]) \), with each \( (r_{i1}, \ldots, r_{in}) \) being a permutation of \((1, \ldots, n)\), and a dimension \( p \geq 1 \),

Find \( x_1, \ldots, x_m \in \mathbb{S}^{p-1} \) and \( y_1, \ldots, y_n \in \mathbb{R}^p \) such that \( \langle x_i, y_k \rangle < \langle x_i, y_l \rangle \) whenever \( r_{ik} > r_{il} \). \hspace{1cm} (4.16)

(Note that change in the direction of the second inequality. We adopted this convention so that the ranks have the same meaning as they do in (4.1).) It is also the case here that any similarity transformation of a solution is also a solution. In addition, there is one more degree of freedom that comes from arbitrarily scaling the objects.

In his pioneering study, Bennett [12] provides some basic combinatorial insights into the problem, later enriched by Davidson [27]. Much closer to our contribution here, Shepard [51] discusses the theoretical foundations of this problem in a continuous model, which we detail in the next subsection.

4.2.2 Continuous Setting

In the continuous model inspired by Shepard [51], we consider a subset of individuals, \( \mathcal{X} \subset \mathbb{S}^{p-1} \), and a subset of objects, \( \mathcal{Y} \subset \mathbb{R}^p \).

In the discrete setting, two configurations in dimension \( p \) (with \( p \geq 2 \), as before), one being \( \{x_1, \ldots, x_m; y_1, \ldots, y_n\} \) and the other being \( \{x'_1, \ldots, x'_m; y'_1, \ldots, y'_n\} \), are indistinguishable when

\[
\langle x_i, y_k \rangle < \langle x_i, y_l \rangle \iff \langle x'_i, y'_k \rangle < \langle x'_i, y'_l \rangle, \quad \text{for all } (i, k, l) \in [m] \times [n] \times [n]. \hspace{1cm} (4.17)
\]

\( \therefore \)

\( \therefore \)
As we did for the point model, we see these configurations as being in correspondence via \( x_i \mapsto x_i' \) and \( y_k \mapsto y_k' \). When passing to the continuum, we end up considering pairs of injective functions \( f: \mathcal{X} \to \mathbb{S}^{p-1} \) and \( g: \mathcal{Y} \to \mathbb{R}^p \) satisfying

\[
(x, y) < (x', y') \iff (f(x), g(y)) < (f(x), g(y')), \quad \text{for all } (x, y, y') \in \mathcal{X} \times \mathcal{Y} \times \mathcal{Y}.
\] (4.18)

**Theorem 4.12.** Suppose that \( \mathcal{X} \) contains \( p + 1 \) vectors in general position, and that \( \mathcal{Y} \) is open and connected. Then any pair of injective functions \((f, g)\) satisfying (4.18) must be of the form \( f(x) = L^{-1}x/\|L^{-1}x\| \) and \( g(y) = Ly + \tau \), for some invertible linear function \( L \) and a vector \( \tau \in \mathbb{R}^p \).

Recall that a set of vectors is in general position if any \( q \) of them are linearly independent for any \( q \leq p \). We note that (4.18) implies

\[
(x, y) = (x, y') \iff (f(x), g(y)) = (f(x), g(y')), \quad \text{for all } (x, y, y') \in \mathcal{X} \times \mathcal{Y} \times \mathcal{Y}.
\] (4.19)

We will use this identity in the proof below. The following two lemmas operate under the conditions of Theorem 4.12.

**Lemma 4.13.** If \( x_1, \ldots, x_q \) are linearly independent, so are \( f(x_1), \ldots, f(x_q) \).

**Proof.** Take \( x_1, \ldots, x_q \) are linearly independent, and suppose for contradiction that \( f(x_1), \ldots, f(x_q) \) are not linearly independent, e.g., suppose \( f(x_q) \) is a linear combination of \( f(x_1), \ldots, f(x_{q-1}) \). Because \( \mathcal{Y} \) has non-empty interior, there is \( y, y' \in \mathcal{Y} \) such that \( \langle x_i, y - y' \rangle = 0 \) for \( i = 1, \ldots, q - 1 \) and \( \langle x_q, y - y' \rangle \neq 0 \). Since \( \langle x_i, y \rangle = \langle x_i, y' \rangle \) for \( i = 1, \ldots, q - 1 \), we have via (4.19) that \( \langle f(x_i), g(y) \rangle = \langle f(x_i), g(y') \rangle \) for \( i = 1, \ldots, q - 1 \). Since \( f(x_q) \) is generated by the other \( f(x_i) \), it must be the case that \( \langle f(x_q), g(y) \rangle = \langle f(x_q), g(y') \rangle \). However, \( \langle x_q, y \rangle \neq \langle x_q, y' \rangle \), since \( \langle x_q, y - y' \rangle \neq 0 \), and this implies again via (4.19) that \( \langle f(x_q), g(y) \rangle \neq \langle f(x_q), g(y') \rangle \) -- a contradiction. \( \square \)

**Lemma 4.14.** If \( g \) locally affine, then the conclusions of Theorem 4.12 hold.

**Proof.** We first note that a function that is locally affine on an open connected set must be affine on the entire set — see, e.g., [6, Lem 8]. Therefore, we must have that \( g(y) = Ly + \tau \) on the whole of \( \mathcal{Y} \), for some linear map \( L \) and some translation vector \( \tau \), and by the fact that \( g \) is injective, \( L \) must be invertible. We assume that \( \tau = 0 \) without loss of generality.

Define \( \tilde{f}(x) = f_L(x) / \|f_L(x)\| \) where \( f_L(x) := L^1 f(x) \). Then, \( \langle f(x), g(y) \rangle = \langle f_L(x), y \rangle \) and \( \text{sign}(f_L(x), y) = \text{sign}(\tilde{f}(x), y) \) on \( \mathcal{X} \times \mathcal{B} \). Therefore, for any \( x \in \mathcal{X} \), by (4.18), we have

\[
\langle x, y \rangle < \langle x, y' \rangle \iff \langle \tilde{f}(x), y \rangle < \langle \tilde{f}(x), y' \rangle, \quad \text{for all } y, y' \in \mathcal{Y}.
\] (4.20)

By Theorem 2.2, it must be the case that \( \tilde{f}(x) = x \). This, and the fact that \( f : \mathcal{X} \to \mathbb{S}^{p-1} \), then implies that \( f(x) = L^{-1}x/\|L^{-1}x\| \). And this is valid for all \( x \in \mathcal{X} \). \( \square \)

**Proof of Theorem 4.12.** By Lemma 4.14, it suffices to show that \( g \) is locally affine.

Let \( x_0, \ldots, x_p \in \mathcal{X} \) be as in the statement. In particular, \( x_1, \ldots, x_p \) form a basis of the whole space \( \mathbb{R}^p \), and \( x_0 \) does not belong to any hyperplane generated by any \( p - 1 \) elements of that basis. By applying to \( \mathcal{X} \) and \( \mathcal{Y} \) the orthogonal transformation that sends \( x_i \) to \( e_i \), the \( i \)-th canonical vector of \( \mathbb{R}^p \), we may assume without loss of generality that \( x_1, \ldots, x_p \) form the canonical basis of \( \mathbb{R}^p \). That being done, the condition on \( x_0 \) is that none of its coordinates are zero: We write \( x_0 = (a_1, \ldots, a_p) \) in the canonical basis.

In view of Lemma 4.13, it is also true that \( f(x_0), \ldots, f(x_p) \) are in general position. By applying to \( f(\mathcal{X}) \) and \( g(\mathcal{Y}) \) the orthogonal transformation that sends \( f(x_i) \) to \( e_i \), we may also assume without
loss of generality that \( f(x_1), \ldots, f(x_p) \) form the canonical basis of \( \mathbb{R}^p \). Having done that, we have
\( f(x_i) = x_i \) (or \( f(e_i) = e_i \)) for \( i = 1, \ldots, p \). And it is also true that \( f(x_0) \) has none of its coordinates equal to zero: We write \( f(x_0) = (b_1, \ldots, b_p) \) in the canonical basis.

Write \( g(y) = (g_1(y), \ldots, g_p(y)) \). Applying (4.19) with \( x = e_m \), and writing \( y = (u_1, \ldots, u_p) \) and \( y' = (u'_1, \ldots, u'_p) \), we get
\[
 u_m = u'_m \iff g_m(y) = g_m(y'),
\]
(4.21)
implying that \( g_m \) is only a function of the \( m \)-th coordinate. This allows us to rewrite \( g(y) = (g_1(u_1), \ldots, g_p(u_p)) \). Then, applying (4.18), we get
\[
 u_m < u'_m \iff g_m(u_m) < g_m(u'_m),
\]
(4.22)
implying that \( g_m \) is increasing.

We want to show that \( g \) is affine in some neighborhood of an arbitrary point \( y_0 \in \mathcal{Y} \). By applying an appropriate translation and scaling to \( \mathcal{Y} \), we may assume without loss of generality that \( y_0 \) is the origin (\( y_0 = 0 \)) and that \( \mathcal{Y} \) contains the hypercube \([-1,1]^p\). And by applying an appropriate translation to \( g(\mathcal{Y}) \), we may also assume that \( g(0) = 0 \). We now show that each \( g_m \) is linear in a neighborhood of the origin. We do so for \( m = 1 \). Applying (4.19) with \( x = x_0 \), we have
\[
 \sum_{m=1}^p a_m u_m = \sum_{m=1}^p a_m u'_m \iff \sum_{m=1}^p b_m g_m(u_m) = \sum_{m=1}^p b_m g_m(u'_m).
\]
(4.23)
Taking \( u_3 = \cdots = u_p = 0 \) and \( u'_2 = \cdots = u'_p = 0 \), we obtain the identity
\[
 a_1 u_1 + a_2 u_2 = a_1 u'_1 \iff b_1 g_1(u_1) + b_2 g_2(u_2) = b_1 g_1(u'_1),
\]
(4.24)
which in turn implies
\[
 g_1(u_1 + \frac{a_1}{a_2} u_2) = g_1(u_1) + \frac{b_2}{b_1} g_2(u_2).
\]
(4.25)
This is valid for \( u_1, u_2 \in [-1,1] \) such that \( |u_1 + \frac{a_1}{a_2} u_2| \leq 1 \). Applying this with \( u_1 = 0 \), using the fact that \( g_1(0) = 0 \), we get
\[
 g_1(\frac{a_1}{a_2} u_2) = \frac{b_2}{b_1} g_2(u_2),
\]
(4.26)
whenever \( |\frac{a_1}{a_2} u_2| \leq 1 \), and re-injecting that into the previous identity, and changing variables, we get
\[
 g_1(u_1 + v_1) = g_1(u_1) + g_1(v_1),
\]
(4.27)
when \( |u_1| \leq 1, |v_1| \leq \min(1, \frac{a_2}{a_1}) \), and \( |u_1 + v_1| \leq 1 \). Therefore, \( g_1 \) is additive in a neighborhood of the origin. Although additive functions are not linear in general, it is a known fact that a monotone additive function on the real line is linear \([11, \text{Ex 15 L-M}]\). It is true that we have only shown that \( g_1 \) is additive in a neighborhood of the origin, not the entire real line, but the usual arguments apply to show that it is linear in the same neighborhood.\footnote{See, for example, \texttt{https://math.stackexchange.com/a/1143841}}

We note that the condition on \( \mathcal{X} \) in Theorem 4.12 cannot be weakened. To see this, consider the example situation where \( \mathcal{X} = \{e_1, \ldots, e_p\}, \mathcal{Y} = \mathbb{R}^p, f(e_i) = e_i \) for all \( i \), and \( g(u_1, \ldots, u_p) = (g_1(u_1), \ldots, g_p(u_p)) \) where each \( g_m \) is increasing on \( \mathbb{R} \). The assumption that \( \mathcal{Y} \) is connected is also necessary. To see this, consider the example situation where \( \mathcal{X} = \{e_0, e_1, \ldots, e_p\} \) with \( e_0 \propto (1, \ldots, 1) \), \( \mathcal{Y} = \mathcal{Y}_0 \cup \mathcal{Y}_1 \) with \( \mathcal{Y}_0 := B(0,1) \) and \( \mathcal{Y}_1 := B(3e_0,1) \), \( f(e_i) = e_i \) for all \( i \), and \( g(y) = y + \tau_s \) on \( \mathcal{Y}_s \), with \( \tau_0 < \tau_1 \) coordinate-wise.
5 Discussion

The paper provides a comprehensive theory of ordinal embedding in some of its main variants in the continuous model of Shepard [51]. We firmly believe that the sort of analysis done in [6, 36] in the finite sample setting is possible in the context of external and internal unfolding, but carry this out would make the study substantially more technical.

Although it might be possible to sharpen some of our results by dropping or weakening some assumptions, more importantly, we have avoided issues of missingness and errors in the data. While there is a good amount of some theory available in the metric setting on these two issues, for example, in [2, 7, 8, 35] (and of course the whole literature on Graph Rigidity Theory) there is comparatively little in the ordinal setting. A situation with some missingness, where only local comparisons are available, is considered in the context of ordinal embedding in [6], and some theory is developed in a framework that allows for erroneous comparisons in [34]. However, we do not see an elegant and useful way of extending the continuous model to allow for missingness and noise in the comparisons.
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A Appendix

A.1 Vector Model for Ordinal MDS

We propose a possible vector model for ordinal MDS where the items are to be embedded as vectors in the unit sphere. We are not aware of publications considering this problem, at least not in the ordinal setting.
A.1.1 Discrete Setting

In practice, when dealing with a finite set of items that need to be embedded in the unit sphere, the problem is as follows: Given a set of row ranks \((r_{ij} : i, j \in [n])\), with each \((r_{i1}, \ldots, r_{in})\) being a permutation of \((1, \ldots, n)\), and a dimension \(p \geq 1\),

\[
\text{Find } x_1, \ldots, x_n \in \mathbb{S}^{p-1} \text{ such that } (x_i, x_j) < (x_i, x_k) \text{ whenever } r_{ij} > r_{ik}. \tag{A.1}
\]

We note that any orthogonal transformation of a solution is also a solution.

In view of the fact that \(|x - x'|^2 = 2(1 - \langle x, x' \rangle)\) for all \(x, x' \in \mathbb{S}^{p-1}\), the problem is in fact the same as (3.1) but with the embedding space being \(\mathbb{S}^{p-1}\) instead of \(\mathbb{R}^p\).

A.2 Continuous Setting

Reasoning as we did in throughout the paper, and in particular in Section 3.2, if we follow Shepard [51] we arrive at a limit model in the continuum where the set of items forms an uncountably infinite subset \(\mathcal{X} \subset \mathbb{S}^{p-1}\), and we are led to study injective functions \(f : \mathcal{X} \to \mathbb{S}^{p-1}\) that are weakly isotonic, meaning that satisfy (3.3), or equivalently,

\[
(x, x') < (x, x'') \iff (f(x), f(x')) < (f(x), f(x'')), \quad \text{for all } x, x', x'' \in \mathcal{X}. \tag{A.2}
\]

We note that (3.5) also applies here, or equivalently,

\[
(x, x') = (x, x'') \iff (f(x), f(x')) = (f(x), f(x'')), \quad \text{for all } x, x', x'' \in \mathcal{X}. \tag{A.3}
\]

We quickly note that this implies that

\[
f(-x) = -f(x) \text{ for all } x \in \mathcal{X} \text{ such that } -x \in \mathcal{X}. \tag{A.4}
\]

We content ourselves with the following analog of Proposition 3.1.

**Proposition A.1.** Suppose that \(\mathcal{X} = \mathbb{S}^{p-1}\). Then any bijective function \(f : \mathbb{S}^{p-1} \to \mathbb{S}^{p-1}\) satisfying (A.2) must be an orthogonal transformation.

The arguments are very similar to — and simpler than — those underlying Theorem 3.2. The setting of Proposition A.1 is in place.

**Lemma A.2.** In the present context, \(f\) is continuous.

*Proof.* Fix \(x \neq x'\) in \(\mathbb{S}^{p-1}\). Let \(\mathcal{C}\) denote the great circle passing through \(x\) and \(x'\), and let \(x_0 = x, x_1, \ldots, x_{m-1}, x_m\) be regularly placed along \(\mathcal{C}\) in sequence so that \(\langle x_{j-1}, x_j \rangle = \cos(2\pi/m)\) for all \(j\). We choose \(m\) largest so that \(\cos(2\pi/m) \leq \langle x, x' \rangle\). By construction,

\[
m > \frac{2\pi}{\cos^{-1}(x, x') - 1}. \tag{A.5}
\]

Since

\[
\langle x, x' \rangle = \langle x_0, x' \rangle = \langle x_0, x_1 \rangle = \langle x_1, x_2 \rangle = \cdots = \langle x_{m-1}, x_m \rangle,
\]

by (A.2) and (A.3), we have

\[
\langle f(x), f(x') \rangle = \langle f(x_0), f(x_1) \rangle = \langle f(x_1), f(x_2) \rangle = \cdots = \langle f(x_{m-1}), f(x_m) \rangle.
\]
Therefore, if we define $\theta := \cos^{-1}(f(x_0), f(x_1))$, we have that $\theta \geq \cos^{-1}(f(x), f(x'))$ and that
\[
\{f(x_0), f(x_1), \ldots, f(x_m-1)\}
\] forms a $\theta$-packing of $S^{p-1}$. It is well-known that such a packing must have cardinality $\leq C_0 \theta^{-(p-1)}$ for some constant $C_0$ depending only on $p$. Hence,
\[
m \leq C_0\left[ \cos^{-1}(f(x), f(x')) \right]^{-(p-1)}. \tag{A.6}
\]

Combining (A.5) and (A.6), we obtain
\[
\cos^{-1}(f(x), f(x')) \leq C_1\left[ \cos^{-1}(x, x') \right]^{1/(p-1)},
\]
for some other constant $C_1$ that depends only on $p$. This is equivalent to
\[
\cos^{-1}\left(1 - \frac{1}{2}\|f(x) - f(x')\|^2\right) \leq C_1\left[ \cos^{-1}\left(1 - \frac{1}{2}\|x - x'\|^2\right) \right]^{1/(p-1)}.
\]

Since $\cos^{-1} : [-1, 1] \to [0, \pi]$ is a homeomorphism with value 0 at 1, this inequality implies that $f$ is continuous.

**Lemma A.3.** In the present context, $f$ preserves midpoints.

In the proof of this lemma, we will use the following analog of (3.7), where the spheres are understood as being within $S^{p-1}$:
\[
f(S(x, \|x - x'\|)) = S(f(x), \|f(x) - f(x')\|), \quad \forall x, x' \in S^{p-1}. \tag{A.7}
\]

**Proof.** Fix $x, x' \in S^{p-1},$ distinct and not diametrically opposed. The midpoint of $x, x'$ is the unique equidistant point on the shortest arc joining them. Let $x_0$ denote that point. Staying within $S^{p-1}$, let $S$ (resp. $S'$) denote the sphere with diameter $[xx_0]$ (resp. $[x'x_0]$), and let $x_1$ (resp. $x'_1$) denote its center so that $S = S(x_1, a)$ and $S' = S(x'_1, a)$ with $a := \|x_1 - x_0\| = \|x'_1 - x_0\|$. By construction, $x_0$ is the only point at the intersection of these two spheres.

By (A.7), $f(S) = S(f(x_1), b)$ and $f(S') = S(f(x'_1), b)$ with (using (3.5)) $b := \|f(x_1) - f(x_0)\| = \|f(x'_1) - f(x_0)\|$. Moreover, by injectivity of $f$, $f(x_0)$ is the only point at the intersection of these two spheres of equal radius. Therefore, $f(x_0)$ must be the midpoint of $f(x)$ and $f(x')$. \hfill \Box

**Proof of Proposition A.1.** Let $e_1, \ldots, e_p$ denote the canonical basis on $\mathbb{R}^p$. Without loss of generality, we may assume that $f(e_j) = e_j$ for all $j$. By (A.4), we then know that $f(-e_j) = -e_j$ for all $j$ as well. Let $\mathcal{U}_0 = \{\pm e_1, \ldots, \pm e_p\}$ and define $\mathcal{U}_1, \mathcal{U}_2, \ldots$ recursively by letting $\mathcal{U}_i$ be made of the midpoints of any pair of points in $\mathcal{U}_{i-1}$ that are not diametrically opposed. Then let $\mathcal{V} = \mathcal{U}_0 \cup \mathcal{U}_1 \cup \ldots$. By applying Lemma A.3 recursively, we obtain that $f(x) = x$ for any point $x \in \mathcal{V}$. But since $\mathcal{V}$ is dense in $S^{p-1}$, and $f$ is continuous (Lemma A.2), we must have $f(x) = x$ for all $x \in S^{p-1}$. \hfill \Box