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ABSTRACT: Sea surface slope (SSS) responds to oceanic processes and other environmental parameters. This study aims
to identify the parameters that influence SSS variability. We use SSS calculated from multiyear satellite altimeter observa-
tions and focus on small resolvable scales in the 30–100-km wavelength band. First, we revisit the correlation of mesoscale
ocean variability with seafloor roughness as a function of depth, as proposed by Gille et al. Our results confirm that in
shallow water there is statistically significant positive correlation between rough bathymetry and surface variability,
whereas the opposite is true in the deep ocean. In the next step, we assemble 27 features as input variables to fit the SSS
with a linear regression model and a boosted trees regression model, and then we make predictions. Model performance
metrics for the linear regression model are R2 5 0.381 and mean square error5 0.010 mrad2. For the boosted trees model,
R2 5 0.563 and mean square error 5 0.007 mrad2. Using the hold-out data, we identify the most important influencing
factors to be the distance to the nearest thermocline boundary, significant wave height, mean dynamic topography gradi-
ent, and M2 tidal speed. However, there are individual regions, that is, the Amazon outflow, that cannot be predicted by
our model, suggesting that these regions are governed by processes that are not represented in our input features. The
results highlight both the value of machine learning and its shortcomings in identifying mechanisms governing oceanic
phenomena.
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1. Introduction

Sea surface slope (SSS) varies in response to a range of oceanic
processes. On scales large enough to represent geostrophic
flows, it is a measure of geostrophic velocity; on smaller scales,
it varies with tides, surface waves, internal waves, eddies, etc.
Large-scale ocean processes are generally well observed and
have been studied since the era of satellite altimetry. Meso-
scale oceanic variability (30–100 km), however, is less under-
stood, as its signatures on the sea surface generally occur on
scales smaller than the 100–200-km resolution of the widely
used multimission sea surface height (SSH) product distrib-
uted by the Copernicus Marine Service (CMEMS; Ballarotta
et al. 2019). Despite their small scales, mesoscale oceanic
processes provide an essential link in the ocean’s large-scale
circulation and are associated with eddy kinetic energy gen-
eration and dissipation (Ferrari and Wunsch 2009).

In this paper, our goal is to investigate the sea surface
variability of small resolvable scales in the 30–100-km
wavelength band and to contrast this with variability at
scales greater than 100 km. We use SSS calculated from
multiyear satellite altimeter observations as a metric for
ocean variability. The major questions that we address are:
how well can we characterize SSS variability, and what vari-
ables are needed to explain SSS variability? We know from
previous studies (e.g., Gille et al. 2000; Nikurashin and
Legg 2011) that surface variability is linked to bathymetry,
seafloor roughness, and baroclinic instability, among other
variables. Using satellite altimeter data, Gille et al. (2000)

found evidence that mesoscale oceanic variability (with spatial
scales from 80 to 160 km) is indirectly controlled by bathymetry:
in ocean regions that are deeper than 4800 m, seafloor rough-
ness is anticorrelated with SSS variability, implying that rough
topography helps to dissipate mesoscale kinetic energy. In
contrast, in shallow waters, seafloor roughness and sea surface
slope variability are correlated, implying that mesoscale vari-
ability is generated over rough topography. Nikurashin and
Legg (2011) used numerical simulations to show that the
energy from large-scale internal tides to smaller-scale internal
waves depends on seafloor roughness, tidal amplitudes, and
the Coriolis frequency. While the comparisons of Gille et al.
(2000) provided a statistical assessment, depth-dependent im-
pacts of roughness could explain less than 10% of the overall
variability in SSS. Here we aim to learn what other parame-
ters might influence small-scale SSS variability.

We address the major question in two ways: (i) How well can
we predict oceanic variability on global scales, and what fraction
of the global variance can we predict? (ii) Are there particular
regions that are unusual and cannot be predicted? For places
where the surface variability responds to a particular local effect
(e.g., the Amazon outflow), can the variability be represented
using a statistical model derived with machine learning?

We aim to answer the above questions by using three statisti-
cal methods: 1) Correlation analysis, in which we revisit the con-
ditional correlation between seafloor roughness versus SSS
variability as a function of depth, as proposed in Gille et al.
(2000), with updated datasets, and we explore linear correlations
between sea surface variability and other variables. 2) Machine
learning using a linear regression approach. 3) Machine learning
with a boosted trees algorithm. Both machine learning methodsCorresponding author: Yao Yu, yayu@ucsd.edu
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take in multiple features to predict the sea surface variability,
analyze the relevance of each feature, and discuss prediction
failures. While conditional correlation analysis quantifies the
linear dependence between variables, it lacks the flexibility to
handle nonlinear dependencies on multiple variables. The lin-
ear regression model is straightforward, and it assumes that la-
bels (what we are attempting to predict or forecast, i.e., SSS
variability in this study), are a linear combination of different
features. While this assumption will prove to be inadequate to
explain all variability, the linear regression is a base model that
is able to identify linear relations between the SSS variability
and features. In contrast to conventional linear regression, the
boosted tree model can capture nonlinear relationships between
the features and the outcome. It uses the boosting method that
sequentially combines decision trees, in a way that each new
tree fits the residuals from the previous step so that the model
improves (Friedman 2002). Decision trees use a greedy algo-
rithm that finds the optimal data split solution for each node,
which is a split on a feature at a specific value, resulting in the
largest information gain (Quinlan 1986). Both models assist in
understanding the governing factors of SSS variability in our
case. In section 2b we introduce strategies for ranking features,
that is, selecting governing factors.

We estimate the global ocean variability in the form of
SSS variability using satellite altimetry profiles from Geosat,
Environmental Satellite (Envisat), CryoSat-2, Jason-1/Jason-2,
Satellite with Argos and Altika (SARAL), and Sentinel-3A/
Sentinel-3B collected from 1993 to 2021 (an updated version
of the dataset as in Sandwell et al. 2019). SSS is the along-
track derivative of SSH. Thus, it achieves finer spatial resolu-
tion than SSH by “whitening” the red spectrum slope of SSH
and is more sensitive to high-wavenumber signals. Note that
this is a 1D along-track slope, so it only approximates a 2D
slope estimate. The slope estimates come from a variety of di-
rections depending on the inclination of the satellite orbit.
Sandwell et al. (2019) showed that SSS variability from multi-
year repeat and nonrepeat altimetry missions is able to reveal
oceanic processes with scales as small as 25 km. The combina-
tion of multiyear satellite altimetry profiles provides a dense
ground track coverage at the cost of losing temporal resolu-
tion. In contrast, the gridded SSH product using multisatellite
data distributed by CMEMS, has a temporal resolution of
10–33 days and a spatial resolution of about 100–200 km
(Ballarotta et al. 2019; Taburet et al. 2019). The coarse spa-
tial resolution of the multisatellite data is restricted by the
wide cross-track distance and instrument noise (Fu and
Ubelmann 2014). This product is not able to fully capture me-
soscale oceanic activities and is thus not adopted in our study.

We study the SSS variability in two wavelength bands: 1) a
band encompassing mesoscale variability as well as larger
submesoscale features (30–100 km). As a shorthand, we re-
fer to this band as the mesoscale; 2) the large-scale band
(.100 km). The mesoscale band is generally hard to observe
on a global scale. It contains the variation of unbalanced wave
motions and the mesoscale eddies that include coherent vorti-
ces, filaments, squirts, and spirals. Unbalanced wave motions
are mostly attributed to internal tides or waves, and they are
generally greater in amplitude over rough topography (i.e.,

the Hawaiian Ridge) or in highly stratified zones (i.e., the
Amazon shelf). The mesoscale eddies emerge from the insta-
bilities of strong geostrophic flows, and they contain the
majority of oceanic kinetic energy (Zhang and Qiu 2018).
Large-scale SSS variability is well characterized, and it is re-
lated to balanced geostrophic flows that have large values of
mean SSS, that is, western boundary currents and the Antarc-
tic Circumpolar Currents (ACC). Slight perturbations to the
large-scale mean SSS lead to variability at large spatial scales.
The transition scale that delineates balanced geostrophic flows
and unbalanced wave motions depends sensitively on local
mesoscale eddy variability and varies with time (Qiu et al.
2018). The 100-km delineation here is an empirical choice.
While there is no consensus on the transition scale, it is gener-
ally short (below 40 km) in eddy-intensified western boundary
currents and in the ACC, and it increases equatorward in rela-
tive stable regions (40–100 km in subtropical and subpolar
gyres; .200 km in the tropical oceans) (Qiu et al. 2017, 2018).
The 30–100-km mesoscale band contains both unbalanced
wave motions (internal tides, near-initial flows) and balanced
geostrophic flows. The dominant component of the flow is
geographically and temporally dependent.

This paper is organized as follows: In section 2, we intro-
duce data and methods used in this study. In section 3, we
revisit the approach used by Gille et al. (2000) to assess the
correlation between SSS and seafloor roughness as a function
of ocean depth. This section also builds a linear regression
model and a boosted trees model to infer SSS variability from
other influencing factors including stratification, ocean basins,
and distance to the nearest thermocline boundary. We make
predictions of SSS variability and identify the dominant fac-
tors that contribute to the SSS variability. We summarize and
discuss perspectives in section 4.

2. Data and methods

a. Data

1) SEA SURFACE SLOPE VARIABILITY

In this paper, we calculate SSS variability in the mesoscale
band (30–100 km) and large-scale band (.100 km) using multi-
year along-track altimetry. Calculation steps are described below.

We take the along-track profiles from Geosat, Envisat,
CryoSat-2, Jason-1/Jason-2, SARAL/Altika, and Sentinel-3A/
Sentinel-3B collected from 1992 to 2021. Standard 1-Hz geo-
physical data records are inadequate for this analysis because
the retracking of the waveform does not account for the high
correlation between significant wave height (SWH) and ar-
rival time (Sandwell and Smith 2005; Zaron and DeCarvalho
2016). Moreover, the 1-Hz boxcar averaging aliases noise at
less than 1 Hz (∼14-km wavelength) into the 30–50-km wave-
length band. Last, to achieve a uniform quality among the
various altimeters, one must retrack, filter, and edit the
raw waveform data in a consistent way. To retrack raw
waveform data [except for CryoSat Synthetic Aperture
Mode (SAR) and SAR 1 interferometer mode (SIN) and
Sentinel-3A/Sentinel-3B], we adopt a two-pass method that
effectively reduces the wave height noise and improves the
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range precision of altimeter echoes by a factor of 1.5–1.7
(Garcı́a-Garcı́a and Ummenhofer 2015; Zhang and Sandwell
2017). We edit 20 Hz waveform data using flags provided in
the level-1 product. We then apply a Parks–McClellan low-
pass filter with half gain at 6.7 km and downsample data to
5 Hz. We apply geophysical corrections, including wet and dry
troposphere delay, inverse barometer effect, and solid Earth
and ocean tides (FES2014; Carrère et al. 2016). We further edit
data with residuals from the EGM 2008 model greater than
3 standard deviations [typically. 30 microradians (mrad)]. We
apply a second Parks–McClellan low-pass, derivative filter with
half gain at 8.3 km to all profiles and form along-track SSS. We
apply local geoid corrections (Sandwell and Smith 2014) and
remove the mean SSS to obtain slope anomalies that reflect
oceanic variability, wave height noise, and tide model error.

For isotropic geostrophic flows, SSS variability is linearly
related to eddy kinetic energy: Ek 5 〈y ′2〉 5 〈(h′/l)2〉g2/f2,
where eddy kinetic energy Ek is defined as the time-averaging
of squared surface geostrophic velocity perturbations 〈y ′2〉, g
is gravity, f is the Coriolis parameter, and h′/l is the along-

track SSS anomaly. Thus, SSS variability
��������������〈(h′/l)2〉√

repre-
sents eddy kinetic energy for flows on scales large enough to be
geostrophically balanced. The relation does not apply for flows
that are not geostrophically balanced, either because they rep-
resent small-scale ageostrophic motions or because they occur
in equatorial regions, where the Coriolis parameter approaches
zero. SSS variability with wavelengths shorter than 30 km is
mostly buried in wave height noise. Thus, we apply a 30-km
Gaussian low-pass filter to reduce noise (Sandwell et al. 2019).

We sort the SSS anomalies into 7 arc min 3 5 arc min
blocks and use the absolute median value in each block to
represent oceanic variability. The mesoscale and large-scale
SSS variability are shown in Fig. 1. In the mesoscale band, we
can see patterns of variability that are potentially consistent
with signals due to internal tides as well as horizontally
sheared boundary current motions. For example, there is
strong variability associated with internal tides over rough
topography (the Mid-Atlantic Ridge, the Southwest Indian
Ridge, and the Hawaiian Ridge) and continental shelves
(the Amazon shelf and the Mascarene Basin). There is also
strong SSS variability in the vicinity of western boundary
currents and the ACC. On large scales, the strong SSS vari-
abilities are always associated with western boundary cur-
rents and the ACC, where the mean SSSs are large.

2) ENVIRONMENTAL PARAMETERS

For the correlation analysis, we use bathymetry, seafloor
roughness, and SSS variability to revisit the relation between
roughness and eddy kinetic variability as a function of sea-
floor depth as in Gille et al. (2000). For machine learning ap-
proaches, we use 27 features (listed below) as input variables
to build a linear regression model and a boosted tree model
to predict the SSS variability. Our analysis screens out regions
poleward of 608, where strong seasonal sea ice contaminates
oceanic signals. The Jason-1/Jason-2 orbit was designed with
a 668 latitude inclination. We exclude all land, lakes, ponds,
and semienclosed seas including the Mediterranean Sea, Gulf

of Mexico, and Caribbean Sea. We also exclude coastal regions
where ocean depth is less than 100 m. All features are proc-
essed to have consistent spatial coverage (608S–608N) and reso-
lution (7 arc min by 5 arc min). We normalize features such
that the normalized features have similar ranges and compara-
ble variances. We retain the sign of latitude, we linearly scale
the absolute latitude to range from 0 to 2, we apply a scaler to
all other features that subtracts the median, and we scale each
feature to the interquartile range. The centering and scaling
statistics of the scaler are based on percentiles and are there-
fore robust to large marginal outliers. The 27 features are either
associated with the solid Earth or the dynamic ocean. Features
are described below and shown in Fig. 2.

(i) Seafloor roughness

Seafloor roughness is the root-mean-square (RMS) height
of short wavelength bathymetry (we use a wavelength range
of 50–160 km in this study). The roughness directly derived
from SRTM151V2.3 predicted bathymetry (Tozer et al.
2019) is underestimated, because the gravity anomalies from
small structures including abyssal hills, small seamounts, and
so on, are attenuated in altimetry measurements. Goff (2010)
put forward that the statistical properties of abyssal morphol-
ogy can be related to the gravity field that is derived from sat-
ellite altimetry using the upward continuation formulation.
We produce a roughness map by adding back the latest abys-
sal hill RMS height from Goff (2020) to predicted bathymetry
in the following steps:

1) square the Goff (2020) RMS height and replace with 0 over
regions measured by ship soundings;

2) apply a high-pass Gaussian filter to the SRTM151V2.3
predicted bathymetry at 160 km then square the result;

3) combine the above two datasets and apply a low-pass
Gaussian filter with 0.5 gain at 50 km to eliminate contam-
ination from wave height noise in satellite measurements;

4) take the square root of the dataset in step 3 to get RMS
roughness, which is the square root of the average
squared bathymetry deviation about a linear trend. We
recovered the abyssal hill roughness while keeping all ship
soundings untouched. The uncharted small seamounts are
not taken into consideration in this study.

(ii) Smooth seafloor roughness

Seafloor roughness is low-pass filtered using a Gaussian
filter with half gain at 500 km to obtain the smooth seafloor
roughness. This captures the locations of large-scale rough
seafloor and is less sensitive to estimation errors than
roughness itself.

(iii) Bathymetry

We use the STRM151V2.3 15 arc-s-resolution bathyme-
try map that includes . 33.6 million multibeam and single
beam measurements (covering 15% of the ocean; Wölfl
et al. 2019) and retracked range measurements from
Geosat, Envisat, CryoSat-2, Jason-1/Jason-2, and SARAL/Altika
(Tozer et al. 2019).
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(iv) Ocean depth slope

Internal tides are generally generated over variable bottom
topography such as continental slopes (Baines 1982). Small
topography structures like abyssal hills and seamounts associ-
ated with slopes up to 0.2, are not fully captured in the
SRTM151V2.3 bathymetry map. These features are potential
sites for internal tide generation. The synthetic bathymetry
map (SYNBATH) includes the statistics of abyssal hills and
Gaussian-shaped small uncharted seamounts (Sandwell et al.
2022). We use the magnitude of the vector gradient of the
SYNBATH to represent the ocean depth slope.

(v) Vertical gravity gradient

Vertical gravity gradient (VGG) is the vertical derivative of
gravity anomaly and is linearly related to the derivative of the

mean SSS through Laplace’s equation (Sandwell 2022). It de-
scribes the bumps and dips from the topography of the seafloor.
We use the 1 arc min marine VGG of the SRTM151V2.3
product (Tozer et al. 2019).

(vi) Free-air gravity

Free-air gravity is the negative radial derivative of the
disturbing potential evaluated on the geoid (Sandwell 2022).
We use the 1 arc min marine free-air gravity anomalies of
the SRTM151V2.3 product (Tozer et al. 2019). (In Fig. 6
“FA_gravity” represents free-air gravity.)

(vii)–(viii) Seafloor spreading rate and oceanic crustal age

Seafloor spreading rate and oceanic crustal age are two fun-
damental geophysical variables. Oceanic crusts are young at

FIG. 1. (a) Mesoscale (30–100 km) and (b) large-scale (.100 km) SSS variability. 1 microradian
is equal to a 1-cm change in height over a horizontal distance of 10 km. All plots are at
7 arc min 3 5 arc min resolution using a Mercator projection. All land is gray. Note that the
color scales for (a) and (b) are different.
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newly generated midocean ridges. Spreading rate is the rate at
which an ocean basin widens due to seafloor spreading. It
ranges from less than 40 mm yr21 at the Mid-Atlantic Ridge to
more than 100 mm yr21 at the east Pacific Rise. We use the
seafloor spreading rate and oceanic crustal age from Seton et al.
(2020). The dataset is based on magnetic anomaly identifi-
cations and the plate tectonic model of Müller et al. (2019).
Regions of present-day deformation are not available and are
replaced with zeros in the normalized datasets.

(ix) Mean dynamic topography

The mean dynamic topography (MDT) is the current re-
lief that shows steady-state general circulation with gyres
and associated western boundary currents. We use the
DTU10 MDT, which is the difference between the 12-yr
averaged sea surface and the EGM2008 geoid (Andersen
and Knudsen 2009). It measures the expected sea surface

height due to currents like the Gulf Stream and the
Kuroshio.

(x) Mean dynamic topography gradient

The gradient of dynamic topography is proportional to the
geostrophic component of ocean surface current speed. We
take the vector gradient of the MDT topography and use the
magnitude as MDT gradient.

(xi)–(xiv) K1 and M2 tidal amplitude and current speed

Barotropic tides are the major origin of internal tide
generation, which leads to SSS variability. We use the two
largest components, the K1 and M2 tides, with their tidal
amplitude and surface current speed from the FES2014 tide
model as features. FES2014 tide model is the latest finite
element solution tide model assimilating long-term alti-
metry data and tidal gauges (Carrère et al. 2016). Note that

FIG. 2. The 27 normalized environmental parameters used in this study. Land is masked as light gray. All areas that were excluded
(lakes, ponds, inland ocean, and coastal areas) are masked as dark gray. All plots are at 7 arc min3 5 arc min resolution using a Mercator
projection.
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barotropic tides are removed from along-track altimetry
observations.

(xv) Sediment thickness

The seafloor is covered in varying amounts of sediment,
and the thickness ranges from a few tens of meters in the
open ocean, to several kilometers near the coasts. We use the
global ocean sediment thickness map (GlobSed) derived from
seismic reflection data (Straume et al. 2019).

(xvi)–(xviii) Stratification N2

Internal tides are generated in stratified water by the inter-
action of barotropic tides over rough bottom topography
(Garrett and Kunze 2007), and stratification is a key factor in
learning the SSS variability. Stratification can be represented
by the buoyancy frequency N, or the Brunt–Väisälä fre-
quency. Using the annual statistical mean salinity and tem-
perature data from the World Ocean Atlas 2018 (WOA18),
we evaluate the mean buoyancy frequency N for the mixed
layer (0–100 m), upper ocean (100–300 m) and deep ocean
(300–2000 m) with the Gibbs Seawater oceanographic tool-
box (McDougall and Barker 2011).

(xix) M2 tide critical slope

Critical slope is the bottom slope that equals the angle at
which rays of internal waves of tidal frequency propagate. It
is a key parameter governing the internal tide generation. We
estimate the critical slope of the M2 tide following Eq. (1)
of Becker and Sandwell (2008). The calculation uses WOA18
salinity and temperature data to calculate the buoyancy
frequency N at different depths and then extrapolates N
to the seafloor, assuming an exponential function of depth
(St. Laurent and Garrett 2002).

(xx) Fractions of slope above critical

The smallest seamounts that are detectable in the satellite al-
timetry could be 800 m in height and 4 km in radius (Gevorgian
et al. 2021). Our spatial resolution of 7 arc min 3 5 arc min is
coarser than the scales of small tectonic structures including
seamounts. We use the 15-arc-s SYNBATH bathymetry
map (Sandwell et al. 2022) to calculate seafloor slope, then
calculate the fractions of super critical slope of M2 tide in
each 7 arc min 3 5 arc min grid. (In Fig. 6, we use “fractions”
to represent fractions of slope above critical.)

(xxi) Mixed layer depth

The ocean mixed layer is a surface layer of nearly uniform
density resulting from stirring of surface waters by the wind
or heat fluxes. As a feature, we use the 12-month average of
the monthly mean mixed layer depth (MLD) product derived
from almost 2 450 000 Argo profiles collected through March
2021 (Holte et al. 2017).

(xxii)–(xxiii) Absolute latitude and the sign of latitude

Some ocean activities are tied to the latitude; for example,
ocean eddies scale with the Rossby radius, which varies with
latitude; zonal jets are also shown to populate every part of

the ocean (Maximenko et al. 2005). We use the absolute lati-
tude and the sign of latitude (1 for the Northern Hemisphere
and 21 for the Southern Hemisphere) as features in this
study. We avoid using longitude as a feature. Using both the
longitude and latitude as features would allow the model to
take a shortcut using geographic coordinates in training, in-
stead of learning the relations between input physical features
and output labels as we expect.

(xxiv) Reciprocal of latitude

The reciprocal of Coriolis frequency connects the SSS to
the EKE, or the average geostrophic flow speed. Coriolis fre-
quency is defined as f 5 2v sin(f), where f is the latitude and
v is Earth’s angular speed. Coriolis frequency f sets the lower
bound for the frequency of internal wave motions. For this
study, we neglect the constants and slightly modify the term
to be 1/[sin(|f|) 1 0.2], where 0.2 is added to the denominator
to avoid a singularity at the equator.

(xxv) Ocean basins

Different basins of the ocean exhibit large-scale differences
in stratification and circulation. To allow for the possibility of
basin-scale variability that is not readily represented by the
other variables, we identify each ocean basin with an integer
from 21 to 4 to distinguish the Southern Ocean, the Indian
Ocean, the North Pacific Ocean, the South Pacific Ocean, the
North Atlantic Ocean, and the South Atlantic Ocean.

(xxvi) Distance to the nearest thermocline boundary

A thermocline is the transition layer where temperature
decreases rapidly from the mixed upper layer of the ocean
to much colder deep water. It is associated with high stratifica-
tion and creates conditions for internal tide generation. We use
the 12-month average of the monthly maximum mean mixed
layer depth product collected from Argo profiles to represent
the thermocline depth (Holte et al. 2017). We pick out the
boundary where the thermocline intersects the ocean floor,
and we calculate the nearest distance to the boundary as a fea-
ture. (In Fig. 6, “distance” denotes distance to the nearest ther-
mocline boundary.)

(xxvii) Significant wave height

Winds and wave heights are highly correlated. Most ocean
surface currents are caused by wind, and surface gravity waves
are also generated by the friction between wind and water. We
use the multiyear mean SWH as a feature. SWH is provided in
the waveform data in the along-track satellite altimetry product.

b. Methods

1) CORRELATION ANALYSIS: REVISITING

GILLE ET AL. (2000)

Correlation is a statistical method that measures the strength
of association between two linearly related variables and the
direction of the relationship. Gille et al. (2000) calculated the
Pearson correlation coefficients between seafloor roughness
and eddy kinetic energy as a function of depth. Their analysis
built on a hypothesis that seafloor roughness could serve either

ART I F I C I AL I N TELL IGENCE FOR THE EARTH SY S TEMS VOLUME 16

Brought to you by UNIVERSITY OF CALIFORNIA San Diego - SIO LIBRARY 0219 SERIALS | Unauthenticated | Downloaded 09/02/22 09:11 PM UTC



to dissipate eddy kinetic energy by exerting friction at observed
scales, or it could be a source of energy by generating lee waves
or instabilities or steering eddies. Roughness was computed by
bandpass filtering Smith and Sandwell (1997) bathymetry to re-
tain wavelengths between 80 and 160 km and then computing
RMS height. Eddy kinetic energy Ek was derived from along-
track slopes of TOPEX, European Remote-Sensing Satellite-1
(ERS-1), and ERS-2 using the geostrophic relationship and as-
suming eddy variability to be isotropic. Along-track slopes
were low-pass filtered to retain signals with wavelengths longer
than 80 km, and data equatorward of 208 were omitted because
of errors associated with small Coriolis parameter f. They
found a positive correlation between roughness and E1/2

k in re-
gions shallower than 3000 m and a negative correlation at
depths greater than 4800 m.

In this study, we repeat the correlation analysis of Gille
et al. (2000) using updated SSS variability, bathymetry and
roughness datasets as described in section 2a. We bin the
roughness and SSS variability (30–100 km; .100 km) by local
depth in each 100-m range, and as a function of depth calcu-
late the Pearson correlation coefficient between roughness
and SSS variability. The result is shown in Fig. 3.

For each 100-m depth range, we fit the corresponding
30–100-km SSS variability as a linear function of roughness
and use this information to predict SSS variability. We then
combine the predictions made over each depth range to map
predicted SSS variability (Fig. 4a) and the differences with the
observed SSS variability (Fig. 4b). We also predicted the
large-scale SSS variability (.100 km) (Figs. 5a and 5b).

Mean-square error (MSE) and R2 serve as metrics of model
performance. MSE is the second moment of the error (L2 norm)
and incorporates both the variance of the estimator and its
bias. It is computed as (Sammut and Webb 2011)

MSE 5
1
N

∑N
i51

(yi 2 ŷi)2: (1)

The R2 score is a measure of the amount of variance in
the predictions explained by the dataset; R2 values near 1

indicate better predictions. The R2 is defined as (Devore
2011)

R2 5 1 2
∑N
i51

(yi 2 ŷi)2
/∑N
i51

(yi 2 y)2, (2)

where yi is the ith observation, ŷi is the ith prediction, and y is
the mean value of observed SSS variability. The total num-
ber of observations N is 2 677475 grid points in this study.
We assume that the prediction at each data point has the
same uncertainty.

2) LINEAR REGRESSION MODEL

Linear regression assumes linear relationships between the
input features and the output labels. It can be computed via
ordinary least squares fitting, which minimizes the sum of the
squared residuals. Although SSS variability may have nonlin-
ear or high-order dependences on the environmental para-
meters, we do not consider higher-order terms and focus
only on the linear correlation between SSS variability and
environmental variables. We adopt the linear regression model
from the scikit-learn library (Pedregosa et al. 2011) to build
models between the SSS variability and 27 environmental
parameters and to evaluate model performance as well as
feature importance.

We compute a global mesoscale SSS variability (30–100 km)
prediction map using the linear regression model and evalu-
ate model performance using the R2 and MSE metrics. Steps
to construct the predicted map are as follows: 1) First, we di-
vide the ocean into 64 blocks of equal area (see Fig. A1 in
the appendix for the block separation). 2) We make predic-
tions over each block. For each unique block that is used as
a test set, we randomly select 44 of the remaining 63 blocks
as training datasets (around 70%). We adopt all 27 environ-
mental parameters as features and SSS variability (30–100 km)
as labels (i.e., the predicted variable) and train a linear re-
gression model, then use the model to predict SSS variability
over the selected block. 3) We then shuffle the training data-
sets 30 times. Each time we randomly select 44 of 63 blocks
as training datasets and repeat the above step to get predic-
tions over the chosen block or test set. 4) We use the average
of the 30 predictions, concatenate the averaged predictions
over each unique block, and make a global prediction-only
map (Fig. 4c). The training strategy of splitting the data
into 64 geographical bins and using the input from differ-
ent separate regions to make predictions over a specific re-
gion ensures model generalizability and prevents the model
from simply learning local information. The differences be-
tween predicted and observed SSS variability (30–100 km)
are shown in Fig. 4d. We also run the same processes to
obtain the prediction map for the large-scale SSS variability
(.100 km; Figs. 5c and 5d). Note that R2 and MSE are
calculated using the prediction map (test sets only) and
observations.

We use two methods to evaluate the feature importance
of the linear regression model: (i) feature forward selection;
(ii) feature ablation. The details are described below.

FIG. 3. Correlation coefficients of seafloor roughness vs SSS vari-
ability in three wavelength bands (.30 km or full band, 30–100 km,
and.100 km) as a function of ocean depth. The black dashed lines
are the 95% confidence intervals beyond which correlation coeffi-
cients are statistically reliable.
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(i) Forward selection

The forward selection algorithm starts with a model
with zero features and iterates through all single-feature
models to find one that is most predictive (e.g., with the
smallest L2 norm); picks the feature; then for all the re-
maining features, considers adding each of them to build a
two-feature model, by including whichever second feature
is most predictive; always includes the feature giving the
biggest marginal gain in predictive power in the presence
of all other selected features. The order in which features
are selected is a measure of feature importance. We use
the sequential forward selection method from the scikit-learn
library to select and rank features that are most relevant to
the SSS variability. We evaluate model performance using
fivefold cross validation in which data are split into five
groups; each unique group will be used as a test set and re-
maining groups will be used as a training set; we train a
model, retain the evaluation score (L2 norm), and then
summarize the model performance using the five evalua-
tion scores.

(ii) Feature ablation

Feature ablation measures how much the model perfor-
mance is degraded by deleting one feature. First, we use all
M (27 in this study) features and 70% of data as training data-
sets to train a linear regression model. (The process can also
be applied with any other machine learning model.) Models
with M 2 1 features obtain worse performance over the test
dataset, which comprises the remaining 30% of the data, for
example, with increased MSE relative to the model using all
available M features. The reduction in performance, as quan-
tified by the L2 norm, provides a measure of the importance
of the deleted feature.

3) BOOSTED TREES ALGORITHM

The gradient boosted trees algorithm is an ensemble of
decision trees as weak learners. Each tree tries to fit the resid-
uals from previous models. All those trees are trained by
propagating the gradients of errors throughout the system.
We implement the boosted trees algorithm using the Light

FIG. 4. (left) The predicted mesoscale SSS variability map (30–100 km) and (right) the associated prediction error using (a),(b) the cor-
relation between seafloor roughness and SSS variability (30–100 km) as a function of seafloor depth; (c),(d) the linear regression model;
and (e),(f) the boosted trees model. Regions with prediction failures are enclosed in red-outlined boxes in (b), (d), and (e).
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gradient boosted machine (LightGBM; Ke et al. 2017).
LightGBM is a fast and efficient framework. It splits the tree
leafwise using a histogram-based method for selecting the best
split and buckets continuous feature values into discrete bins
thus lowering memory usage. It works with large datasets with
ease and results in much better accuracy, which can rarely be
achieved by any of the existing boosting algorithms. The main
drawback of gradient boosted trees is that finding the best split
points in each tree is time consuming.

We compute a global prediction-only SSS variability
(30–100 km) map with the boosted trees model, again using
27 environmental parameters as features as described in
section 2a(2). The steps to calculate predictions are basically
the same as for the linear regression model [as discussed in
section 2b(2)] with the exception that for each model we ran-
domly select 44 of the remaining 63 blocks as training data-
sets, and the other 19 blocks as validation datasets. Figure 4e
shows the prediction-only map, and Fig. 4f shows differences
with observations. We evaluate the model performance through
the R2 score and the MSE.

We identify the dominant features in the boosted trees
model using two methods: (i) feature ablation and (ii) feature
importance inbuilt by the boosted trees model. Feature ablation

is introduced in section 2b(2). For method ii, we train a boosted
trees linear regression model with feature subsampling (0.8)
and bagging (bagging fraction 0.7 and bagging frequency 5) to
avoid overfitting and use the feature importance returned by
the model’s split gain.

3. Results

a. Correlation with roughness

As a baseline for the machine learning analyses, we first as-
sess the skill of the roughness correlation of Gille et al. (2000)
in predicting SSS. Figure 3 shows the correlation coefficients
between SSS variability and seafloor roughness as a function
of depth. The blue curve, indicating the correlation between
roughness and full-scale SSS variability (.30 km), resembles
Fig. 2a in Gille et al. (2000), which focused on the 80–160-km
wavelength band. Both show that there is positive correlation
between roughness and SSS variability in regions shallower than
3000 m and negative correlation in regions deeper than 5000 m.
The correlation with large-scale SSS variability (.100 km;
green curve) is similar to the correlation with full-scale SSS
variability (blue curve) in the deep ocean. It has reduced

FIG. 5. As in Fig. 4, but for.100 km.

YU E T A L . 9JULY 2022

Brought to you by UNIVERSITY OF CALIFORNIA San Diego - SIO LIBRARY 0219 SERIALS | Unauthenticated | Downloaded 09/02/22 09:11 PM UTC



values at shallow water, and the correlation is sometimes in-
significant. The negative correlation between roughness SSS
variability (.100 km) and roughness at depths greater than
5000 m are mostly attributed to the Argentine Basin, where
the energetic Zapiola Anticyclone circulates counterclockwise
over smooth abyssal plains (Saraceno et al. 2009). The nega-
tive correlation also indicates that the variation of geostrophic
flows is not related to seafloor roughness. At mesoscales
(30–100 km), the correlation between seafloor roughness and
SSS variability is basically positive at all depth levels, and the
correlation is much higher in shallow water when compared
with large-scale flows. This pattern of positive correlation sug-
gests that the mesoscale oceanic variability is generated as a
response to rough topography.

b. Predicted SSS variability

1) MESOSCALE SSS VARIABILITY PREDICTION

We have introduced three statistical methods for producing
predictions of SSS variability in section 2b. We show the pre-
dicted SSS variability and prediction errors for the mesoscale
band in Fig. 4.

Using the correlation between seafloor roughness and SSS
variability as a function of ocean depth, we map global pre-
dicted mesoscale SSS variability (Fig. 4a). The prediction is
far from being realistic. It is only capable of capturing SSS
variability over regions with rough topography, for example,
over the slow-spreading ridges (the southwest Indian Ridge
and the Mid-Atlantic Ridge), fracture zones (the Challenger
Fracture Zone), and hotspot chains (the Emperor Seamount
Chain and the Louisville Seamount Chain). The difference with
the observed SSS variability (30–100 km) is shown in Fig. 4b.
The prediction error is large over western boundary currents
and the ACC. This model has an R2 score of 0.064 and an MSE
of 0.015 mrad2 on a global scale.

The linear regression model, which uses 27 features as vari-
ables to fit the SSS variability (30–100 km), makes predictions
over each individual block. The prediction map that concate-
nates the predictions is shown in Fig. 4c and the prediction er-
rors in Fig. 4d. This time the predicted variability map is able
to capture signatures of most geostrophic flow instabilities,
and unbalanced flows over rough topography. It has an R2

score of 0.362 and an MSE of 0.010 mrad2. It also shows signif-
icantly reduced prediction errors in the Southern Ocean when
compared with the correlation analysis (cf. Figs. 4d and 4b).

The nonlinear boosted trees model provides the best pre-
diction (Fig. 4e) among the three models. On global scales,
the R2 score is 0.563, the MSE is 0.007 mrad2, and the model
provides realistic predictions. For example, it predicts high
SSS variability in the Mascarene Basin; the prediction in the
tropical Pacific agrees well with observations. However, this
model, like the other two models, fails to predict the internal
tide variability in the Amazon outflow. We hypothesize that
this local variability is related to physical processes that are
not accounted for in our features. There are some disconti-
nuities at the block edges (e.g., a zonal stripe above the
Mascarene Ridge) arising from the fact that predictions for

each block are independent. Using the average from 30 rounds
of training/predicting greatly reduces the discontinuities.

2) LARGE-SCALE SSS VARIABILITY PREDICTION

At large scales, SSS variability (.100 km) is well catego-
rized, and it is expected to be dominated by western boundary
currents and the ACC, regions where the mean SSS is large.
In general, large-scale SSS variability (.100 km) is linearly
related to the MDT gradient, which represents the strength of
geostrophic flows. We expect that both the linear regression
model and the boosted trees algorithm, which use MDT gra-
dient as a feature, should capture the relations with the large-
scale SSS variability and make realistic predictions. We use the
three models introduced in section 2b to predict large-scale
SSS variability (.100 km) and to check if the model perfor-
mance is consistent with our current knowledge. The predic-
tion and associated errors are shown in Fig. 5.

We expect that by employing the correlation between sea-
floor roughness and SSS variability, we will not be able to make
good predictions since the MDT gradient is not correlated with
seafloor roughness. This expectation is borne out in Fig. 5a,
which captures almost no large-scale SSS variability. The pre-
diction has an R2 score of 0.010 and an MSE of 0.208 mrad2.

The linear model uses MDT gradient as one of the 27 input
variables. Overall, it captures the variations of geostrophic
flows relatively well and shows strong variability in the vicin-
ity of strong geostrophic flow. The predicted SSS variability
(Fig. 5c) is somewhat biased: it is larger than observations over
regions where the SSS is larger and smaller in background re-
gions where SSS is small. This model has an R2 score of 0.667
and an MSE of 0.070 mrad2.

The boosted trees model makes the best predictions for the
large-scale SSS variability (.100 km). It makes realistic predic-
tions (Fig. 5e), and the prediction error (Fig. 5f) is reduced and
is less biased relative to the linear regression model (Fig. 5d).
This model has a R2 score of 0.776 and an MSE of 0.047 mrad2.

c. Feature importance

One key question that arises from using the 27 environmen-
tal parameters described in section 2a(2) is to determine which
features are most critical in training the linear regression model
and the boosted trees model. As described in sections 2b(2)
and 2b(3), we evaluate the feature importance of the linear re-
gression model using feature forward selection and feature ab-
lation, and we evaluate the boosted tree model using feature
ablation and the boosted tree embedded feature importance.
We list feature importance in the form of ranks (from 1 to 27)
for the mesoscale SSS variability (30–100 km) in Fig. 6. Fea-
tures with smaller ranks have higher importance.

These four methods provide different ranks of feature im-
portance. At least two out of four show that distance to the
nearest thermocline boundary, SWH, MDT, MDT gradient,
absolute latitude, seafloor roughness, ocean basins and M2

tidal speed, K1 tidal amplitude, and N2 (0–100 m) are the gov-
erning features in predicting the mesoscale SSS variability.
The boosted trees ablation methods show that the model per-
formance would decrease the most when removing SWH as a
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feature (L2 norm increases by 35.6%). The sign of latitude,
the critical slope of the M2 tide, VGG, topography gradient,
and fractions of slope above critical, are not important in any
of the four methods. While SSS variability is relevant to ocean
basins, it is not hemispherically related. Note that the lack of
correlation with VGG is an indication that the mean SSS
model removed from the profiles accurately captures the
small-scale gravity features that are represented by VGG.
The remaining SSS variability, which is used as a label in this
study, represents oceanic signals, a main assumption of the
entire analysis.

At large scales (.100 km), feature rankings in Fig. 7 indi-
cate that all methods show MDT gradient to be the most
dominant feature in predicting SSS variability, in accord with
our initial expectation. Large-scale SSS variability can be rep-
resented by the strength of the geostrophic flow, which scales
with MDT gradient. Where the mean flow is large, the varia-
tion is large as well.

4. Discussion and conclusions

We have used three statistical methods to build models and
predict the SSS variability in the mesoscale band (30–100 km)
and in the large-scale band (.100 km). We have revisited the

correlation analysis of Gille et al. (2000) and then extended
our analysis to incorporate more environmental parameters
and to test additional methods to understand the governing
factors of sea surface variability. Both the linear regression
model and the boosted trees model incorporate 27 features,
and they significantly outperform the correlation analysis that
only accounts for the seafloor roughness and ocean depth.
The boosted trees model also has advantages over the linear re-
gression model in that it is capable of building more compli-
cated nonlinear relations between environmental parameters
and the mesoscale SSS variability. Thus, it has a higher R2 score
(0.563 as compared with 0.381) and results in a smaller MSE in
prediction errors (0.007 mrad2 as compared with 0.010 mrad2)
for the mesoscale SSS variability. The large-scale SSS vari-
ability is largely consistent with geostrophy, with both the
linear regression and the boosted trees model able to ex-
plain more than 60% of the variance, and MDT gradient
serving as the leading-order predictor.

We divide data into 64 geographical blocks and use data
from separate blocks to train models and make predictions.
This approach is essential for the boosted trees model because
it prevents the model from simply using local information to
make unrealistically good predictions. Although this approach
is unnecessary for the linear regression model, for consistency,

FIG. 6. Ranks of features of the mesoscale SSS variability (30–100 km) from the linear regression model using the forward selection and
the feature ablation and from the boosted trees model using the feature ablation and the feature importance returned by the
model. Features with smaller ranks have higher importance. Features and their full name are introduced in section 2a(2).
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we use it for both the boosted trees model and the linear
regression model to train the models, make predictions, and
evaluate model performance. For each test block, we train the
model 30 times as introduced in sections 2b(2) and 2b(3). The
prediction map concatenated from 30 realization average
greatly reduces the discontinuities at block edges and has little
impact on evaluating model performance. The variance of
30 realization of predictions is a measure of model uncertainty.
We calculate the standard deviation (std) and use 1/std as
weights to recalculate the R2 score. The updated R2 scores us-
ing 1/std as weights are 0.407 for the linear regression model,
and 0.583 for the boosted trees model, which are similar to R2

scores assuming uniform weights (0.381 for the linear regres-
sion model and 0.563 for the boosted trees model).

Although the machine learning models in this study predict
SSS variability, our fundamental goal is to use machine learn-
ing to identify the physical processes governing SSS variabil-
ity. There are two categories of conclusions that we can reach
from this study: (i) What environmental parameters matter in
predicting SSS variability? (ii) In which regions of the ocean
do our models fall short, and why? We hypothesize that pro-
cesses or regions that are not readily represented by a simple
model might indicate the presence of unusual or complicated
physical mechanisms.

We have used four methods to rank the importance of envi-
ronmental parameters, that is to calculate the feature importance.

Rankings from the four methods can diverge substantially,
although the linear regression and the boosted trees model
show some overlap. Overall, the rankings show that dis-
tance to the nearest thermocline boundary, SWH, MDT,
MDT gradient, seafloor roughness, ocean basins and M2 tidal
speed, K1 tidal amplitude, and N2 (0–100 m) are key features
in predicting the mesoscale SSS variability (30–100 km). For
large scales (.100 km), all methods show that MDT gradient
is the dominant feature in predicting SSS variability.

The high feature importance assigned to the distance to the
nearest thermocline boundary suggests that internal wave
generation plays a role in generating SSS variability. This is
because internal waves have the largest amplitudes at the
base of the thermocline. They can be generated when tides
disturb water to move up and down the steep seafloor bound-
ary, so waves are larger close to the boundary and dissipate as
they move away. Tidal wave beams interact with the thermo-
cline and will generate large-amplitude solitary waves (Akylas
et al. 2007).

The role of SWH in governing mesoscale SSS variability
(30–100 km) could have two interpretations: first it could
mean that wave height noise leaks into the 30–100-km wave-
length band; alternatively, it could indicate that SWH reflects
increased wind forcing, which produces more mesoscale
ocean variability. We correlate the mean SWH with multiple
bandpass filtered SSS variability and find that they are highly

FIG. 7. As in Fig. 6, but for the large-scale SSS variability (.100 km).
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correlated (coefficients . 0.5) when the SSS variability has a
wavelength less than 30 km (Fig. A2 in the appendix). The
correlation coefficient drops below 0.5 where the SSS wave-
length is longer than 30 km, which indicates SWH noise is not
the dominant force anymore, but its influence cannot be ruled
out.

There are straightforward relations between mesoscale SSS
variability and MDT gradient, seafloor roughness, absolute
latitude, ocean basins, stratification N2 (0–100 m), M2 tidal
speed, and K1 tidal amplitude. MDT gradient represents the
strength of geostrophic flows. The mesoscale eddies emerging
from the instabilities of strong geostrophic flows could appear
in smaller spatial scales. Thus, there is strong mesoscale SSS
variability in the vicinity of western boundary currents and
the ACC, and the MDT gradient is highly correlated with
mesoscale SSS variability. As discussed by Gille et al. (2000),
seafloor roughness could dissipate eddy kinetic energy in the
deep ocean, or it could be a source of energy by generating
internal waves or instabilities in the shallow ocean. Some
ocean activities, for example, ocean eddies, are tied to the
latitude. The physical processes and the generation mecha-
nisms are different in different dynamical zones or ocean
basins. The M2 and K1 barotropic tides can convert to inter-
nal tides when they impinge on a steep seafloor in stratified
water.

We have identified a number of regions where machine
learning consistently fails to yield good predictions for
the mesoscale SSS variability: 1) the Amazon outflow
(3108–3258E, 08–158N) in the tropical Atlantic Ocean; 2) the
Mascarene Ridge (458–638E, 38–158S) in the Indian Ocean;
3) the Kerguelen Plateau (758–958E, 458–608S) in the South-
ern Ocean. Each of these regions displays large negative
prediction errors (red boxes in Figs. 4b,d and f). The Amazon
outflow is associated with strong local and seasonal freshwater
input. This freshwater input affects stratification, likely in
ways that are not replicated elsewhere in the global stratifica-
tion data that we use in the study. There is also a strong tidal
impact that is not necessarily well captured. The Mascarene
Ridge is located in an area of energetic barotropic tidal
currents that are normal to the ridge (Lozovatsky et al. 2003;
Morozov 2006). The ridge is characterized by guyots with flat
summits straddled by channels. The shallow banks, the shal-
low channel between the banks, and deep waters around the
Mascarene Ridge provide unique conditions for the genera-
tion of intense internal tides (Morozov 2006). The Kerguelen
Plateau is a major topographic feature in the Southern Ocean
where the main fronts of the ACC encounter rough topography.
The strong geostrophic flow converts to upward-propagating
internal waves over rough bottom topography. Strong wind
forcing generates near-initial downward-propagating internal
waves (Meyer et al. 2015).

The difficulties that the boosted trees approach encounters
in modeling these three regions, suggest that they are unusual
areas relative to the training datasets, and in the language of
machine learning can be considered to be “out of distribu-
tion” (Hendrycks and Gimpel 2016) unless they are specifi-
cally included as training data. The R2 scores excluding the
above three outlier regions are 0.407 and 0.563 for the linear

regression and the boosted trees model, which are slightly
better than R2 scores for the global ocean (0.381 and 0.563,
respectively). The outlier regions have little impact on skewing
model accuracy. The physical processes within these regions are
possibly strongly governed by regionally specific environmental
parameters that are not in our features. Local parameters like
freshwater input are hard to incorporate because they are con-
centrated near the coast and sparsely distributed in space. Our
model has no temporal resolution, and some important environ-
mental parameters, that is, wind stress, are also not included.
This is consistent with findings in other studies showing that ma-
chine learning algorithms are less likely to succeed when valida-
tion or test data do not lie within the distribution of the training
data (Liang et al. 2017; Partee et al. 2021; Sonnewald et al. 2021;
Sinha and Abernathey 2021). In these regions, a physical model
that incorporates existing physical knowledge may have better
predictive skills.

Other than the linear regression and the boosted trees
model, we also tested the possibility of training with the lasso
regularization, and the random forest models. The regulariza-
tion parameter for the lasso model is too small to make it dif-
ferent from the linear regression. The performance of random
forest proved to be worse than boosted trees, and thus we dis-
carded its use as a nonlinear model in this study. Deep learn-
ing or neural networks can also be a potential class of models
to explore. We adopted the boosted trees model as our pre-
ferred nonlinear machine learning model because it is effi-
cient, it converges well relative to random forests, and it
provides enough flexibility to test multiple inputs and multiple
scenarios efficiently.

Data quality goes a long way toward determining the per-
formance of the machine learning model and the predictions.
Machine learning algorithms are not able to train a good model
by identifying all possible connections between poorly selected
input features. To explore the importance of using physically
relevant input features, we chose as features 27 pictures of
animals that have no relation to the SSS variability, although
the animal pictures do have large-scale patterns of spatial var-
iability that are comparable to our environmental parameters.
We used these pictures to train a linear regression model and
a boosted trees model to predict SSS variability following the
same procedures that we used with the environmental param-
eters (see Fig. A3 in the appendix). Since the animal pictures
have no physical relation to environmental parameters, we
would expect a large MSE and an R2 of 0. Indeed, if we use
27 pictures of Gaussian noise as inputs, the MSE and R2 are
0.025 mrad2 and20.007 for both models. However, counter to
expectations, when we use animal pictures for the linear re-
gression model the MSE and R2 are 0.023 mrad2 and 0.08, and
for the boosted trees model they are 0.018 mrad2 and 0.273.
Overall, with unphysical data, both models perform worse
than they do when using environmental parameters. For the
boosted trees model, the fact that irrelevant data with feature
scales that are comparable to observed spatial scales can
explain 0.273 of the variance should serve as a cautionary
warning that spatially correlated irrelevant fields can yield
artificially high skill metrics.
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The swath Surface Water and Ocean Topography (SWOT)
mission to be launched in late 2022, will have the ability to re-
solve scales of a few tens of kilometers where internal tides/
waves are mixed with geostrophic currents (Morrow et al.
2019). SWOT’s spatial resolution capabilities call for under-
standing unbalanced waves and mesoscale ocean activities.
Our study shows both the potential and limitations of using
machine learning to unveil the driving forces and to make
global predictions of mesoscale SSS variability. Machine
learning is a powerful tool, and this study is a step forward in
using machine learning to advance our understanding of
Earth system science.
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APPENDIX

Ancillary Figures

Figure A1 shows the equal-area block separation. The
Pearson correlation coefficients for the mean significant
wave height and the SSS variability are shown in Fig. A2.
Figure A3 presents the predicted SSS variability maps and
associated prediction errors.

FIG. A1. Equal-area block separation. Each block is assigned with a unique identifier (id)
from 0 to 63. The longitude (from 08 to 3608) and latitude (from2608 to 608) are linearly normal-
ized to21 and 1.

FIG. A2. The Pearson correlation coefficient for the mean signifi-
cant wave height and the SSS variability in multiple subbands
(10–15, 15–25, 25–39, 39–63, 63–100, 100–158, 158–251, 251–398,
398–630, and 630–1000 km). A coefficient of at least 60.5 means
strong correlation.
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FIG. A3. (a),(c) The predicted SSS variability map (30–100 km) and (b),(d) the associated prediction error using (top) the linear regres-
sion model and (top middle) the boosted trees model with 27 features of random animals. The MSE and R2 for the linear regression model
are 0.023 mrad2 and 0.080 and for the boosted trees model are 0.018 mrad2 and 0.273. Also shown are (e),(g) the predicted SSS variability
map (30–100 km) and (f),(h) the associated prediction error using (bottom middle) the linear regression model and (bottom) the boosted
trees model with 27 features of random Gaussian noise. The MSE and R2 for both models are 0.025 mrad2 and20.007.
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