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Abstract is acceptable battery life. Advances in hardware and

software technologies have not been matched by corre-
sponding improvements in battery technologies. Future
The typical duration of multimedia streams makes wire-trends in battery technologies alone (along with the con-
less network interface (WNIC) energy consumption atinual pressure for further device miniaturization) do not
particularly acute problem for mobile clients. In this promise dramatic improvements that will make this is-
work, we explore ways to transmit data packets in a presue disappear.
dictable fashion; allowing the clients to transition the
WNIC to a lower power consumirngjeepstate. First, we Newer hardware improvements are reducing the power
show the limitations of IEEE 802.11 power saving modeconsumption of system components such as back-lit dis-
for isochronous multimedia streams. Without an under-plays, CPUs etc. However, WNICs operating at the same
standing of the stream requirements, they do not offefrequency band and range continue to consume signifi-
any energy savings for multimedia streams over 56 kbpscant power. Earlier work by Stemm et al. [32] reported
The potential energy savings is also affected by multiplethat the network interfaces draw significant amounts of
clients sharing the same access point. On the other hangower. For example, a 2.4 GHz Wavelan DSSS card (11
an application-specific server side traffic shaping mechMbps) consumes 177 mW while sleepstate, but con-
anism can offer good energy saving for all the streamsumes 1319 mW whilalle. Havinga et al. [18] noted
formats without any data loss. We show that the mechthat this Wavelan card consumes 1425 mW for receiving
anism can save up to 83% of the energy required for reeata and 1675 mW for transmitting data. For compar-
ceiving data. The technique offers similar savings forison, a fully operational Compaq iPAQ PDA only con-
multiple clients sharing the same wireless access poinsumes 929 mW while the same iPAQ consumes 470 mW
For high fidelity streams, media players react to thesawith the backlight turned off [14, 8]. For reference, the
added delays by lowering the stream fidelity. We pro-iPAQ is equipped with two 2850 mWh batteries, one
pose that future media players should offer configurableeach in the unit and the PCMCIA sleeve. Streaming me-
settings for recognizing such energy-aware packet delaglia tends to be large and long running and consume sig-
mechanisms. nificant amounts of network resources to download data.
Hence, itis important to look at techniques to reduce the
energy consumed by the network interface to download
the multimedia stream.
1 Introduction
Traditionally, reducing the fidelity of the stream and
hence the size is a popular technique that is used to
The proliferation of inexpensive, multimedia capable customize the multimedia stream for a low bandwidth
mobile devices and ubiquitous high-speed network technetwork. Reducing multimedia fidelity can also be ex-
nologies to deliver multimedia objects is fueling the de-pected to reduce the amount of data and hence the total
mand for mobile streaming multimedia. Public venuesenergy consumed. However, if care is not taken to re-
[31] are deploying high speed IEEE 802.11b [24] basedurn the network interface to theeepstate as much as
public wireless LAN networks. Commodity PDA de- possible, reducing the amount of transmitted data will
vices that allow the users to consume mobile streamindgnave negligible effect on the overall client energy con-
multimedia are becoming popular. A necessary featursumption. Frequent switching to low power consump-
for mass acceptance of a streaming multimedia device



tion states also promises the added benefit of allowingng under energy conserving WLAN systems such that
the batteries to recover, exploiting the battery recoverjthese delays are not associated with network congestion.
effect [7].

The remainder of this paper is organized as follows: Sec-
In our earlier work [5], we explored the client WNIC tion 2 reviews our previous work as the necessary back-
energy implications of popular streaming formats (Mi- ground and places our work in context to other related
crosoft media [28], Real media [29] and Quicktime [2]) work. Next we present the experimental setup, evalua-
under varying network conditions. We believe that thesdion methodologies, measurement metrics and the work-
widely popular formats are more likely to be deployedloads used in our study in Section 3. Section 4 ana-
than custom streaming formats (that are specially optilyzes the effectiveness of IEEE 802.11 power manage-
mized for lower energy consumption). Based on our ob-ment scheme to conserve energy for our streams. Sec-
servations, we developed history based client-side techtion 5 explores the effectiveness of server side assistance
nigues to exploit the stream behavior and lower the enin conserving the WNIC energy on the client. We con-
ergy required to receive these streams. We illustratedlude in Section 6.
the limitations of such client-side policies in predicting
the next packet arrival times. These client-only policies
do not allow us to achieve the potential energy saving
for consuming multimedia streams without losing datap Related work
packets.

In general, mechanisms that make the data packets arri\,cpnere has been considerable work on power manage-
at predictable intervals can facilitate such transitions O hent for components of a mobile device. This work

Icl)wer.power states. The choice of these trap§m|SS|oq PShcludes spindown policies for disks and alternatives
riods is a trade-off between frequent transitions to high, 35, 3, 26, 12, 19], scheduling policies for reducing
power states and added delays in the multimedia strea PU energy consumption [34, 17] and managing wire-
reception. Such traffic shaping can be realized either "?ess communications [20, 11, 21, 30]. Our work is sim-
the origin server, in the network infrastructure closer toilar in spirit to the work of Feeney et al. [15]. They ob-

the mobile cllent' and in the access point |tself; at the,in detailed measurements of the energy consumption
MAC level. In this work, we analyze the effectiveness ¢ 5, |EEE 802.11 wireless network interface operat-
of these different approaches in regulating the streamﬁ]g in an ad hoc networking environment. They showed
to transmit data packets at regular, predictable intervalsﬂ1at the energy consumption of an IEEE 802.11 wire-
Such packet arrivals enable client-side mechanisms tQ..q interface has a complex range of behavior and that
effectively transition the wireless interfaces to a Iowerthe energy consumption was not synonymous with band-
power consumingleepstate. width utilization. Our work explores similar techniques

. . for WNIC energy management for multimedia traffic.
In this work, we show the limitations of MAC level IEEE

802.11 power saving mode for isochronous multimedia .1, ot al. [27] presented a survey of the various soft-

streams. The access points have to balance potential ef;, . techniques for energy management. Havinga et

]vcer_gy Isl,avm_gs fofr a smgllf mobile client _Vﬁ'th a needdfor al. [18] presented an overview of techniques for energy
air allocation of network resources. Without an under- 5 gement of multimedia streams. Agrawal et al. [1]

stangmg of thde strearpf requirements, these '\;'AC Ielv_ebescribed techniques for processing video data for trans-
mechanisms do not offer any energy savings for multi-isqion ynder low battery power conditions. Corner et

media streams over 56 kbps. The potential energy Saval, [10] described the time scales of adaptation for mo-

ings also reduces for multiple clients sharing the samg)iia wireless video-conferencing systems
access point. On the other hand, a server side traffic '

shaping mechanism can offer good energy saving fOEIIis [13] advocates high level mechanisms for power

all the stream formats without any data loss. We show,hagement. Flinn et al. [16] demonstrated such a col-
that 'thed Techan|§m can sfa\lle up to ?13% ththe ENeT9% horative relationship between the operating system and
required for receving usetu dat_a. T 1€ tec nique Carhpplication to meet user-specified goals for battery du-
also offer similar savings for multiple clients sharing the ration. Vahdat et al. [33] proposed that energy as a

same wireless access point. For high fidelity streams,osource should be managed by the operating system.

typica_tl media systems r_eact to these added delays bP(ravets et al. [22] advocated an end-to-end model for
lowering the stream quality. We propose that future me'conserving energy for wireless communications. In our

dia players offer configurable settings for clients operat-o,riier work [6], we utilized transcoding as an applica-



tion level technique to reduce the image data; trading of2.2 MAC level power saving modes
image size for network transmission and storage costs.
In this work, we explore high level mechanisms to en-

able the mobile client to transition to lower power statesWireless technologies such as IEEE 802.11 [25, 24] and
and reduce overall energy requirements. Bluetooth [4] use a scheduled rendezvous mechanism of

power saving wherein the wireless nodes switch to a low
power sleepmode and periodically awaken to receive
data from other nodes. Different wireless technologies
utilize variations of this scheduled rendezvous mecha-
nism. For example, IEEE 802.11 uses scheduled bea-
2.1 Client-side history based adaptation mech-  cons along with a TIM/DTIM packet notification mech-
anism anism. Bluetooth, a wireless cable replacement tech-
nology, defines three different power saving modes; the
sniff mode which defines a variable slave specific activ-
ity delay interval, thehold mode wherein the slave can
sleep for a predetermined interval without participating
in the data traffic and thpark mode wherein the slave
gives up its active member address. The potential en-
ergy saving progressively decreases freniff to hold

In our earlier work [5], we explored the energy impli-
cations of popular streaming formats (Microsoft media

[28], Real media [29] and Quicktime [2]) under varying to park modes. In general, Bluetooth enabled devices

network conditions. We believe that these widely POPU~ith their range less than 10 meters consume less power

lar formats are more likely to be' deploygd_ than CUStomthan IEEE 802.11 based WLAN devices. For example, a
streaming formats (that are specially optimized for lower

. ) " _typical Bluetooth device (Ericsson PBA 313 01/2) con-
energy consumption). We showed that Microsoft media X .
. : . sumes 84 mW to receive data, 126 mW to transmit data
tended to transmit packets at regular intervals. For hugth”e consuming as little as 2 mw in theark state. En-
bandwidth streams, Microsoft media exploits network 9 i

. ) . rgy consumption in a fully packaged system is likel
level fragmentation, which can lead to excessive packefogge higher.pBIuetooth te{:t?nolog%/ offe):s a verticall))//

loss (and wasted energy) in alossy network. Real Stre.arF\tegrated solution with a lower data rate and range as
packets tend to be sent closer to each other, especial

. . e . é/ompared to wireless LAN technologies. As such, Blue-
at higher bandwidths. Quicktime packets sometimes ar; .
o . N . S tooth technologies are tuned towards cable replacement
rive in quick succession; most likely an application level

. . rather than for isochronous traffic generated by multime-
fragmentation mechanism. dia traffic

Based on our observations, we developed history based
client-side techniques to exploit the stream behavior and
lower the energy required to receive these streams. Wg System Architecture
illustrated the limitations of such client-side policies in

predicting the next packet arrival times. We showed that

the regularity of Microsoft media packet arrival rates al- In the last section we outlined earlier work on mecha-

low simple, history based client-side policies 10 transi- pisms for energy efficient multimedia streaming as well
tion to lower power states with minimal data loss. AMi- 5 the Jimitations of client-only policies in conserving
crosoft media stream optimized for 28.8 Kbps can SaV&nergy without losing data packets. In this section, we

over 80% in energy consumption with 2% data loss. (;A‘describe the objectives, the system architecture and the
high bandwidth stream (768 Kbps) can still save 57%gyerimental setup. We will highlight our experiences
in energy consumption with less than 0.3% data l0SS;, the next two sections.

For comparison, the WNIC was only receiving data for

0.45% and 14.51% of the time for these two streams, re-

spectively. Also, both Real and Quicktime packets were3,1  Objectives

harder to predict at the client-side without understanding

the semantics of the packets themselves. Quicktime’s

energy savings came at a high data loss, while Real ofour primary goal was to reduce the energy required
fered negligible energy savings. We believe that modify-by the wireless client to consume a certain multimedia
ing Real and Quicktime services to transmit larger datestream (of a given quality). We explore the effectiveness
packets at regular intervals can offer better energy conef energy aware traffic shaping in the network infras-
sumption characteristics with minimal latency and jitter. tructure closer to the mobile client and in the wireless
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access point itself. The mechanism should also allow
energy savings for multiple wireless clients sharing the
same wireless access point.

Figure 2: Experiment Setup

330) was equipped with a 1.5 GHz Pentium 4 with
Our experiments were designed to answer the following 512 MB of PC800 RDRAM memory, running Mi-
guestions: crosoft Windows 2000 Server SP2. The server was

running Windows Media Service, Realserver 8.01

e Can we realize energy savings at the network MAC and Apple Darwin Server 3.0.1.

level without an understanding of the application e Wireless Access Point For our experiments, we
level stream dynamics? used a dedicated D-Link DWL 1000, Orinoco RG
1000 and Orinoco AP 500 access points. The
AP 500 was connected to an external range exten-
der antenna. Throughout our experiments, we had
turned off the security encryption feature of the ac-
cess points.

e Can traffic shaping assistance from the network in-
frastructure allow the client to transition to lower
power consuming states more effectively?

3.2 Architecture e Local proxy: We used a Dell dual processor (Pen-

tium Xeon 933 MHz) server with 1.5 GB of mem-
ory, running FreeBSD 4.4 (STABLE) for the local
proxy. The proxy buffered packets from the multi-
media servers and transmitted them after the con-
figured delay. The proxy added these delays after
transmitting all pending packets.

The system architecture is illustrated in Figure 1. The
system consists of a server side proxy (SSP) or local
proxy (LP) and a client-side proxy (CSP). The server
side proxy allows the flexibility of traffic shaping at
the source, without actually modifying the multimedia
servers themselves. The local proxy performs similar e Browser Stations We used two 500 MHz Pen-
functionality to a server side proxy and shares the same tium IIl laptops with 256 MB RAM and running
LAN network with the wireless client. The server side Windows 98 for our browsing stations. Wireless
and local proxies can inform the client-side proxy of the connectivity was provided by 11 Mbps Orinoco
next scheduled data burst. The client-side proxy inter- PCMCIA WLAN cards. The laptops accessed the
acts with the server side or local proxies. Itisthe respon-  streaming formats using Microsoft media, Real and
sibility of the client-side proxy to transition the WNIC to Quicktime players.

a lower powessleepstate between scheduled data trans-
fers. Since no data transfers are expected during this
sleep interval, no data is lost.

e Monitoring Station : The packets transmitted from
the server to the browser station was passively cap-
tured by the monitoring station, which was physi-
cally kept close to the browser station and the wire-

3.3 Experiment Setup less access point. We used an IBM T21 laptop with

800 MHz Pentium Il processor, 256 MB RAM and
running Redhat Linux 7.2. Packets were capturing

The system setup that was used to customize the network ~ Using tcpdump 3.6. We assume that the packets ar-

transmissions to conserve energy for popular streaming  five at similar time durations to the tcpdump and

formats is illustrated in Figure 2. The various compo-  the browser applications.

nents of our system are:

The tcpdump packet traces captured by the Monitoring
e Multimedia Server: Our multimedia server (Dell station were fed to our client-side proxy simulator to an-
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ing the Browser stations. We utilized published power

parameters [32, 18] for a 2.4 GHz DSSS IEEE 802.1113.5 Performance metrics

Orinoco card for our simulations. The model does not

simulate lower level energy costs such as unsuccessful

attempts to acquire the channel (media contention), or ifFor our experiments, we use the following performance
messages lost due to collision, bit error or loss of wire-metrics to measure the efficacy of our approach:

less connectivity. Further, our simulations do not lever-

age the battery recovery effect. We assume a linear en- )
ergy model for wireless NIC power consumption. e Energy consumed:The goal of these experiments
is to reduce the energy consumed by the WNIC.

Figure 3: Policies to shape the network traffic to arrive
at predictable intervals

e Energy metric: Depending on the delay intro-

33.1 Multimedia Stream Collection duced by our traffic shaping policies, the multime-

dia players automatically (and incorrectly; since the

effective bandwidth available was still the same)
For our experiments, we used the Wall (movie) theatri- adapted to the delays by lowering the stream fi-
cal trailer. We replayed the trailer from a DVD player delity. In order to compare the energy consump-
and captured the stream using the Dazzle Hollywood DV tion in such a scenario (where the amount of data
Bridge. We used Adobe Premiere 6.0 to convertthe cap-  received can be different), we introduce the notion
tured DV stream to the various streaming formats. The  of energy metric; defined as the amount of energy

trailer was 1:59 minutes long. The Wall trailer was dig- required to download multimedia data (denoted in
itized to a high quality stream and hence allowed us the  Joules/KB). It is preferable to decrease the energy
flexibility of creating streams of varying formats and fi- metric. In general, even though low fidelity streams
delities. Hence, we use this stream for the rest of this ~ consume less overall energy, the energy metric is
paper. high as the WNIC’s spend most of the time in

wastedidle or sleepstates (instead of actually re-
ceiving useful data).
3.4 Traffic shaping policies in the network in-
frastructure

4 Implications of IEEE 802.11 Power
The various states of packet transmission for a traf- Management in Wireless Access Points
fic shaping network proxy is illustrated in Figure 3.
The proxy buffers network packets from different flows
(clients) and transmits them at client-specific intervals.First we explore the effectiveness of IEEE 802.11 MAC
The server maintains separate delay intervals per indilevel power saving mode for conserving the client WNIC
vidual client (e.g. delayl and delay2) and transmitsenergy consumption. In the next section, we investigate
packets to avoid contention on the wireless network.a proxy architecture to effect energy savings.
Such traffic shaping allows multiple clients to operate
without interfering with each others’ sleep intervals.  The IEEE 802.11 wireless LAN access standard [23]



sage and receipt of the data packet; illustrated in Fig-
ure 4). The IEEE 802.11 standard does not specify any
time bound for thidMaitinterval. For a general purpose
wireless access point, reducing Wit interval has the
inadvertent side effect of increasing the priority of data
packets for wireless stations operating in the power sav-
ing mode. Access point manufacturers typically asso-
ciate power saving mode as a lower throughput state.
6 f’;"g 1 They also discourage high rate multicast traffic for the
same reason.

40

80 [

Energy consumed (in Joules)

Microsoft media (2000 Kbps) —+—
Real (512 Kbps) ---X---

" ‘ ‘ ‘ ‘ ‘ ‘ | Quickiime (LAN), - In order to understand the implications of this wait in-
O ey e terval, we developed a simple simulator that modeled
) o the various power saving states of a popular WNIC. We
Figure 5: Energy consumed for varyingaittimes modeled a 2.4 GHz Lucent wireless card that consumes
177 mWw, 1319 mW and 1675 mW while sleep idle
andread states, respectively. These energy parameters

defines a power saving mode of operation wherein theVere published in [323 18]. We chose_a beacon in_terval
wireless station and the access point cooperates to coffl 100 Ms (used by Orinoco access points) and varied the

serve energy (illustrated in Figure 4). The wireless sta—%%roagewa't _tlanes for reasgnable valudesl 0(; 0 'tf;]rpl:'gh
tion informs the access point of its intention to switch msec. The access points are modeled with infinite

to power saving mode. Once in power saving mode,bUffer space; as the wait times increase, more packets

the wireless station switches the WNIC cards to a lower*'® .bu.ffered and are sent back-to-back in succession. A
powersleepstate; periodically waking up to receive bea- realistic access point would drop these packets once the

cons from the access point. The access point buffers anlgpffers fill up.

packets for this station and indicates a pending packet ) .

using a traffic indication map (TIM). These TIMs are We plot the results for varying the av_era‘glaltlnte_rval
included within beacons that are periodically transmit-0f Some of the streams measured in our earlier study
ted from the access point. On receipt of an indication([®]) in Figure 5. For comparison, in [5], we noted that
of a waiting packet at the access point, a wireless clienf client-side technique consumes 135 (0.15% data loss),

sends a PS poll frame to the access point and waits for 9:132 (8% data_loss) and 4_7 (2_3% data loss) Joules for
response in the active (higher energy consuming) statéhese_MS Media, A_pple Quicktime and Real streams, re-
The access point responds to the poll by transmittin pect!vely. .To receive these streams, the WNICs needed
the pending packet or indication for future transmission. obein _acuveregd state for 43.63%, 11.30% and 5.11%

The access point indicates the availability of multiple ©f the time, which corresponds to a necessary energy
buffered packets using tHdore data field. For multi- consumption of 90.24, 42.94 and 33.57 Joules, respec-

cast and broadcast packets, the access point transmﬂ¥e!y' Erom Flgure 5, we note that the pOten.t"’.il energy
an indication for pending packets using a delivery TIM saving 1S h_eaV|Iy dependent on the averayait inter-
(DTIM) beacon frame; immediately followed by the ac- vals. Wa|t.t|mes of zero illustrates the necessary energy
tual multicast or broadcast packet (without an explicitConsumptlon values. 'For average walt ymes less than
PS poll from clients). DTIM intervals are usually config- 1_00 msec, even small Increase in averagtscan dras- ,
urable at the access point and can be any multiple of thiCally affect the energy saving. However, larger wait
beacon interval. The standard does not define the buffefMeS do not offer much energy savings.

management or aging policies in the access points. Note

that the standard does not define a power saving trané_—'ence’ we t”e_d to measure the angailttlmes for typ- i
mit mode for the wireless station itself, it can transmit a'CaI access points. We carefully disassembled the plastic

packet whenever it wants (regardless of the beacon). shielding around a Orinoco Silver PC card and hooked
two voltage probes around the two status LEDs. The

At first glance, it would appear that the 802.11 powerﬁrSt LED showed the c.ard powersFate (t_ransitiqning toa
high voltage stage while the card is active) while a sec-

saving mode can indeed allow the wireless clients to q h 4 wh q K tod
conserve energy by allowing them to frequently transi-2"d LED showed when a data packet was transmitte

tion to lower power consumingleepstate. However or received. We connected the PC card to an external
the potential energy saving depends on minikvaltin- " Orinoco range extender antenna to reduce the effects of

terval (time between the transmission of PS poll mes-0Ur instrumentation on the proper operation of the wire-




less card. We used this instrumented PC WNIC card on
laptops running MS Win 2000, Win 98, Redhat Linux
7.2 and Compagq iPAQ; configured the PC card to operate
in power saving mode and watched media streams using
MS Media, Real and Apple Quicktime players for the
Windows machines, Real for Linux and PocketTV and
MS Media players for the iPAQ. For our study, we used
Orinoco RG 1000, Orinoco AP 500 and D-Link DWL
1000 access points. All the access points were set up on
a dedicated LAN segment (with no background network
traffic) and operating on the same wireless channel.

We noticed that Orinoco RG 1000 and AP 500 access
points used a beacon interval of 100 msec (in spite of
our attempts at changing this interval; the Linux drivers
provides an API to request a different beacon interval).
The D-Link DWL 1000 allowed us to choose an inter-
val of either 160 msec or 80 msec; the Windows driver
did not allow us to modify this interval and chose 80
msec for TIM. We plot several representative results
for the card status during our experiment in Figure 6.
Note that the different plots show different parts of the
video stream. We show the results for several low bitrate
streams. These lower quality streams transmit less date
and can be expected to offer considerable energy sav-
ings. In each graph, the plot for Channel 2 (top) shows
the duration that the card stays in active state. Channel 1
(bottom) shows the duration when an actual packet is ei-
ther transmitted or received at the card. Ideally, we want
the top plot to be active for the least amount of time;
appearing similar to the bottom plot.

Figure 6(a) plots the results for viewing a MS stream
at 56 kbps using the iPAQ device. From Figure 6(a),
we note that the power save mode sometimes works op-
timally. The first two data packets were received with
the card in higher power state for the least amount of
time. The third packet however triggers the card to stay
in higher energy consuming state for a long time, the
access point does not transmit the next packet until the
next beacon interval (&/ait interval of 100 msec). Fig-
ure 6(b) plots the results for viewing a Apple Quicktime
streaming at 30 kbps from a laptop. For Figure 6(b),
we notice similar periods of active waiting. Also in Fig-
ure 6(c), we notice longer wait intervals for watching a
Real stream at 56 kbps. As noted in [5], Real tends to
spend many smaller packets (as compared to Microsoft
media). Such packets tend to leave the WNIC at higher
energy consuming active state while the access points

Tek iria

M e s s e cxn s s

B e & i alim

(a) iPAQ, MS Media stream at 56 kbps, Orinoco
AP500 Access point

Tk iTria

(b) Windows 98, Apple Quicktime stream at 30
kbps, D-Link DWL 1000 Access point

ek rda

o e & I LiiE

(c) Windows 2000, Real stream at 56 kbps,
Orinoco AP500 Access point

tries to operate “fairly” for a general audience. In fact, Figure 6: Status of IEEE 802.11b wireless PC card in
we noticed that Watchlng any §trefam over 56 kbpS teﬂdgowersa\/e mode (the top p|0t (Ch 2) shows the WNIC
to completely leave the WNIC in higher energy consum-power state and the bottom plot (Ch 1) shows data trans-

ing active state (even though it must be possible to keepnission/reception intervals. The x-axis shows the time
theWaittimes lower, albeit consuming most of the avail- jn 100 msec ticks with voltage along the y-axis)



able bandwidth).

We also experimented with the power implications of re-
ceiving multimedia streams using multicast packets. The
Orinoco drivers allow us to configure the DTIM interval
(higher values would reduce the multicast throughput).
We observed that even when the DTIM interval was the
same as TIM interval, the access points tended to drop
the multicast packets. In particular, the D-Link DWL
1000 access points dropped most of the multicast pack-
ets. Hence multicast was not a reliable streaming mech-
anism for our purposes.

In general, we believe that the 802.11b power saving
mode has limitations for saving client WNIC energy

4. Power save operation not application
aware: With the notification(TIM) —
request(PSpoll) — datatransmission model
of operation, the IEEE 802.11b standard assumes
that the data traffic is sporadic and well behaved
(few packets spread evenly). On the other hand,
multimedia streams tend to be isochronous. For-
mats such as Real tends to transmit smaller packets
at close intervals. Formats such as MS media
tends to utilize network fragmentation leading
to fragmented packets sent closer to each other.
Delaying parts of a fragment can delay the delivery
of the entire packet to the multimedia browser.

consumption for the following reasons: 4.1 Whitecap technology and IEEE 802.11e

1. Access point behavior hardware dependent:

standard

The potential energy saving depends on the pol-rpe ncoming IEEE 802.11e will incorporate the white-
icy ch0|cgs at both the access point and the moblleCalo [9] technology to provide QoS guarantees for mul-
client station. A general access point needs 10 balyimedia  The technology provides contention free ac-
ance the need for power saving on a single clienteqs for multimedia traffic by reserving portions of the
with fairly sharing the available bandwidth. Even y,,smission spectrum for periodic multimedia traffic.
with no other clients to share the bandwidth, the; seems possible for clients to operate in power save
access points tested still tended to keep the clienty, e transitioning to an active state to receive multi-

waiting for extended periods of time. media streams. The standard is still in the draft stages.

. Does not co-exist for multiple clients: For mul-

tiple clients accessing multimedia streams simulta-

neously, the TIM specifies all the clients with pend- o )

ing network packets. The standard does not definé® Implications of energy aware multime-
the order in which client requests are actually ser-  dia service

viced. Clients could wait for the whole time needed

to transmit packets for all the clients, even though

the PS poll requests were all sent at the same timeln the last section, we discussed the limitations of uti-
The mobile station can delay the transmission ofliZing the 802.11b MAC power management scheme for

the initial PS poll message to allow the access poinfOPUlar streaming media formats. In this section, we
to transmit data packets for other nodes. However&xplore the implications of modifying the origin server
we are not aware of any such protocol defined by(through a proxy) to customize the streams so that the

the standard to control the client PS poll interval. clients can frequently transition the WNICs to lower en-
ergy consuming states.

. Uses fixed TIM interval for all clients: Even

though the standard does not explicitly prevent theln general, any traffic shaping at the origin server will be
access point from dynamically varying the beaconaffected by the loss and delay characteristics of the wide-
interval to accommodate the observed traffic levelsarea Internet. Traditionally, buffering at the client had
none of the access points that we tested changebeen used to offset these delays. However, the clients
the beacon interval. The choice of the beacon in-need to know the exact time of arrival for the first packet
terval is a trade-off between the average packet dein order to minimize data loss. The loss of the last packet
lay at the access point and the periodicity of clientin a stream (which indicates the arrival of the next packet
wakeup intervals. As the data rate increases, reducstream) affects the potential energy saving. Also, mul-
ing the TIM interval can reduce the packet delay tiple clients using the same access point but receiving
at the access point. With multiple clients in power different streams would experience delays because of
saving mode of operation, there is a need for percompeting data reception characteristics. In summary,
client TIM intervals. modifying the origin servers to shape the network traffic



Table 1: Energy consumed and % packets dropped by a client-side history based approach (detailed discussion in [5])

Stream b/w Energy Client-side adaptation
Stream Format Energy Bytes
(in Kbps) (in Joules) | (in Joules) | dropped (%)
56 157.6 35 1
Microsoft 128 157.7 52 2
Media 256 160.2 60 0.5
768 163.2 70 0.25
2000 174.8 135 0.15
56 119.2 116 4
Real 128 119.2 82 11
256 124.3 120 5
512 133.2 132 8
56 149.7 41 30
Quicktime 128 150.1 38 38
256 149.2 47 23

can enable clients to frequently transition to lower power
states has the following drawbacks:

e Loss of the control packet in a stream can adversely
affect the energy savings. Throughout this work,
we assumed that the wireless network does not suf-
fer from noticeable multimedia data packet loss. In
general, if the control packet specifying the client
sleep interval from the local proxy is lost, then the
client will wait in a higher power consuminiglle
state. Losing the data packets itself would trigger E 5 5 Co|
high level mechanisms that adapt the stream to a
lower fidelity stream.

Figure 7: Energy metric for MS media streams

e Multiple local clients receiving streams from differ-

ent servers can lead to conflicting schedules on th&uicktime) using streams customized for different net-
network. work bandwidth requirements. We also explore the im-

plications of multiple clients sharing the same wireless
e Any packet delay in the wide area can leave a clientaccess point. For reference, the energy savings and the
in a higher power consuming state. associated data loss for the various streaming formats us-
ing a client based adaptation strategy (that was discussed

We implemented our policies on a local proxy based arin [5]) is tabulated in Table 1.

chitecture. The local proxy buffers the multimedia pack-

ets and periodically transmits them to the client (similar

in spirit to the IEEE 802.11 beacons). The local proxy5.1 Single wireless client associated with the

could also dynamically inform the client-side of the next wireless access point

packet arrival time using a special control packet. The

client-side proxy uses the interval between transmissions

to transition the client WNIC to a lower energy consum- First we perform experiments to explore the energy sav-

ing sleepstate. The client-side proxy informs the local ing possible with a cooperating proxy that enables the

proxy server of the access point that it is associated withclients to transition to lower energy consumistgep

The local proxy schedules the transmissions in such atate. We explore the implications for popular streaming

way to avoid conflicts with other clients using the sameformats (Microsoft media, Real, Apple Quicktime). We

wireless access point. configured the local proxy to transmit buffered packets
after a delay of 50, 100 and 200 msec.

First we analyze the energy savings for the various pop-

ular streaming formats (MS Media, Real and Apple In some cases (e.g. high fidelity streams), depending on



the energy metric can sometimes be worse than (e.g. 768
kbps stream) receiving the original unmodified streams.
Such adaptation can be counteracted by buffering the
network packets in the client-side proxy and locally de-
livering them to the multimedia player at a more regu-
lar pace. Note that such additional buffering introduce
their own energy requirements for maintaining the local
buffers.

Also, we used th@anosleep(pystem call in the local
proxy to delay packets for delivery. General purpose op-
erating systems such as FreeBSD and Linux schedule
Figure 8: Energy metric for Real streams sleeping jobs at 10 msec intervals and hence the actual
sleep intervals can be at least 10 msec more than the
programmed value. We noticed that this extra interval
tends to be more than 10 msec for processes that sleep
for longer intervals of time. The client-side proxy ac-
tively waits for packets in this extra 10 msec in a higher
energy consuminglle state, leading to increased energy
consumption and higher energy metric. Real time sched-
ulers for Linux can reduce this scheduling interval to 2
msec. We are currently investigating such schedulers to
further reduce the energy consumption.

Figure 9: Energy metric for Quicktime streams 5.1.2 Real streaming format

the delay introduced, the multimedia players automati-We repeat the experiments from last section for Real
cally (and incorrectly) adapted to the delays by lower-streams transmitted at 56 kbps, 128 kbps, 256 kbps and
ing the stream fidelity. In order to compare the energy512 kbps and plot the corresponding energy metric in
consumption in such a scenario, we used the notion oFigure 8. We configured the real player to not trans-
energy metric, defined as the amount of energy requirethit the stream reception quality feedback to the origin
to download multimedia data (denoted in Joules/KB). Itservers and hence the system did not adapt to the packet
is preferable to reduce the energy metric. reception delays. We noted that the server assisted poli-
cies offer substantially better energy saving than sim-
ple client-side only policies without any associated data
loss. For example, a 56 kbps stream with a local proxy
that transmits packets every 100 msec only consumed 28
Joules (as compared to 116 Joules and 4% data loss for
We plot the energy metric for video streams customizectlient-side history based mechanisms). Also, recall that
for 56 kbps, 128 kbps, 256 kbps, 768 kbps and 200dReal typically streams the video streams quicker than the
kbps bandwidth streams in Figure 7. From Figure 7,0ther formats. Introducing high delays (e.g. 200 msec)
we note that a proxy that transmits packets every 20@®rolonged the stream transmission, adding extesep
msec can offer energy savings for low fidelity streamcycles and slightly increasing the energy metric.
streams (without any data loss associated with a client-

only scheme [5]). For a 56 kbps stream, a server that

transmits packets every 200 msec can reduce the energy) 3 Quicktime streaming format

consumption by as much as 83%. However, for high

bandwidth streams (low bandwidth streams are them-

selves transmitted infrequently) and increased delaydn the last two sections, we explored the potential en-
the media player adapts to increasing delays by reducergy saving in a server that transmits the stream pack-
ing the stream fidelity. This results in reduced energyets in predictable intervals for Microsoft media and Real
consumption while increasing the energy metric. In fact,streams. In this section, we repeat the experiments for

5.1.1 Microsoft media streaming format



Table 2: Energy consumed and % packets dropped by
the client-side history based approach for 2 simultaneous
clients in the same wireless access point
Stream Stream Energy Bytes
Format b/w (in Joules) | dropped (%)
56 Kbps 37.00 0.79
128 Kbps 54.03 0.09
Microsoft Media | 256 Kbps 57.98 51.77
768 Kbps 72.74 19.77
2000 Kbps 135.34 10.17
56 Kbps 39.63 39.10
Real 128 Kbps 58.23 24.74
256 Kbps 79.29 21.49 B g ] (I
thébpzs 23?? gg:ii F_igure 10: Energy metric for two simultaneous MS me-
Quicktime | 128Kbps | 27.96 4922 | diastreams
256 Kbps 32.94 41.49

Apple Quicktime streams at 56 kbps, 128 kbps and 256
kbps and plot the results in Figure 9. From Figure 9,
we notice the potential energy savings without the asso-
ciated high data loss rates (illustrated in Table 1). Note
that Quicktime transmits the audio and video portions of
the stream using separate UDP stream channels. The lo-
cal proxy needs to be aware of these independent streams
in order to schedule the data transmissions. ’

5.2 Implications of multiple clients using the Figure 11: Energy metric for two simultaneous Real
same wireless access point streams

First we tabulate the energy saving and the associated
In the last section we explored the potential energy savelata loss for a client-side history based policy (described
ings for a simple server policy that transmits packets ain [5]) in Table 2. Table 2 shows the inherent limita-
predictable intervals (similar to the IEEE 802.11 MAC tions of a client-side history based policies in a network
level power saving mode). We performed our experi-with high contention. Both Real and Quicktime streams
ments on a dedicated WLAN environment with a singleas well as high bandwidth Microsoft media streams ex-
wireless client. We showed that the potential energy savperience higher data loss compared to a single client
ings over client-side policies. We discussed the effects otase shown in Table 1. Low bandwidth Microsoft media
operating system scheduling policies that can reduce thstreams are transmitted at fairly regular intervals which
potential energy saving. We also identified media playerare not affected much by the increased network con-
adaptation to increased packet delay and their effects otention.
energy metric.

However, in a typical operating scenario, there could be5 2.1 Microsoft media streaming format
many mobile clients within a single access point shar-

ing the same physical medium. The local proxy with the

knowledge of the physical WLAN limitation can sched- We performed experiments with a local proxy servicing
ule the clients such as to minimize data contention at théwo clients accessing the same stream of identical stream
network. In this section, we explore the implications of quality. We plot the energy metric for the various Mi-
two clients using the same wireless access point, conerosoft media streams in Figure 10. We notice similar
suming the same video stream (slightly offset in time toresults as in the single client case (Figure 7), showing
avoid the same data from being multicast just once). the potential for a application level contention reduction



ing the stream quality. A caching client-side proxy can
help offset such client behavior.

6 Discussion

In this paper, we show the limitations of IEEE 802.11
power saving mode for receiving popular multimedia
streams (Microsoft media, Real and Quicktime). We
showed that the non-deterministic TIM interval and the
associatedVait interval can adversely affect the poten-
Figure 12: Energy metric for two simultaneous Quick- tial energy savings. We showed that the WNICs effec-
time streams tively switch out of the power saving modes for even
moderately high bandwidth streams (128 kbps). Also,

a single TIM can reduce the energy savings for multiple

mechanism for energy conserving policies. Note that oug|ients contending for the same TIM beacons by increas-
WLAN only supports an effective throughput of about 4 jq the wait intervals for each stream.

Mbps. Using two 2 Mbps streams saturates the wireless
network; adding additional delays to the steams worsengy, the other hand, an application-specific server side

the contention interval leading to the player adapting toyaffic shaping mechanism can offer good energy saving
a lower bandwidth stream. for all the stream formats without any data loss. We use
a simple server enhancement to transmit network pack-
ets at predictable intervals. We show that we can reduce
5.2.2 Real streaming format the energy metric (Joules/KB) by as much as 83%. We
show how our approach can offer similar benefits for two
clients sharing the same wireless access point. We note

We repeated the experiments for Real streams and pI%at the operating system scheduling mechanisms induce

the r'esult.s n F|gur§ L1 For the most' part, two CIIentSadditional latencies that reduce further potential energy
provide similar savings as a single client case. How-

. : . savings. Also, Quicktime players adapt to any network
ever, Real players inexplicably experience fatal errors 9 Q play P y

particularly operating with a delay of 50 msec. We aredelays by lowering the stream quality.

presently investigating why the Real players crash Wherbur work makes the following contributions towards the
two players are simultaneously accessing two multime-

dia stream design of such application specific energy-aware net-
astreams. work traffic shaping mechanisms:

5.2.3 Quicktime streaming format ¢ We show that the amount of energy saving delays
introduced depends on the stream requirements;

_ _ . _ o lower fidelity streams are more tolerant to longer
We continue with our analysis for the various Quicktime delays.

streams and plot the results in Figure 12. From Figure
12, we notice similar performance gains for two clients ® Operating system scheduling mechanisms can re-
simultaneously accessing multimedia streams. Again,  Strict choosing too small values of these delays.

we notice that Quicktime clients adapt to any introduced
delays by lowering the stream quality. A caching client-
side proxy can offset this client behavior.

e These mechanisms have to take the stream format
into consideration. Formats such as Quicktime that
transmit a given media stream using at least two in-
dependent channels (one each for audio and video)
should be treated properly so as to avoid conflicts
within the same application.

In this section, we showed the effectiveness of applica-
tion aware local proxy in shaping the multimedia traffic.
The system can not only allow the clients to better man-
age their energy, but also schedule the packets to avoid e Additional information such as the associated ac-
local WLAN network contention. The Quicktime multi- cess point can also help avoid network media con-
media players adapt to any introduced delays by lower-  tention issues.



e Future media players should provide a configurable [7] Carla Fabiana Chiasserini and Ramesh R. Rao.

mechanism for specifying wireless networks such
that these energy saving transitions do not trigger
network congestion response.
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