Abstract—Resource management is very important yet challenging in large scale distributed systems like P2P networks. With more and more users incorporating semantic meta-data with their resources, the resource discovery mechanism should not only be able to scale well with the large number of information resources but also be capable of retrieving semantically relevant resources efficiently. To make matters worse, with the advent of semantic web, more and more users associate their shared resources with semantic meta-information. This mandates that the P2P networks provide methods that allow a user not only to describe resources from a semantic viewpoint but also allow users to run more complex queries addressing several semantic properties or relationships among semantic entities and resources.

In this paper we propose a semantic clustering and routing scheme which aims to improve the quality and efficiency of search in P2P systems. The basis for semantic clusters are concepts of an already agreed-upon shared semantic ontology. We use this semantic ontology with the view of improving information searching and facilitating interoperability. We propose a novel dynamic cluster construction technique where peers discover semantic neighbors by taking into account the structural relationships of concepts in the ontology. We also propose a novel query routing mechanism that exploits the concept hierarchy to quickly route a query to the target cluster. Both search traffic and gossiping are employed by peers to acquire global information regarding peer interests.

The rest of the paper is organized as follows: In Section II we discuss the related research in the area of P2P search. Section III presents the models and definitions. In Section IV we present our P2P system clustering architecture. Section V presents the cluster construction and maintenance and in section VI presents set of algorithms for ontology based search in unstructured P2P networks. In Section VII, we evaluate the proposed algorithms via simulation. Finally, Section VIII discuss the limitations and future roadmap of our work and concludes the paper.

II. RELATED WORK

To improve the efficiency and quality of search, many semantic search systems have been proposed [3], [6], [10]. Semantic Overlay Networks (SON) [3] propose a peer clustering approach based on semantic content a peer shares. However, peer joining as well as query routing requires flooding. Interest based shortcut [11] model takes a similar approach where peers with similar interests create shortcuts with one another with the aim of efficient content location. However, these interest based shortcuts are built on top of Gnutella overlay imposing the burden of maintaining virtual links on top of the original network overlay. SETS [2] is a Vector Space Model (VSM) based approach for clustering. SETS however, relies on a single dedicated peer to cluster peers according to topic segments. GES [12] yet is a VSM based clustering approach which is a fully distributed cluster management mechanism. However, the node vector representation of GES may be inaccurate in presence of documents falling under multiple semantic categories, and the choice of long range links is inefficient. BF-SKIP [10], another VSM based clustering approach, employs a combination of biased walk and flooding for topology adaptation. These VSM based approaches however, generally lack the capability to provide high quality semantics representation of nodes or documents. Ontsum [6] assumes heterogeneous ontologies between peers and requires computationally expensive ontology generation and mapping and allow only RDQL based queries.
III. PRELIMINARIES

A. System Model

We make the following assumptions about our proposed search model:

1) Network Topology: We consider an unstructured P2P network with a set of peers \( \{P_1, P_2, ..., P_P\} \) with average degree \( \gamma \). Each peer in the network is able to communicate with its direct neighbors (i.e. one hop neighborhood) only.

2) Global Semantic Ontology: A globally known reference ontology is agreed upon by all peers in the network. This ontology \( O \) consists of a set of semantic concepts \( C = \{c_1, c_2, ..., c_m\} \) with total \( m \) concepts and relationships among them. For simplicity, we assume a semantic hierarchy where the relationships among concepts are only IS-A (i.e. hypernym/hyponym) relations.

3) Data Distribution: Representing knowledge using a reference ontology can be applied to any type of resource (e.g. text, video etc.) which is properly annotated. In this work we assume shared resources are text documents. There can exist multiple copies of the same documents distributed among peers. For each document a peer has in its local storage, it constructs a concept weight vector that depicts the semantic weight of each ontology concept present in that document. A weight \( w_{i,j} \) of concept \( c_i \) in document \( d_j \) in peer \( P \) is calculated as follows: First, the concept frequencies of all concepts for each document in \( P \)'s local storage are calculated by a process of text mining followed by word sense disambiguation. The concept frequencies of each document are added bottom up the semantic hierarchy to account for the contribution from each concept to its ancestor concepts in the hierarchy due to IS-A relationships they share. Then the concept frequencies of each concept are normalized to a [0-1] range by applying maximum frequency normalization by dividing them by the maximum concept frequency for that concept known so far by the peer.

4) Semantic Query: A query consists of the conjunction of one to \( n \) concepts in the ontology. The document locating problem therefore is to find as many documents in the P2P network that satisfy the query and that exceed a pre-specified relevance threshold.

5) Semantic Similarity Calculation: We used the following well-known similarity measure \( \text{Sim} \) to calculate the similarity between two concepts \( c_1 \) and \( c_2 \) in the hierarchy [7]:

\[
\text{Sim}(c_1, c_2) = \begin{cases} 
  e^{\alpha l} e^{\beta h} - e^{-\beta h} & \text{if } c_1 \neq c_2 \\
  1 & \text{otherwise}
\end{cases}
\]

Where \( l \) is the shortest path distance between \( c_1 \) and \( c_2 \) in taxonomy and \( h \) is the depth of the least common subsumer of \( c_1 \) and \( c_2 \), \( \alpha \) and \( \beta \) are parameters scaling the contribution of shortest path length \( l \) and depth \( h \), respectively where the optimal values were defined as 0.2 and 0.6, respectively [7].

IV. SYSTEM ARCHITECTURE

Here we describe in detail our design of SAS that utilizes the synergy between ontologies and P2P systems to provide high quality search performance.

A. System Overview

Peers in a distributed network are rich in variety of semantic interests that are based on their sharable local document collections. Our clustering policy is based on the intuition that given a global ontology that describes the semantics of those shared documents, each peer’s expertise can be described by a set of concepts in that ontology. This allows one to model different semantic relationships between peers using ontological relationships that exist between concepts in the ontology thereby physically organizing peers according to semantic clusters. More specifically, peers specializing in the same concept are physically grouped together as a cluster. A peer can specialize in zero or more concepts based on its shared document collection, thus resulting in the peer participating in zero or more concept clusters.

In our SAS framework, we designed different types of semantic relationships to model the semantic relationships between peers. A peer \( P \) can maintain a same cluster link to another peer for common concept they both specialize in. Similarly, \( P \) can maintain a family tree link to another peer that specializes in a concept that falls under the family tree of \( P \). The family tree of a peer is the minimal sub-tree in the shared ontology semantic tree that subsumes all the concepts the peer is rich in. Any concept falling inside its family tree is considered a semantically close concept to its semantic expertise by a given peer. \( P \) can also maintain few random cluster links with some selected peers in the network. These would be peers for whom the concepts they specialize in fall out of the family tree of \( P \) and thus are considered semantically distant neighbors. We propose a scheme where these different types of relationships are effectively exploited to route queries to peers specializing in requested semantics, thus enabling efficient query routing.

Fig. 1 shows a high level view of the network topology. The dotted circles and lines show the concept clusters and their IS-A relationships in the ontology respectively. While many links are maintained between peers, the different cluster connections of only peer \( P \) are shown for clarity assuming a simplified scenario where \( P \) belongs only to concept cluster \( C7 \).
B. Clustering Policy

Physically grouping peers to create peer clusters based on their semantic richness mandates a good clustering policy. In our work, we use ontology concepts as the basis for peer clustering. Since peers interests can be represented by its local data, the ontology metadata is used to extract semantics of shared documents and thus the conceptual interests of the peer. Peers rich in certain concepts in terms of both information content and the number of relevant documents for those concepts, categorize themselves as belonging to those concept clusters.

Each document in SAS is represented as a concept vector. These concept vectors contain log weighted concept frequencies $1+\log(\text{concept frequency})$. Compared to traditional $tf$-$idf$ measure, log frequency weighting produces higher quality clusters [9] and does not require global information for computation. For a document to be considered relevant for a given concept $c_i$, the concept frequency of $c_i$ in document should exceed a certain threshold. This threshold concept frequency for concept $c_i$ at peer $P$ is calculated as follows:

$$\text{CFTreshold}_{i,P} = \text{RelThresh} \times \text{MaxCF}_i(P) \text{where } c_i \in \text{C}(P)$$

Where $\text{RelThresh}$ is the system specified relevance threshold for a document which is a value in [0-1] range. $\text{MaxCF}_i(P)$, the maximum concept frequency known by $P$ for concept $c_i$, is initially computed from $P$’s local document collection and later on is kept updated by any new higher $c_i$ values discovered from other documents in the network through message exchanges ensuring that eventually reaches its globally equivalent value with time. The calculation ensures $P$ is represented by only those documents having large enough semantic weights for the given concept. This mechanism improves the precision of search over time by allowing a query to identify only those documents that are actually semantically rich and thus relevant for a queried concept. This precision improvement mechanism is briefly described in section V-B and more details can be found in our previous paper [4].

C. Types of Semantic Links

Peers maintain three types of semantic links with its neighbors. To illustrate these links consider Fig.1. The figure shows the shared ontology containing concepts $C1$ to $C11$. Let us assume a peer $P$ is rich in concepts $C7$ and $C11$.

1) Same Cluster links: These links are established between peers who belong to the same concept cluster. For example, according to Fig.1, peer $P$ can establish same cluster links with other peers in clusters $C7$ and $C11$.

2) Family Tree links: To achieve high semantic reachability, each peer maintains a relatively few number of links called family tree links which are selected among the member concepts in the family tree of the peer. A family tree of a peer $P$, $\text{familyTree}(P)$, is the sub-tree of the ontology rooted at the least common concept that subsumes semantic concept concepts a peer $P$ belongs to. This least common ancestor (lca) concept of $\text{familyTree}(P)$ is called the lca($P$). To ensure hierarchical connectivity of concept clusters based on semantic taxonomical relationships, a peer always maintains family tree links for its parent concept cluster and child concept clusters called parent links and child links respectively. These parent and child links essentially allow the network topology to be organized to mimic the global semantic hierarchy. Looking at the example given in Fig.1, lca($P$) is $C4$ as this is the least common ancestor that subsumes both $C7$ and $C11$. The $\text{familyTree}(P)$ is the sub-tree rooted under $C4$ and is marked in the figure. Any concept in $\text{familyTree}(P)$ excluding $C7$ and $C11$ are candidates for establishing family tree links.

3) Random Cluster Links: Establishing parent and child cluster links by each peer satisfies the minimum requirement of being able to navigate a query from any concept cluster to another by following semantic hierarchical structure. For faster access to semantically distant clusters, peers can also maintain a few random cluster links in its random neighbor cache to their semantically distant clusters. According to Fig.1, all the concepts in ontology outside family tree of $P$ such as $C5$, $C6$, and $C6$ are perfect candidates for $P$ to establish random cluster links.

D. Local Knowledge of a Peer

1) MaxVector($P$): The MaxVector($P$) is used for document re-normalizing purposes and holds global statistics of highest information content (calculated as concept frequency) for each concept in the ontology, for entire data set distributed in the network. This information is obtained gradually using message passing mechanisms.

2) MyClusters($P$): This is the set of concept clusters in which peer $P$ categorizes itself as a member.

3) SemanticNeighborCache($P$): Semantic neighbor cache keeps track of different concept clusters the peer has discovered and regards as being semantically close to its semantic interests. An entry in the semantic cache takes the form $<c,\text{neighbors}>$ where $c$ is the concept cluster for which the peer has established a connection with the given neighbors.

4) RandomNeighborCache($P$): A peer also keeps a second cache called random neighbor cache where it includes pointers to peers, whose clusters are semantically far from the clusters the peer belongs to. An entry in the random neighbor cache takes the form $<c,\text{neighbors}>$ where $c$ is the concept cluster with which the peer has established a connection with the given neighbors.

Both caches are refreshed using Least Recently Used(LRU) policy. The maximum number of entries allowed in each cache including the maximum number of neighbors allowed per each cluster entry are system specified parameters.

V. CLUSTER CONSTRUCTION AND MAINTENANCE

A. Cluster Construction

We assume that the initial network is a pure unstructured power law network. At the configuration stage, each peer constructs document concept vectors for each of its document in the shared document collection. These document concept
vectors are used by peers to classify themselves into a set of concept clusters to which they belong.

**1) Neighbor Discovery:** To establish inter-cluster connectivity, it is crucial that each peer acquire cluster connections by neighbor discovery. We propose two methods to acquire cluster links: (i) a gossip based neighbor discovery which actively discovers new semantic peers and (ii) a passive query traffic based neighbor discovery algorithm.

(ii) Gossip Based Neighbor Discovery: Gossip protocols are highly scalable and resilient communication protocols that are widely used to solve problems such as information dissemination, data aggregation etc. when the underlying network structure is inconvenient or extremely large. To implement gossip based neighbor discovery in a P2P network, each peer at each given fixed intervals of time, randomly chooses a peer from its neighborhood to exchange information about the concept clusters links they maintain to update their random neighbor cache and semantic neighbor caches with new links learnt. Due to the characteristics of gossip-based algorithms, it is guaranteed that every peer could establish cluster connections with every other concept cluster it is interested in with high probability in logarithmic steps of the size of the network.

(ii) Query Traffic Based Neighbor Discovery: Alternative to gossip based neighbor discovery, we propose a query traffic (i.e. query messages and query response messages) based neighbor discovery method. Here a peer’s local knowledge is propagated along a query path by piggybacking its MyClusters data structure and links maintained in its caches in query traffic messages in a passive fashion.

**B. Cluster Maintenance**

1) Cluster Merging: A peer initially starts by creating a concept cluster per each concept it belongs to by adding itself as the only member in the cluster. Understandably, this will create many clusters for the same concepts scattered in the P2P network. Over time, when peers acquire knowledge through gossiping or querying, they will also discover such new clusters for the same concepts they belong to. When this happens, the peer merges its cluster with the newly discovered cluster to form a larger cluster. To achieve this, each peer assigns a unique ID to its concept cluster at the configuration stage generated by a consistent hash function. When a peer merges its cluster with a new cluster, the lower ID of the two is assigned to the merged cluster.

2) Peer Joins: When a peer joins the network for the first time, it first connects to a random set of peers. The peer first classifies itself to a set of clusters based on its shared document collection and sends a join request to all its neighbors. Piggybacking the set of clusters it belongs to. Upon receipt of a peer join request, an existing peer provides its existing semantic and random cache links and the set of clusters it belongs to, to the new peer. New peer then constructs its initial random cache and semantic cache links by using this information.

3) Peer Leaves and Failures: When leaving the network, a peer provides its semantic and random cache link information when it notifies its neighbors that it is leaving the network. This information is utilized by a notification receiving peer to update its semantic and random caches with appropriate links, removing soft state maintained for the leaving neighbor and also acquiring appropriate links from the links maintained by the neighbor leaving the network. If a neighbor crashes, peers eventually discover absence of the neighbor when query routing to that neighbor fails and eventually updates its soft state to remove that neighbor. Gossip and query traffic based neighbor discovery eventually reestablishes lost links.

4) Precision Improvement Mechanism (MaxVector Learning): Each peer keeps track of most recently known highest concept frequencies for each concept it specializes in, in a data structure called MaxVector. At configuration stage, a peer initializes its MaxVector using its local document collection. Utilizing piggybacked MaxVector information in the message a peer receives over time, it discovers and updates its MaxVector accordingly to reflect highest known concept frequencies in the network so far. This in turn results in peers re-normalizing its local document concept vectors making their semantic representations more accurate, thus increasing query precision over time.

**VI. QUERY ROUTING STRATEGY**

The goal of query routing strategy is to locate as many relevant documents as possible. When a query contains a conjunction of multiple concepts, the querying peer constructs a sub-query per queried concept by including the same message id as the original query. The basic idea is to propagate the concept based sub-queries to relevant target clusters, where the original query will be evaluated. The query is propagated until a system specified TTL is reached. The results will return in the reverse path of the query propagation. The query originator then collects and returns the merged results to the end user upon receipt of responses to all sub-queries. Below we describe the inter-cluster routing mechanism that propagates the query to the target cluster and the intra-cluster routing mechanism which takes care of forwarding the sub-query to all cluster neighbors with high probability.

**A. Intra-cluster routing**

When a peer receives a query targeted at a concept cluster that a peer belongs to, the query enters the intra-cluster routing mode. Here, the peer simply broadcasts the query through its same cluster links to exhaustively propagate the query within the concept cluster. If the peer does not have any same-cluster-links established yet, it chooses a family-tree-link semantically closest to the target concept cluster, preferably a parent link or a child link to forward the query as those will have the highest probability to maintain a direct link to the target concept cluster.

**B. Inter-cluster routing**

If one of the concept clusters the peer belongs to cannot satisfy the query, peers then check if the target concept falls within its family tree. For this to happen, the queried concept
should be a member of the family tree of the peer and the peer must have a direct or semantically close family tree link in its semantic cache for the target concept cluster. In this case, the query will be forwarded to that concept cluster. If the queried concept falls outside of its family tree, the peer will dispatch the query to the random-cluster-link semantically closest to queried concept. In situations where same-cluster links or family-tree-links are not obtainable, the peer resorts to random-cluster-links to forward a query to a randomly selected cluster.

When the network eventually reaches a steady state, every peer will establish a minimum of one parent link and child link per concept in the hierarchy. Therefore, these parent links and child links provide a guaranteed path to navigate from one concept cluster to another by mimicking IS-A links in the ontology. Additional family tree links and random cluster links allow faster location of the target cluster regardless of its semantic proximity to the peer.

VI. EXPERIMENTS

A. Design of Experiments

In this section we present our experimental design parameters such as query generation, document generation, shared ontology, and the state-of-the-art algorithms used for comparison purposes.

1) Ontology: The Reuters 21578 text classification corpus [5] was used with the category Country as the basis for constructing the semantic taxonomy. We then used the hypernym/hyponym relations of Wordnet ontology to further extend this classification by adding descendant sub trees of each of these core concepts and also to create the core ontology by adding all ancestor concepts of these core concepts in all ancestor concept paths toward the root concept entity in Wordnet ontology. The ontology built this way contains a total of 235 concepts.

2) Data Generation: We used the documents from the Reuters 21578 dataset in our simulation experiments. There were 21,578 newswire documents in the dataset and after text processing and words-sense disambiguation, a total of 15,191 documents that produced non-zero length concept frequency vectors were selected.

3) Network Generation: We implement our system on top of Peersim simulator [8]. The initial network generated follows the power law topology. The default network size was set to 1024 nodes. The initial average peer degree was set to 5. The document distribution among peers follows a Zipf ($\alpha = 1.0$) distribution and each peer contained 100 documents on an average in its local storage. The TTL varied from 2 to 4 and the default was set to 2. The dynamic behaviour was simulated by inserting online nodes to the network while removing active nodes at varying frequencies. On an average, 80 nodes each are added and removed from the network during each simulation run.

4) Query Generation: We generated 100 random queries each for single and two concept queries from the concepts in the ontology. On average, every peer issues 50 queries during its lifetime randomly selected from generated queries. In addition to this, the maximum entries allowed per random cluster cache and semantic cluster cache are set to 5 and 100 respectively. The maximum number of neighbors allowed per cluster entry is 5,5 and 10 respectively for random cluster links, family-tree cluster links and same cluster links. A combination of gossip and query-traffic based neighbor discovery is used for neighbor discovery mechanism.


a) BF-SKIP: Authors of [10] introduce BF-SKIP, a semantic clustering algorithm based on the VSM model. Given a query, BF-SKIP first relies on biased walks through random links to locate a relevant semantic group, then uses flooding within this group through semantic links to retrieve relevant documents in only one hop. Once in the target cluster, the number of flooded messages in query is iteratively reduced at each hop to reduce unnecessary message production. We set the maximum links to 8 and relevance threshold to 0.7. The iteration depth $k$ is set from 1 to $TTL$.

b) Gnutella: Gnutella flooding [1] is the most fundamental blind search mechanism where a querying peer floods a query within a TTL hop radius.

B. Performance Metrics

For our evaluation we rely on three major retrieval performance measures:

1) Recall: Recall is the ratio of the number of relevant results obtained against the total number of relevant results in the entire P2P network.

2) Precision: Precision is the fraction of documents among those retrieved that are relevant to a search query.

3) Message Cost: This is the average number of bytes transferred per search query.

C. Results and Analysis

In this section, we discuss our results for the above P2P environment. We measured performance of the search algorithms for various network sizes, and results show that performance of SAS is scalable regardless of the network size. Experiments were carried out for both single concept queries and two concept conjunction queries. The results were averaged over simulation of five network seeds. Due to space limitation, we report only partial results. Results are reported after network convergence based on clustering protocol. Our simulations also show that our SAS algorithm improves recall and precision significantly over BF-SKIP as well as Gnutella flooding counterparts at much lower message cost and produces high quality clusters compared to BF-SKIP.

1) Query Efficiency: Fig. 2(a) illustrates the relationship between the query recall and the TTL. The experiments were conducted on a default 1024 nodes network while varying the TTL from 1 to 3. According to Fig. 2(a), SAS achieves a high recall rate with small TTL. While our SAS protocol
neighbor discovery. Therefore, a greater portion of neighbors can be discovered with zero cost just by utilizing search traffic thus lowering the additional overhead of generating gossip messages.

**VIII. CONCLUSION**

In this paper we presented an ontology-based clustering and routing protocol that optimizes search performance of unstructured P2P networks by ontology-aware topology construction. Our scheme organizes the overlay structure based on semantic concepts and their taxonomical links in the shared ontology. In addition to these taxonomical links, a peer also establishes other types of links to ensure faster location of target clusters and proper dissemination of a query to only relevant peers within a target cluster while querying. SAS employs a combination of search messages and gossip to discover semantically relevant neighbors. In the future development of the system, we plan to address more effective dynamic cluster construction techniques, and use of richer ontologies which include relationships beyond simple classification hierarchies.
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