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Abstract

We initiate a theoretical investigation of the popular block-cipher design-goal of security
against “related-key attacks” (RKAs). We begin by introducing definitions for the concepts of
PRPs and PRFs secure against classes of RKAs, each such class being specified by an associated
set of “related-key deriving (RKD) functions.” Then for some such classes of attacks, we prove
impossibility results, showing that no block-cipher can resist these attacks while, for other,
related classes of attacks that include popular targets in the block cipher community, we prove
possibility results that provide theoretical support for the view that security against them is
achievable. Finally we prove security of various block-cipher based constructs that use related
keys, including a tweakable block cipher given in [17]. We believe this work helps block-cipher
designers and cryptanalysts by clarifying what classes of attacks can and cannot be targets of
design. It helps block-cipher users by providing guidelines about the kinds of related keys that
are safe to use in constructs, and by enabling them to prove the security of such constructs.
Finally, it puts forth a new primitive for consideration by theoreticians with regard to open
questions about constructs based on minimal assumptions.

Keywords: Block ciphers, related-key attacks, pseudorandom permutations, tweakable block ci-
phers, concrete security, ideal-ciphers, Shannon-ciphers, Shannon-security.

“Dept. of Computer Science & Engineering, University of California at San Diego, 9500 Gilman Drive, La Jolla,
California 92093, USA. E-Mail: mihir@cs.ucsd.edu. URL: http://www-cse.ucsd.edu/users/mihir. Supported in
part by NSF Grant CCR-0098123, NSF Grant ANR-0129617 and an IBM Faculty Partnership Development Award.

"Dept. of Computer Science & Engineering, University of California at San Diego, 9500 Gilman Drive, La Jolla,
California 92093, USA. E-mail: tkohno@cs.ucsd.edu. URL: http://www-cse.ucsd.edu/users/tkohno. Supported
by a National Defense Science and Engineering Graduate Fellowship.



Contents

1 Introduction

2 Notation and standard definitions
3 New notions

4 Impossibility results

5 Properties of RKD transformations

6 Possibility results: The Shannon model
6.1 Proof of Theorem 6.3 . . . . . . . . . . . . . . e

7 Applications of RKA-secure PRPs
8 PRFs and PRPs under chosen-ciphertext RKAs

9 Existence of RKA-secure function families
9.1 RKA-attacks against existing PRFs . . . . . .. ... o oo

11

14
16

18

23

27



1 Introduction

Most modern block ciphers, including the AES [6], are designed with the explicitly stated goal of
resisting what are called “related-key attacks (RKAs)” [3]. However, it is not clear exactly what
types of attacks this encompasses, and against which of these security is even achievable.

Towards answering such questions, this paper provides a theoretical treatment of related-key
attacks. Via notions of RKA secure PRPs and PRFs parameterized by a class of “related-key
deriving functions,” we provide a formal definition of what it means for a block cipher to be
secure against a given class of related-key attacks. Then for some classes of attacks, we prove
impossibility results, showing that no block-cipher can resist these attacks while, for other, related
classes of attacks that include popular targets in the block cipher community, we prove possibility
results that provide theoretical support for the view that security against them is achievable.
We also prove security of some specific related-key-using block-cipher-based constructs based on
assumptions about the security of the block cipher under an appropriate class of RKAs.

This work can help block-cipher designers and cryptanalysts by clarifying what classes of attacks
can and cannot be targets of design. It can help block-cipher users by providing guidelines about
the kinds of related keys that are safe to use in constructs, and by enabling them to prove security
of the resulting constructs. Finally, it puts forth a new primitive for consideration by theoreticians
with regard to constructions based on minimal complexity assumptions.

Overall our results indicate that there is a thin dividing line between unachievable and achievable
goals in this area, and thus a need for care on the part of both designers and users.

Let us now discuss the background and our results in more detail.

RKASs. Under a related-key attack, an adversary can obtain input-output examples of the block
cipher E, not just under the target key K, but under keys K7, Ko, ... related to K. However the
understanding of what “related” means seems currently to be based only on specific examples, such
as K; being K +i mod 2* where k is the key-length, or K & A; where Ay, Ao, ... are known values.
We ask what a related-key attack might mean in general, and how one might model it and define
a corresponding notion of security.

MOTIVATION FOR DEFINITIONS. There is significant value in capturing block-cipher security goals
via formal definitions of security. It provides cryptanalysts with clear attack models, and it enables
theorists to prove the security of block-cipher based constructs. The best example to date is the
pseudorandom permutation (PRP) model for a block cipher [18, 1] which has been instrumental in
both these ways. We seek something similar with regard to RKAs.

DEFINITION. We propose an extension of the notion of a PRP. Let E: K x D — D be the block
cipher whose security we are trying to capture. We allow the adversary A to make related-key oracle
queries consisting of a related-key-deriving (RKD) function ¢: K — K and a point € D. It is
placed in one of two “worlds.” In world 1, a key K is chosen at random from X, and query (¢, )
is answered by E(¢(K),x). In world 0, a key K is again chosen at random from I but we also
choose at random, for each key L € K, a permutation G(L,-): D — D, and the query is answered
by G(¢(K),x). The advantage of A is the difference between the probabilities that it returns 1
in the two worlds. For any set ® of functions mapping K to K, we say that E is secure against
d-restricted RKAs if the advantage of an adversary of limited resources, restricted to drawing the
RKD functions in its oracle queries from @, is small. See Section 3 for formal definitions.

® AS A PARAMETER. An important definitional choice above was to have made the set ® of allowed
RKD functions a parameter of the definition rather than, say, letting ® be the set of all functions
from /IC to K. The reason is that the power of attacks depends significantly on the types of related-
key-deriving functions the adversary uses. (In particular we will see that security when & is the set



of all functions, or even just all permutations, is impossible to achieve.) The main question is thus
for what classes ® of RKD functions security against ®-restricted RKAs is achievable.

CANONICAL CLASSES OF RKD FUNCTIONS. Examples of @, corresponding to the example attacks
discussed above, include @;, the set of functions K +— K + imod 2* for 0 < i < 2%, and @,SB,
the set of functions K +— K @© A for A € {0,1}*, where K = {0,1}*. These classes are important
because security against ®-restricted RKAs appears not only to be a design target but is useful in
applications, and hence we will pay extra attention to these classes.

DES: A TEST CASE. The goal of resisting related-key attack seems to have been a design target only
relatively recently. It is well-known that DES, due to its complementation property (DESk(P) =
DES%(P) for all keys K and plaintexts P) is insecure against related-key attacks. It is worth
noting that our model and definition capture this. One can design an adversary that, in just two
oracle queries, wins the game outlined above with advantage almost 1, as long as ® contains the
identity function and the map K — K. In other words, DES is insecure against ®-restricted RKAs
for any such .

IMPOSSIBILITY RESULTS. We show that there are inherent limitations to the security one can
achieve against related-key attacks. Namely, we identify some relatively simple classes ® of RKD
functions such that for any block cipher E, there exist successful ®-restricted RKAs against F.
This means it is impossible to design a block cipher to resist these attacks.

This is relatively easy to see when ® includes a non-injective function such as a constant function
(cf. Proposition 4.1). One would expect better, however, if ® consists only of permutations on
the key space, because the result of applying a permutation to a random key is itself a random
key. However, Proposition 4.2 identifies small, simple classes of permutations ® for which we can
present successful ®-restricted RKAs on any block cipher, and Proposition 4.3 shows that there
are successful (@Z U <I>kGB )-restricted RKAs on almost any block cipher of key-length k. (That is,
it is impossible to design a block-cipher that is simultaneously resistant to the two basic classes of
RKAs that we noted above.) Furthermore, in the last two cases, our attacks not only break the
pseudorandomness of the block cipher, but are stronger in that they recover the target key.

THE NEED FOR POSSIBILITY RESULTS. Block-cipher designers seem to believe that security against
@Z and ¢ k@ -restricted RKAs is achievable. Nothing above contradicts this, but the unachievability
of security against the closely related class of (@; ud k@ )-restricted RKAs leads us to desire better
evidence of the achievability of security against ®-restricted RKAs on these classes, as well as other
classes, than the mere inability to find attacks as above.

However, while unachievability of a security goal can be conclusively established via attacks as
above, it is harder to find ways of gauging achievability that are better than merely saying that we
have not found attacks. Our approach is based on the thesis that the minimal requirement for a
block-cipher security goal to be considered feasible is that it should be provably achievable for an
ideal (ie. Shannon) cipher. (We may not, in practice, be able to realize all properties of an ideal
cipher in a real cipher, but certainly we should be wary of targeting goals that are not achieved by
ideal ciphers, and thus it is a good idea to ensure that goals we target are at least achieved by ideal
ciphers.) Accordingly, we seek to determine classes ® of RKD functions for which we can prove
that ideal ciphers resist ®-restricted RKAs.

A GENERAL POSSIBILITY RESULT. We define two properties of a class ® of RKD functions that we
call collision-resistance and output-unpredictability. Theorem 6.3 then shows that an ideal cipher
is secure against ®-restricted RKAs for any ® having these two properties. We consider this the
main result of the paper.

The properties themselves are fairly simple. Roughly, collision-resistance (cf. Definition 5.2)



asks that for any small subset P of ®, the probability, over a random choice of key K, that there
exist distinct ¢1, ¢o € P with ¢1(K) = ¢2(K), is small. Output-unpredictability (cf. Definition 5.1)
asks that for any small subset P of ® and any small subset X of the key-space, the probability, over
a random choice of key K, that there exists ¢ € P with ¢(K) € X, is small. The actual definitions
and results in Section 6 are quantitative, upper bounding the advantage of a related-key attack in
terms of advantages with respect to the two underlying properties of ®.

Lemma 5.3 says that any ® consisting only of permutations has the output-unpredictability
property, so that in this (common) case, collision-resistance of ® alone suffices for an ideal cipher
to be secure against ®-restricted RKAs.

IMPLICATIONS. A corollary of these results is that an ideal cipher is secure against ®-restricted
related-key attacks both when ® = @,j and when ¢ = CD,C@ . Corollary 6.5 establishes this by show-
ing that these two sets of related-key-deriving permutations have the collision-resistance property
and then applying our main result. (We clarify that this does not contradict the impossibility result
of Proposition 4.3 since in the latter the adversary could use RKD functions from both classes in
its attack, and in the current possibility result it can use RKD functions from one or the other, but
not both simultaneously.)

APPLICATIONS. One consequence of having a notion of security for block ciphers with respect to
RKAs is that we can now prove the security of protocols that use a block cipher with multiple,
but related, keys. The proofs are standard reductions that assume that the underlying block
cipher resists ®-restricted RKAs for some suitable set of RKD functions ®. An important point is
that because ® is a parameter of our definitions, and because different applications use keys with
different relationships, these proofs precisely identify what assumptions we are making about the
underlying block cipher. When @ is some small set (eg. with two or three elements) or when ®
is some set whose RKA-resistance is commonly targeted as a design goal (eg. <I>,§9 ), then we may
have reasonable confidence that the protocol is secure. We now discuss some specific results in this
vein.

TWEAKABLE BLOCK CIPHERS. Liskov, Rivest and Wagner [17] introduce the notion of a tweakable
block cipher and argue that use of this primitive enables conceptually simpler designs and proofs of
security for modes of operation. They suggest a simple way to construct a tweakable block cipher
out of a block cipher resistant to related-key attacks: simply XOR the tweak into the key. Having no
definitions for security against related-key attack, however, they are not able to prove the security
of their construction. As an application of our notions, we prove that their construct yields a
secure tweakable PRP under the assumption that the original block cipher is a PRP resistant to
d k@ -restricted related-key attacks.

SIMPLIFYING CONSTRUCTS. Some block-cipher based schemes such as Black and Rogaway’s three-
key CBC MAC constructions [4] use several independent block-cipher keys. In such schemes it
is possible to use related keys instead and thereby both reduce the key-length of the scheme and
conceptually simplify it. We present related-key using modifications of these schemes and prove
that they retain their security if the block cipher is assumed to be a PRP secure against ®-restricted
related key attacks, where @ is some fixed three-element subset of ®; or ®,° (eg. {K — K, K +—
K +1mod 2% K — K + 2 mod 2*}).

ANALYSIS OF LEGACY PROTOCOLS. Constructions using related keys also show up in existing cryp-
tographic applications. (For example, [11] mentions a proprietary application that uses different,
related keys to encrypt different messages.) Our notions can be used to retroactively analyze such
protocols, thus providing formal justification for those protocols in the case they are secure, or
insights into their insecurity if they are not secure.



EXTENSIONS. The first part of the paper focuses on PRPs secure against chosen-plaintext RKAs,
since this is the simplest goal related to the question of the security of block ciphers under RKAs.
Later in the paper we provide definitions for PRPs secure against chosen-ciphertext RKAs, and
also for PRF's secure against RKAs, and discuss how our results extend to them.

TOwWARDS CONSTRUCTS. The central theoretical question raised by this work is whether it is
possible, for some non-trivial classes ®, to construct PRPs or PRFs that are provably secure
against ®-restricted related-key attacks under some standard assumption, such as the existence of
one-way functions or the hardness of an algebraic problem like factoring or Decision-Diffie-Hellman
(DDH). Related-key attacks are so different from standard ones that this appears to be a challenging
problem.

Towards this, we note in Proposition 9.1 that it is possible to solve this problem for some very
simple classes ®, such as if ® consists of functions that modify only the second half of their input
key. In that case, we show how a standard PRP can be modified to be provably resistant to ®-
restricted related-key attack. This is already of some interest for applications, since an example of a
class @ meeting the desired condition is the subset of ® k@ given by the set of all maps K — K ® A
where A = 0%/2||A” and A’ is any k/2-bit string. However, we would like such results for broader
classes @ like <I>k69 or @;.

A natural approach is to examine existing proven-secure constructions of PRFs and PRPs and
see whether they resist related-key attacks. In this regard, we note that although Luby and Rackoff
proved that a three-round Feistel network with independent round keys and a PRF-secure round
function is a secure pseudorandom permutation in the standard model [18], any Feistel networks
(regardless of the number of rounds) with independent round keys is not resistant to ® kE.B -restricted
related-key attacks. We then look at DDH-based PRF constructions such as those of Naor-Reingold
[19] and Nielsen [21] and show that they succumb to related-key attacks restricted to trivial classes
®. (We stress that these constructs were never designed with the goal or claim of resisting any kind
of related-key attack, so the attacks we present do not contradict their provable-security. However,
in the search for constructs secure against related-key attacks it makes sense to analyze existing
constructs and learn from how they fail in the new model.)

DiscussioN. Whether to accept these new notions of pseudorandomness may be controversial since
they are certainly stronger than the standard notions. But we hope this work will stimulate more
interest in the continued analysis of the security of block ciphers against related-key attacks, in
the design and analysis of protocols using related keys, and, from a foundational perspective, in
proving the existence, based on standard assumptions, of PRFs secure against ®-restricted RKAs
for non-trivial classes ®.

RELATED WORK. Prior to the recent work of Courtois and Pieprzyk [5], the best (in terms of the
number of rounds) known attack against Rijndael was a ® k@ -restricted related key attack that uses
256 different related keys and that extends through nine (out of 14) rounds of Rijndael with 128-bit
blocks and 256-bit keys [8]. Daemen and Rijmen discuss related-key attacks in their book [7] and in
their AES submission documents [6] and comment that the diffusion and non-linearity of Rijndael’s
key schedule makes it difficult for related-key attacks to pass through the entire cipher. In [11]
Kelsey, Schneier, and Wagner give a related-key key-recovery attack against 3DES (or 3AES) using
resources roughly that of an exhaustive search for a single DES (or AES) key.

VERSIONS. An extended abstract of this paper appeared in [2]. This is the full version.



2 Notation and standard definitions

We denote by s & S the operation of selecting s at random from set S and by = <+ y the assignment
of value y to z. If S is a set then |S| denotes its size, while if s is a string then |s| denotes its length.

PRF's were introduced by [9] and PRPs by [18]. We recall the latter, but since our goal is to
model block ciphers, we adopt the concrete approach of [1] rather than the asymptotic approach
of the original papers. Let Perm(D) denote the set of all permutations on D and let Perm(l) be
shorthand for Perm({0,1}!). Let F: K x D — R be a family of functions from D to R indexed
by keys K. We use Fi (D) as shorthand for F(K, D). F is a family of permutations (i.e. a block-
cipher), if D = R and F(-) is a permutation on D for each K € K. If F'is a family of permutations,
we use F'(-) to denote the inverse of Fi(-) and we use F~'(-,-) to denote the function that takes
as input (K, D) and computes Flzl(D).

Suppose E: K x D — D is a family of functions. If A is an adversary with access to an oracle,
we let

denote the prp-advantage of A in attacking E. Under this concrete security approach [1], there is no
formal definition of what it means for E to be a “secure PRP,” but in discussions this phrase should
be taken to mean that, for any A attacking F with resources (running time, size of code, number of
oracle queries) limited to “practical” amounts, the prp-advantage of A is “small.” Formal results
are stated with concrete bounds.

The above is a definition for pseudorandom permutations under chosen-plaintext attack. In
Section 8 we shall recall the definition of pseudorandom permutations under chosen-ciphertext
attacks and the definition of pseudorandom functions.

3 New notions

In this section we introduce our formalizations for capturing the security of block ciphers under
related-key attacks.

We let Perm(/C, D) denote the set of all block-ciphers with domain D and key-space K. Thus
the notation G < Perm(/C, D) corresponds to selecting a random block-cipher. In more detail, it
comes down to defining G via

For cach K € K do: Gg < Perm(D) .

Let Perm(k, 1) be shorthand for Perm ({0, 1}*,{0,1}!). Given a family of functions F: K xD — D
and a key K € K, we define the related-key oracle ERK(_,K)(-) as an oracle that takes two arguments,
a function ¢: K — K and an element M € D, and that returns Eyx)(M). In pseudocode,

Oracle Epy (g, x)(M) // where ¢: K — K is a function and M € D
K' — ¢(K); C«— Eg/(M)
Return C'
We shall refer to ¢ as a related-key-deriving (RKD) function or a key transformation. We let ®

be a set of functions mapping K to K. We call ® the set of allowed RKD functions, or allowed
key-transformations, and it will be a parameter of our definition.

Definition 3.1 [Pseudorandomness with respect to related-key attacks.] Let E: K x
D — D be a family of functions and let ® be a set of RKD functions over K. Let A be an adversary



with access to a related-key oracle, and restricted to queries of the form (¢, x) in which ¢ € ® and
x € D. Then

AAVRR™(A) = PrK &K AP0 — 1 |
_Pr [K EK; G & Perm(K, D) : AGwe.:00) = 1] :
is defined as the prp-rka-advantage of A in a ®-restricted related-key attack (RKA) on E. |

The attack model allows the adversary A to choose a function ¢ which transforms the target key
K into the key ¢(K), and then to obtain the value of the block cipher, on an input of A’s choice,
under this transformed key. We measure its success at determining whether its oracle queries are
being answered via the block cipher E or via a random block cipher.

One might think that the appropriate definition would be to allow the adversary to choose any
related-key-deriving functions for its queries rather than restrict them to a set ® which parameter-
izes the definition, but as we will see later, without a restriction, security is simply impossible, and
thus the most interesting questions pertain to the manner in which security behaves as a function
of ®. Furthermore, making ® a parameter enables us, when proving the security of a construct
that uses related keys (see Section 7), to make assumptions only about the security of the given
block cipher under ®-restricted related-key attacks for some specific .

Remark 3.2 [Concrete security versus asymptotics] Since our goal is to model block ciphers,
our definition uses the concrete security approach rather than the asymptotic approach. Under the
concrete security approach there is no formal definition of what it means for E to be a “secure PRP
under ®-restricted related-key attack,” but in discussions, this phrase should be taken to mean that
for any A attacking E with resources (running time, size of code, number of oracle queries) limited
to “practical” amounts, and obeying the restriction that the related-key deriving functions in all
its oracle queries are from the set ®, the prp-rka-advantage of A is “small.” We remark that for
other considerations, such as the design of RKA-secure PRPs based on complexity-assumptions,
an asymptotic definition is likely to be more appropriate, but it is trivial to extend our definitions
to asymptotic ones. One would consider families of functions indexed by a security parameter, and
families of RKD functions, also indexed by the same security parameter. Then one would view
the advantage above as function of this security parameter, and ask that it be negligible for all
polynomial-time adversaries. |

The following proposition shows that the notion of pseudorandomness under related-key attacks is
stronger than the standard notion of pseudorandomness, assuming that the set of RKD functions
® includes any permutation on the key space. As a special case, this proposition shows that if ®
contains the identity permutation and if a block cipher is secure against ®-restricted RKAs, then
it is also secure under the standard notion of pseudorandomness. (Furthermore, the RKA notion
and the standard notion are equivalent when |®| = 1 and the function in ® is a permutation.)

Proposition 3.3 Let E: K xD — D be any block cipher, and let ® be any set of RKD functions
over KC that contains at least one permutation. Then given any PRP adversary A against E, we
can construct a ®-restricted RKA adversary Ba against E such that

AdviP(A) < Advhh™(By)

and adversary Bj uses the same resources as adversary A. 1



Proof of Proposition 3.3: Let ¢ € ® be a permutation on K. Let B4 be an adversary that runs
A and, when A makes an oracle query M, B4 makes oracle query (¢, M) and returns the response
to A. The equality

Pr[K &k AP0 —1] =pr[K & By =1

holds because ¢ is a permutation on K and, therefore, in both experiments A is given oracle access
to E with a randomly selected key. The equality

Pr [g & Perm(D) : A9 = 1] =Pr [K &K GE Perm(K, D) - Bfrm(-,K)(') = 1}

holds because, in both experiments A is given access to a random permutation on D. The propo-
sition follows. |

Definition 3.1 is for pseudorandom permutations under chosen-plaintext related-key attack. It is
straight forward to extend this definition to pseudorandom functions under related-key attack, and
also to pseudorandom permutations under chosen-ciphertext related-key attack. For simplicity, we
stick for the bulk of the paper to the basic notion of Definition 3.1, but shall discuss these other
notions in Section 8.

Since we shall often consider XOR and additive differences on k-bit keys, we give the correspond-
ing classes of RKD functions special names. Let K = {0,1}* where k > 1 is an integer. For any
integer ¢ with 0 < i < 2F we let ADD;: K — K denote the function which on input K returns
K +imod 2F. (Here K is first interpreted as an integer and then the final result is interpreted as
a k-bit string.) For any A € {0,1}* we let XORa: K — K denote the function which on input
K returns K @& A. Then we let

dF = {ADD; : 0<i<2"} and @7 = {XORa : Ac{0,1}"}.

4 Impossibility results

There are inherent limitations to security against related-key attacks. We show here that there
exist relatively simple sets of RKD functions ® over K such that no block cipher E: K xD — D
(with |D| sufficiently large) can resist ®-restricted related-key attacks. (One consequence of this is
that it is impossible to design a block cipher that resists ®-restricted related-key attacks for all ®.)
The first and obvious example is when ® contains a constant function.

Proposition 4.1 Let ® be any class of RKD functions that contains a constant function. (Meaning
there exists a C' € K such that ® contains the function ¢ defined by ¢(K) = C for all K € K.) Let
E: K xD — D be any block cipher. Then there exists an adversary A such that

1
AdvEERA) > 1 - —
o F |D|

and A makes only one oracle query and has running time that of one computation of E. 1

Proof of Proposition 4.1: Let A be an adversary that first queries its related-key oracle with
(¢, M) for some M € D (where ¢ is the function described in the proposition statement: ie. ¢ maps
all keys to some constant C' € K). Let R be the result of that oracle query. The adversary A then
computes R’ = E¢(M). If R = R’ the adversary A returns 1; otherwise A returns 0. Clearly

Pr|K &K APucol) =1 =1
since the related-key oracle will return Eyxy(M) = Ec(M). Furthermore
Pr [K &K G & Perm(K, D) : AGwe00) = 1} = 1/|D|



since G is a randomly selected family of permutations and G (M) takes on each element in D with
equal probability. The proposition follows. To reduce the error further, an adversary could repeat
the above process but with additional, different M’ € D. 1

One might expect better if ® consists only of permutations (since the result of applying a permu-
tation to a random key is again a random key). The following indicates, however, that there are
simple sets ® of permutations on X such that there exist ®-restricted related-key attacks against
any block cipher.

Proposition 4.2 Let E: {0,1}* x D — D be any block cipher. Then there exists an adversary A

and a set of RKD functions ® such that ® consists only of permutations on {0,1}* and
Advierag) > L
’ D|
and A makes 2k + 1 oracle queries (using 2k + 1 different key transformations) and has running
time O(k) plus the time for one computation of E. |

Proof of Proposition 4.2: Let ® = { ¢ : ¢ € {0,1},i € {1,...,k} } U {id} where id is the
identity function, ¢?(K) maps K to K if the i-th bit of K is 0 and complements all but the i-th bit
of K if the i-th bit of K is 1, and ¢}(K) maps K to K if the i-th bit of K is 1 and complements
all but the i-th bit of K if the i-th bit of K is 0. Note that all the functions in ® are permutations
on {0,1}*. Let D be any element in D. Let A be defined as follows:

Adversary Afwst.:0()
Rig — fRK(id,K)(D)
For ¢ =1 to k do
Ry — fRK(qﬁ?,K)(D) i Ry — fRK(qﬁZl,K)(D)
If Ry = R; then return 1 and halt
If Ro == Rid then bl «— 0 else bl —1
K' —by]---|lbr // K=K
If Ex/(D) = friga,x)(D) then return 1 else return 0

To see that
Pr [K S ABweol) = 1] ~1

note that if Eyox)(D) = Ey(k)(D) for any index i, then A always returns 1. If this event does
not occur, then the new key K’ will equal K and, therefore, Ex/(D) = fuxia,x)(D) and A will
return 1. Additionally,

Pr|K & K; G& Perm(K,D) ¢ A0 =1] < (k +1)/|D)|

since G is a random family of permutations and therefore, for each i € {1,...,k}, the probability
that G¢?(K)(D) = Gk (D) is 1/|D| and the probability that Gx (D) = Ex (D) is also 1/|D|. The
proposition follows. As with Proposition 4.1, the error can be reduced by performing the above
attack with additional points in D. |

While one might consider the above attack somewhat artificial, we remark that there exist other,
more natural sets ¢ of permutations on I such that an adversary can mount a ®-restricted related-
key attack against most block ciphers E: K x D — D. Namely we will show this for I = {0,1}*
and ® = &7 U®,?. To state the result we first need a definition. If E: {0,1}* x D — D is a block
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cipher, we let
KCp = max {Pr[DiD : Br(D) :EM(D)] } :

The maximum is over all pairs of distinct keys in K. Above, when we said our result applied to
“most” block ciphers, we meant ones for which KCg is assumed small. In practice this does not
seem to be a restriction. (We would expect the above probability to be about 1/|D|.) The formal
result below applies to any block cipher and is stated quantitatively. From the result one sees that
the advantage of the adversary is high as long as KCg is small.

Proposition 4.3 Let E: {0,1}¥ x D — D be any block cipher. Let ® = @Z U <I>,§B. Then there

erists an adversary A such that
. kE—1)-KCg 2
Ad prprkaA >1_(—__
V‘I’,E ( ) - 92 |D| )
and A makes 2k — 1 oracle queries, each with a different key transformation, and has running time
O(k) plus the time for two computations of E. |

Proof of Proposition 4.3: The critical observation is that XORyr—i1gi-1(K) and ADDgi-1(K)
are equal if and only if the i-th bit of K is 0 or ¢ = k (for addition we assume that the most
significant bit is on the left). In more detail, consider the following adversary:

Adversary Afrx( 1) ()
DED
Fori=1tok—1do
R;r — fRK(ADDQi_l,K)(D) ; RZ'@ — fRK(XORok—iloi—l,K)(D)
If R = R then b; < 0 else b; « 1
Ko — 0|bg—1| -~ 1br ; K1 — 1)|bg—1]|-- - [|b1
If Exy(D) = frx(apDo,k) (D) or Ek, (D) = fri(ADDo, k) (D) then return 1 else return 0

We first claim that
Pr [K S AP0 = 1] > 127 (k1) - KCp (1)
and
Pr [K &K G & Perm(K, D) : AGwc00) =1 < 2/|D| 2)

from which the proposition follows. To justify Equation (1), let H;, i € {1,...,k — 1}, be the
event that the i-th bit of K is 1 and R;r = Ri@. When the event Hy V --- V Hi_1 does not
occur, the adversary learns the last kK — 1 bits of K exactly, implying that Ko = K or K; = K
and that the adversary will return 1. If the i-th bit of K is 1 and i < k, then ADDgi—1(K) #
XORgr—iqgi-1(K). This latter observation, the definition of KC, and the fact that the i-th bit of K
is 1 with probability 1/2, implies that Pr[ H; ] < KCg/2. To justify Equation (2) we note that fx
is a random permutation independent of the block cipher E, the keys Ky, K1, and the element D,
and that there are |D| equally-likely possibilities for fx (D). |

5 Properties of RKD transformations

The attack in Proposition 4.1 works because the adversary is able to predict the output of the
function ¢(K) for a random key K. And the attacks in Proposition 4.2 and Proposition 4.3 work
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because the adversary is able to find two different functions in ® that sometimes produced the same
output key (eg. if the i-th bit of K is 0 then ¢?(K) = id(K) in the attack for Proposition 4.2).
In this section we introduce two security notions capturing these properties. We will use these
definitions in Section 6 when we present possibility results in the Shannon model.

In both security notions, we associate to a given set of RKD transformations ¢ a measure of
the extent to which ® fails to have the property in question. The measure function takes resource
bounds and returns a number between 0 and 1. The higher this number, the more “insecure”
is ® with regard to the property in question. We name the first property we measure output-
unpredictability. Intuitively, a set ® is output-unpredictable if, for all reasonably-sized sets P C ®
and X C K, the probability, over a random choice of key K, that there exists a ¢ € P and K’ € X
such that ¢(K) = K’, is small. The set ® used in Proposition 4.1 was not output-unpredictable.

Definition 5.1 [Output-unpredictability for ®.] Let K be a set of keys and let ® be a set of
RKD functions over K. Let 7,7’ be positive integers. Then

InSec(r, 1) = {Pr[Kﬁic;w(K) ;(pep}mxﬂ)”

is defined as the (7, r')-output-unpredictability of ®. 1|

max
PC® XCK,|P|<r,|X|<r/

We name the second property we measure collision-resistance. Intuitively, a set ® is collision-
resistant if, for all reasonably-sized sets P C ®, the probability, over a random choice of key K, that
there exist distinct ¢, ¢2 € P such that ¢1(K) = ¢2(K), is small. The attacks in Proposition 4.2
and Proposition 4.3 both exploit collisions of this form.

Definition 5.2 [Collision resistance for ®.] Let K be a set of keys and let ® be a set of RKD
functions over K. Let r be a positive integer. Then

InSecd (r) :nggﬁgr{m [Kﬁic L oK) : pe P < |P|”

is defined as the r-collision resistance of ®. |
UPPER-BOUNDING OUTPUT-UNPREDICTABILITY AND COLLISION-RESISTANCE. The following lemma

shows that if ® contains only permutations and if the key-space is large, then output-unpredictability
is assured for reasonable 7,7’

Lemma 5.3 Let ® be a set of permutations on some keys space K. Let r,7’ be positive integers.
Then

InSecy’(r,7") <r/|K|71 . 1
Proof of Lemma 5.3: Consider any set P C ® and X C K such that |P| < r and |X| < r/.
Label the permutations in P as ¢1, ¢2,...,¢p|. Then
Pr| K&K {6(K) ¢eP}mX7é(2)] §Pr[K<iIC L $1(K) € X V-V gy (K) eX]

|P]
gZPr[Kﬁic L pi(K) € X
i=1
Pl |X] _ '
= —— S _—
K| K|
as desired. 1

For the canonical sets of RKD functions in which we are interested, namely @2 and <I>k€9, the
following lemma shows that collision-resistance is guaranteed.
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Lemma 5.4 Let K = {0,1}* and let ® be either @; or <I>kEB . Then for any positive integer r,
InSecy(r) = 0. |1

Proof of Lemma 5.4: InSecg, (r) = 0 follows from the fact that if K +i mod 28 = K+j mod 2*,
k
0 <i,j < 2*, then i = j. Similarly for InSecy s (r). |
k

LOWER-BOUNDS. It is possible to lower-bound the insecurity of a block cipher against ®-restricted
RKAs as a function of the output-unpredictability of ®.
We first state the following lemma, which lower-bounds the output-unpredictability of @2 and
7.
k

Lemma 5.5 Let £ = {0,1}* and & be @; or q)k@. Then for any positive integers 7,7/, where
rr’ <2 when @ is ®; and [lgr] + [lg7'] < k when ® is 7,

InSecy’ (r,r') > rr'27% . 1

Proof of Lemma 5.5: Consider first InSec > (r,7"). We interchange between {0, 1}* and Z, in

some standard way (e.g., big-endian or little- endlan) Let
X={a- |2/ :ac{0,1,....¢ —1}}

and let
P={ADD; : ie{0,1,...,7m =1} }.

For each point K’ € X there are r different values for K such that K’ € {¢(K) : ¢ € P }. For any
two distinct points K/, K" € X, {K : 3p € Ps.t. ¢(K) = K'}N{K : 3p € Ps.t. p(K)=K"} =10
since 7’ < 2F and difference between any two points in X is at least 7. Together, these imply that

PrlK &K [$(K) ¢eP}mX7é(2)]>rr 9=k .

The theorem statement for ® = @2‘ follows.

The case for @7 is similar. Recall that for ®;” we assume that [lgr] + [lgr'] < k. If r or 7/ is
1, then the appropriate set P or X has a single element and the other set has distinct elements.
Otherwise we let X be a set of r’ keys such that the high order [lgr’] bits of each key is unique.
We let P be a subset of ® k@ of cardinality r such that each permutation in P XORs a different value
into the low order [lgr]| bits of the key and does not modify any of the high order bits. |

The following proposition provides a lower bound on the insecurity of any block cipher under ®-
restricted RKAs. Let £: K x D — D be a block cipher and ® a set of RKD functions over K.
These results show that if ® is not output-unpredictable (ie. InSecg’ (r,r’) is high for reasonable
r,7’), then an adversary can exploit this lack of output-unpredictability to distinguish E from a
random family of permutations.

Proposition 5.6 Let E: K x D — D be a block cipher, let ® be a set of RKD functions over K,
and let ¢ < |D| be a positive integer. Then there exists an adversary A that queries its related-key
oracle with r different key transformations and q times per transformation, that performs r'q offline
applications of E, that runs in time O(qr + qr'), and that has advantage

r'(ID] - ¢)!

Advéﬁ%‘rka(A) > InSecy’ (r,7") — DIl
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Proof of Proposition 5.6: Let ® C ® and X C K, || <r and |X| <7/, such that
Pr[K &K : {6(K) s 0@ }nX #£0] = InSecy(r,1)
(such a set exists by the definition of InSecg’ (r,r’)). Let A be a related-key adversary that works

as follows

Adversary Afwu<¢.10()
dy,...,d4 < distinct elements in D
If3K' € X,¢ € @' s.t. Exr(di)| -+ [[Ex(dg) = frx(o.r0) ()] - - || frx(s,5) (dg) then return 1
Else return 0

The collision can be found either by sorting or by using a hash table. Now
InSecy’(r,r') <Pr| K & K : APwca00) = 1]
= Advgr%rka(A) —+ Pr |:K i IC, G <i Perm(]C’ D) . AGRK(-,K)(') =1 ]

2] - |X]- (ID] — g)! rprk rr'(|D] — g)!
< AdvETT (A _

< AdvER™(A) +

The first equation comes from the fact that if the randomly selected key is such that { p(K) : ¢ €
@’} N X # (), then the adversary A will return 1. The third equation comes from the fact that the
oracle G will return to A random strings from a set of cardinality |D|!/(|D| — ¢)! for each unique

key ¢(K) for ¢ € @', |

The following corollary presents a lower-bound on the insecurity of a block cipher with respect to
@:— and ¢ k@ -restricted related-key attacks. Note that the lower-bound increases as a function of
the number of related-keys accessed by the adversary.

Corollary 5.7 Let E: K x D — D be a block cipher with key-space KK = {0,1}*. Let ® be either
@; or @,Sa. Let ¢ < |D|, r, and 7’ be positive integers such that rr’ < 2k when ® is @,j and
gr] + [lgr'] < k when ® is ®°, Then there exists an adversary A that runs in O(qr + qr’)
time and that queries its oracle with r different related-key permutations and at most q times per
related-key permutation, that performs rv'q offline applications of E, and that has advantage

AdvPrerka 1ok _ (1P| = q)!

Vo (A) =12 D |

Proof of Corollary 5.7: Combine Lemma 5.5 and Proposition 5.6. 1

Remark 5.8 Proposition 5.6 and Corollary 5.7 both extend to PRPs with respect to ®-restricted
chosen-ciphertext RKAs and to ®-restricted RKAs against the pseudorandomness of function fam-
ilies. See Section 8. 1

6 Possibility results: The Shannon model

In this section we show that if a set of RKD transformations ® over K is both output-unpredictable
and collision-resistant, then security against ®-restricted RKAs is achievable in the Shannon model.
This suggests that security against ®-restricted RKAs for such & is a reasonable block cipher design
goal.
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THE SHANNON MODEL. We begin by extending Definition 3.1 to the Shannon model. This is easily
done: we simply provide the adversary with oracles for £ and E~!, in both worlds, where E, the
target block cipher, is chosen at random from the class of all block ciphers. Note the choice of G
remains as before.

Definition 6.1 [RKA pseudorandomness in the Shannon model.] Fix sets £ and D and
let ® be a set of RKD functions over K. Let A be an adversary with access to three oracles,
and restricted to queries of the form (K’ z) for the first two oracles and (¢, x) for the last, where
K eK, ¢ e ®,and x € D. Then

AdvERS(A) = Pr [K S K5 ES Perm(K, D) APCIET () Buco() = 1 ]
—Pr [K EK; EE Perm(K,D); G <& Perm(K, D) AEC)ETC) G () = 1]

is defined as the prp-rka-advantage of A in a ®-restricted related-key attack on a Shannon cipher
with keys K and domain D. |

Remark 6.2 The attacks in Section 4 apply in the Shannon model as well. (This is as one would
expect since the attacks exploit properties of ® and not properties of the block cipher in ques-
tion.) For example, the equations in Proposition 4.1, Proposition 4.2 and Proposition 4.3 become,
respectively

AdVERTE () > 1— ﬁ AV () > 1 - kg)'l and AdvyRT(4) > 1 % o
PosSIBILITY RESULTS. We are now able to present our main result: if ® is both output-unpredictable
and collision-resistant, then security against ®-restricted RKAs is a reasonable design goal for a
real block cipher.

More formally, we show that the ®-restricted prp-rka-advantage of an adversary A in the Shan-
non model is upper-bounded by InSecy’ (r,r’) plus InSecg () where 7’ is the number of different
keys A queries its Shannon cipher with and r is the number of different RKD functions with which
the adversary queries its related-key oracle. This implies that if InSecy’ (r,r’) and InSecg (r) are
small, then any attack on a real block cipher that succeeds with high probability must exploit a
property of the block cipher itself and not just a property of the related-key transformations .

Theorem 6.3 Fiz a key space K and domain D. Let ® be a set of RKD functions over IC. Let
A be a Shannon adversary that queries its first two oracles with a total of at most ' different keys
and that queries its last oracle with a total of at most r different RKD functions from ®. Then

Advgle’é%“(A) < InSecy(r,r') + InSecg(r). |1

The proof of Theorem 6.3 is in Section 6.1. Note that this result is independent of the number of
queries A performs with respect to each key (for its first two oracles) or key transformation (for the
last oracle). That is, the parameters of interest are only the number of different keys with which
A queries its Shannon cipher and the number of different RKD functions with which A queries its
related key oracle.

Remark 6.4 Theorem 6.3 extends to PRPs with respect to ®-restricted chosen-ciphertext RKAs
and to ®-restricted RKAs against the pseudorandomness of function families. See Section 8. 1

15



The value of this general result is that one can now, given a class ® of RKD functions, de-
termine whether security against ®-restricted RKAs is achievable by testing whether ® has the
collision-resistance and output-unpredictability properties. This is typically easy to do, as we saw
in Section 5.

Results about the security against ®-restricted RKAs in the Shannon model for & = @Z or
®=9o k@ follow. These results are important because they provide evidence that security against
RKAs restricted to the classes of RKD functions that are popular targets in the block cipher
community, is achievable. They also provide a quantitative indication of how well such attacks
might be expected to fare.

Corollary 6.5 Fiz key-space K = {0,1}* and domain D. Let ® be either q); or q),? . Then, for
all Shannon prp-rka adversaries A that query their last oracle with a total of at most r different
key transformations and that query their first two oracles with a total of at most r' different keys,

Advg%%a(fl) <rr'27% 1
Proof of Corollary 6.5: Combine Lemma 5.3, Lemma 5.4, and Theorem 6.3. |

6.1 Proof of Theorem 6.3

Before proving Theorem 6.3, we first introduce two alternative definitions of security for sets of
RKD functions ®.

Definition 6.6 [Output Unpredictability-2] Let ® be a set of RKD functions on the key-space
K. Let UP (-) and UP*(-) be a pair of oracles. The oracle UP%,(-) takes as input an element
¢ € ® and the oracle UP*(-) takes as input an element K’ € K. Neither oracle returns a value. An
adversary “wins” if it queries its UP*(-) oracle with a key K’ and if it queries its UP%.(-) oracle
with a function ¢ such that ¢(K) = K'. We define the output-unpredictability-2-advantage of an
adversary A as

AdvgpQ(A) = PI‘ |:K <i IC . AL{’PII’((.),[/{'px(_) “WiIlS”] . I

Definition 6.7 [Collision Resistance-2] Let ® be a set of functions on the key-space K. Let
CRk(:) be an oracle that takes as input a function ¢ € ® and that returns no value. An adversary
“wins” if it queries its oracle with two distinct functions ¢1, ¢2 € ® such that ¢1(K) = ¢2(K). We
define the collision resistance-2-advantage of an adversary A as

Adv§?(A) =Pr [K E K2 ACRKO) “ing | L1
The following lemmas map between our previous notions of security for ® and these new interactive

definitions (the omitted directions are obvious).

Lemma 6.8 Let ® be a set of functions on the key space K. For all output-unpredictability-2
adversaries A that make at most 7 queries to UP%.(-) and at most r’' queries to UP?(-), it is the
case that

AdviP*(A) < InSecy(r,r') . |

Lemma 6.9 Let ® be a set of functions on the key space K. For all collision resistance-2 adversaries
A that make at most r oracle queries, it is the case that

Adv§?(A) < InSec§(r). | (3)
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Proof of Lemma 6.8 and Lemma 6.9: We show the proof for Lemma 6.9; the proof of
Lemma 6.8 is analogous. Note that A may be randomized and may, upon each invocation, query
its oracle with different functions from ®. Let T be the set of all possible random inputs for A
and, for each t € T, let ®; be the subset of ® corresponding to A’s oracle queries when run with
randomness ¢ (recall that A makes at most r oracle queries). Let p; be the probability that A is
run with randomness ¢. Then by conditioning we have

AdvE(A) =Y Pr| K <K 1 [{6(K) : g€ @} < |2 |- p

teT
< Z InSecg (r) - pr = InSecy () - Zpt = InSecg ()
teT teT

as desired. 1

Proof of Theorem 6.3: We are now in a position to prove Theorem 6.3. Let A be the adversary
as specified in the theorem statement. Let Pr [ -] denote the probability in the experiment

K & K E <L Perm(K, D) ; APC)ET ) B0 ()
and let Pry [ -] denote the probability in the experiment
K& K; E& Perm(K,D); G <& Perm(K, D) ; AECHETH )G ()
Let D denote the event that A queries its related-key oracle with a function ¢ and queries its

Shannon cipher (in either the forward or backward directions) with a key K’ such that ¢(K) = K'.
By definition we have that

AdvyRRN(A) = Pr, [AE('v'>vE’1('~):Em<<-’K>('> = 1] — Pr, [AEM:E*(-:-%Gm«-,m(-> = 1} :
Note that
Pre |:AE(W')7E71('7')7ERK(-,K)(') =1 /\ﬁ] — Prg |:AE('v')7E71('7')7GRK(-,K)(') =1 /\ﬁ]

since A’s view is the same in both experiments as long as the event D does not occur. Therefore,
by conditioning we have that

AdvERR(A) < Pr, [AEHvE’1<"'>va<wK><'> =1A D] <Pr.[D].

We upper bound Pr, [ D | as follows. Let C'4 be a output-unpredictability-2 adversary that submits
the keys of A’s Shannon queries to its (C4’s) own UP*(-) oracle and that submits the functions
¢ in A’s related-key queries to its (Ca’s) own UPY.(-) oracle. Let Hy be a collision-resistance-2
adversary that submits the functions ¢ in A’s related-key queries to its (H4's) own CRk (-) oracle.

For each of the keys K’ that A queries its Shannon oracle with (in either the forward or backward
directions), C'4 and Hy4 reply to A’s queries using an independently selected random permutation
(this permutation is randomly selected for each key K’ but, for a given key K’, is the same for
both the forward and backward directions). They do this by picking and returning random points
in D subject to the constraint that they always return the same point for two identical queries and
that they do not deviate from the properties of a permutation (injective and surjective). Similarly,
for each of the RKD functions ¢’ that A queries to its related-key oracle, C'4 and H 4 reply to A’s
queries with an independently selected random permutation.

Let E4 denote the event that A queries its oracle with two distinct functions ¢1, ¢o € ® such that
$1(K) = ¢2(K) and that A does this before it constructs a query that would cause D to occur
(ie. before it queries its Shannon cipher with a key K’ and queries its related-key oracle with an
RKD function ¢ such that ¢(K) = K'). Let Ey be the event D A E1. Note that before the events
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E4 or E5 occur, C4 and H4 run A exactly as A should be run in the experiment
K&Ky EE Perm(K, D) ; APC)ET 0 B0 ()
Now
Pr.[ D] < Pr.[ By ]+ Pr.[ By ] < Adv§2(Ha) + AdviP* (Ca)
Applying Lemma 6.8 and Lemma 6.9 we get
Pr.[ D] < InSecg(r) + InSecg (r,r') .

as desired. 1

7 Applications of RKA-secure PRPs

Above we have been able to formally define a notion of security of block ciphers against ®-restricted
RKAs, and to determine for which classes ® it is reasonable to assume security against ®-restricted
RKAs. Based on this we can approach the analysis of block cipher based constructions that use
related keys with the goal of proving their security based on assumptions about the security against
d-restricted RKAs of the underlying block cipher. As per the above we will certainly want to confine
the choices of ® to classes with low output-unpredictability and collision-resistance. But typically
we do more than that. We confine our assumptions on the security of the block cipher against
®-restricted RKAs to & = @,j or @,? , or, even better, to small subsets of these classes.

We begin by showing how to use our new notions of security to prove the security of a tweakable
block-cipher constructions suggested in [17].

PROOF OF SECURITY FOR A TWEAKABLE BLOCK CIPHER. In [17] Liskov, Rivest, and Wagner
suggest that if a block cipher resists related key attacks, then one could construct a tweakable
block cipher by XxORing the tweak into the key. Here we provide formal justification for their belief.

Let us recall some definitions from [17]. A tweakable block cipher E is a function mapping
{0,137 x {0, 1} x {0,1} to {0,1}.. For each K € {0,1}* and T € {0, 1}, we require that E(K,T,")
is a permutation on {0,1}!. We shall use Ex(-,-) as shorthand for E(K,-,-). If A is an adversary
with access to one oracle, we let

Adv%veak-prp(A) = Pr| K (i K- AEK(7) — 1] — Pr |:G <i Perm(t,l) . AG(.’.) —1

denote the tweak-prp-advantage of A in attacking E. We can now state the following theorem,
namely that if E: {0,1}* x {0,1}! — {0,1}! is a secure block cipher under @, -restricted related-
key attacks, then E: {0,1}* x {0,1}* x {0,1}! — {0,1}! defined as Ex (T, M) = Eg g (M) will
be a secure tweakable block cipher.

Theorem 7.1 Let E : {0,1}% x {0, 1} — {0,1} be a block cipher and let E : {0,1}* x {0,1}* x
{0,1} — {0, 1} be a tweakable block cipher defined as E(K, T,M)=EK®T,M). Then given a
tweak-prp adversary A against E we can construct an q)k_@ -restricted prp-rka adversary B against
E such that

Adv T (A) < Advgzgf “(B).

If A queries its oracle with at most r tweaks and at most q times per tweak, then B runs in the

same time as A and queries its oracle with at most r key transformations and at most q times per
transformation. |
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Proof of Theorem 7.1: Let adversary B be defined as:

Adversary Bfw.10()
Run A, responding to A’s request (T, M) as follows:
Return fry(xoRrs, k) (M) to A
Until A halts returning a bit b
Return b

The equality
Pr [K S APRC) = 1} — Pr [K &K BPweaol) = 1}

holds since B computes EK exactly. Furthermore

Pr [G & Perm(k, 1) : ACC) = 1} = Pr [K &K 6 & Perm(k,l) - B

;K(-,K)(') — 1]
because for each tweak T in A’s queries of GG, B replies to A using an independently selected random
permutation on {0, 1} (because InSecy (|22 ) = 0 by Lemma 5.4). The theorem follows. |

k

SINGLE-KEY CBC MACSs FOR ARBITRARY-LENGTH MESSAGES. In addition to proving the se-
curity of existing constructions (eg. the examples in [11] and the tweakable block cipher above),
related-keys can also be used to reduce the number of keys in constructs that are defined to use
several independent keys, thereby conceptually simplifying the designs. We present an example
here.

Black and Rogaway’s [4] “three-key constructions” are efficient CBC-MAC variants for messages
of arbitrary bit-lengths, but, as their name indicates, use three independent block-cipher keys. We
show here how to modify two of those variants (ECBC and FCBC) so as to use a single key. This
is done by having a single “master” key and then using keys related to it to key the constructs of
[4]. We call our new constructions ECBC' and FCBC'. (From a pragmatic perspective, one may
now wish to use TMAC [16] or OMAC [10], the recently-proposed two-key and one-key variants
of one of Black and Rogaway’s three-key CBC-MAC constructions. We present ECBC' and FCBC'
primarily because they illustrate the use of RKA-secure PRPs in constructs.)

Let E£: {0,1}* x {0,1}' — {0,1}! be the underlying block cipher and let ® be a set of permu-
tations on {0, 1}* such that |®| > 3 and InSec$ (3) = 0. (For concreteness, one can think of ® as
consisting of three functions, namely K — K, K — K + 1 mod 2¥, and K — K + 2 mod 2*.) See
Figure 1 for a description of the tagging algorithm; the key generation algorithm selects a random
key K from {0,1}* and the verification algorithm is defined in the natural way.

We briefly recall the security goal for a message authentication code MA = (K, 7,V), following
[1]; K is the randomized key generation algorithm, 7 is the stateless and deterministic tagging
algorithm, and V is the stateless and deterministic verification algorithm. Let D be the message
space of 7. Let A be an adversary with access to a tagging oracle with a randomly selected key K.
We say A forges if it outputs a pair (x, 7x(x)) where x € D and A never queried its oracle Tx ()
at . Then

AdviS(A) = Pr [K E K o ATEO forges

is defined as the forging-advantage of A. In the concrete setting, we consider a MAC secure if the
advantage of all forging adversaries with reasonable resources is small.

The following theorem shows that the ECBC' and FCBC' constructions as described are secure
assuming that the underlying block cipher is secure against ®-restricted related-key attacks, where
® is as above.
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Algorithm ECBC) (M) Algorithm FCBC (M)
if M € ({0,1})* if M € ({0,1}H)*
then K/ « ¢o(K); P — M then K/ « ¢o(K); P — M
else K' « ¢3(K); P« M]|10 else K' « ¢3(K); P« M]|10!
where i =1 —1— | M| mod [ where i =1 —1—|M| mod n
parse P into [-bit blocks Pi|| - -+ || P, | parse P into [-bit blocks Py|| - || Py
Co — Ol Co — Ol
for¢«+1tomdo fori«<—1tom—1do
Ci — Eg, (1) (P ® Ci1) Ci + By, (k) (P @ Ci—1)
return Egx/ (Cp,) return Eg/ (P, ® Ch—1)

Figure 1: The ECBC' and FCBC' MACs for arbitrary-length messages. We require that ® =
{p1, P2, P3} is a set of permutations on the underlying block cipher E’s key space and that
InSecy (3) = 0. For example ® = {ADD;, ADD;, ADD5} C ;.

Theorem 7.2 [ECBC' and FCBC' are secure MACs.] Fizl>1 and k > 2 and let N = 2!. Let
E: {0,1}* x {0,1}' — {0,1}" be a block cipher. Let ® = {¢1, p2, b3} be a set of permutations on
{0,1}* such that InSec$ (3) = 0. Let ECBC' and FCBC' be the constructions from Figure 1 that
use & and ®. For any adversaries A and C that make at most q oracle queries each, where each
query is at most ml bits long, m an integer at most N/4, we can construct adversaries B and D
such that

2m2? + > +1

mac rp-rka
AdVECBC/(A) S T + Advgy% (B)

and 5 )
2m*qg* +q° +1
Advigge(c) < 2Tt
and B and D query their oracles at most mq times for relationship ¢1 and at most q times for
the relationships ¢o and ¢3. Furthermore, B and D run in approximately the same time as A and

c. 1

+ Advy(D) .

To interpret the above results, let us consider the case of ECBC’' and let A be the adversary as
specified in the theorem statement; the case for FCBC' is analogous. This theorem says is that if A
is able to forge a message with probability €, then we can construct a ®-restricted RKA adversary B
against I that succeeds in distinguishing F from a random family of permutations with probability
€>e—2m**+¢*+1)/2. f ® = {K — K,K — K + 1 mod 2¥, K — K 4 2 mod 2*}, it seems
reasonable to assume that E is secure against ®-restricted related-key attacks and, therefore, that
¢’ is small for all adversaries using reasonable resources. This would imply that € is also small for all
adversaries A against ECBC’ using reasonable resources and, therefore, that the ECBC’ instantiation
with this set @ is a viable alternative to [4]’s original ECBC construction, at least under the standard
model of unforgeability (see Remark 7.6 for some caveats).

Let us now prove Theorem 7.2. We first recall the standard notion of a PRF. Let Rand(D,R)
be the set of all functions from D to R. Let F': K x D — R be a family of functions. If A is an
adversary with access to an oracle, we let

AdvPT(A) =Pr | K & C 2 AFRO = 1] —Pr [g & Rand(D,R) : A90) = 1]
denote the prf-advantage of A in attacking F'.
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Let ECBC[Perm(l)] be a variant of ECBC' that, instead of using Ey, (x), Eg, k), and Ey, (k) as
in Figure 1, uses three random and independent permutations (71, 72, and 73) on [ bits. Similarly
for FCBC[Perm(l)]. Let CONS’ and CONS[Perm(l)] be either ECBC' and ECBC[Perm ()] or FCBC'
and FCBC[Perm(l)], respectively.

Theorems 1 and 3 of [4] (Lemma 7.3 below) upper bound the probability of an adversary
distinguishing ECBC[Perm(l)] or FCBC[Perm(l)] from a random function from {0,1}* to {0, 1}!.

Lemma 7.3 [Theorems 1 and 3 of [4].] Let N = 2! and [ > 1. Let CONS[Perm(/)] be as
described above. Let A be an adversary which asks at most ¢ queries each of which is at most
ml-bits, m an integer. Assume m < N/4. Then

(2m? + 1)¢?

rf
Adveoys A) < N !

Perm(l)] (
We now present a modification of Lemma 2 of [4] to work with our notion of related key pseudoran-
domness (Lemma 7.4). This lemma states that if ECBC[Perm({)] (resp., FCBC[Perm(l)]) is a secure
pseudorandom function and if the underlying block cipher resists ®-restricted related key attacks,
then ECBC' (resp., FCBC') is a secure pseudorandom function.

Lemma 7.4 [Inf. Th. PRF — Comp. Th. PRF.] Let E, ® CONS’, and CONS[Perm(l)] be
as before. Then given a PRF adversary A against CONS’ we can construct a PRF adversary B
against CONS[Perm(!)] and a related-key adversary C against E such that

Adv?E

D e (A) < AdvEy (B) + AdvER(C) .

CONS[Perm(1)]

If A makes at most ¢ oracle queries, each of which is at most ml bits long, m an integer, then B
makes the same type of oracle queries as A and C makes at most mgq oracle queries for relationship
¢1 and at most g oracle queries for the relationships ¢o and ¢3. Furthermore, B and C run in
approximately the same time as A. 1

Proof of Lemma 7.4: Let B be an adversary against the pseudorandomness of CONS[Perm(()]
that runs A and that replies to A’s oracle queries using its own oracle and that returns the same
bit that A returns. Let C be a related-key adversary against E that runs A and that replies to A’s
oracle queries by computing CONS but using its related-key oracle for the underlying permutations.
Then

AdvP!

prf o (4) = Pr [K & {0,1)F . ACONSK() = 1] —Pr [G & Rand({0,1}%,{0,1}1) : A%0) = 1]

— Pr [K 0,1} ACONSK() = 1]
—Pr |:7T1,7T2,7T3 & Perm(l) : ACONS[Perm(D)]y my w3 () — 1]
+Pr [m, 7o, 3 < Perm(l) : ACONSIPormlny my () — 1]
—Pr [G & Rand({0,1}*,{0,1}}) : AC0) = 1] .
Since InSecg (|®|) = 0, we have that
Pr {771,772,%3 & Perm(l) : ACONSPerm(]ry my w3 () — 1] =

Pr[K & {0.1}5,G & Perm(k,) : COmc00) =1] .
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Therefore

AdvP!

cong'(A) = Pr [K & 40,1}k - OPme0() = 1}

—Pr[ K & {0,1}5,G & Perm(k, 1) : COmer0) = 1]
+Pr |:7T1,7T2,7T3 & Perm(l) : BCONS[Perm(l)]ry mp,m3 () — 1]
~Pr| G & Rand({0,1}",{0,1}") : B0 1]

rp-rka rf
< Adv%% (C) + AdvIC)ONS[Perm(l)}(B)

as desired. 1

Proof of Theorem 7.2: Combine Lemma 7.3, Lemma 7.4 and the known relationship between
MACs and PRFs (see [1]). |

DiscussioN. We end this section with some observations about constructs that use related keys.

Remark 7.5 If ® is a subset of ®, then the insecurity of F with respect to ®'-restricted related-key
attacks can be no greater than the insecurity of E with respect to ®-restricted related-key attacks
(and may, in fact, be much smaller). Take ®' to be {ADDy, ADD;, ADD,} C ®;. While one may
not wish to base the security of a protocol on the security of a block cipher against @;—restricted
related-key attacks, one may feel more comfortable basing the security of a protocol on the security
of a block cipher against ®'-restricted related-key attacks, as we did with our CBC-MAC variants.
See also Corollary 5.7, which shows that the insecurity of block ciphers under @;— or ,SB -restricted
related-key attacks is (essentially) lower-bounded by a birthday-like term of the form rr'27% (r is
the number of different related-key transformations with which an adversary queries its related-key
oracle, and r’ is the number of different keys K with which the attacker computes Ex (-) directly). 1

Remark 7.6 Consider a construct that uses a block cipher with related keys and that is provably
secure under some standard notion of security (eg, unforgeability for MACs or indistinguishability
for encryption schemes) assuming that the block cipher resists ®-restricted RKAs for some appro-
priate set ®. It is important to note that even though that construct is provably secure under some
standard notion, that construct may be vulnerable to a construction-level related-key attack (this
is not a contradiction since construction-level related-key attacks are outside the standard models
of security for MACs and encryption schemes).

Consider, for example, the construction-level related-key attack against RMAC in [15]. Con-
sider also a CTR mode encryption scheme that generates the keystream as follows (since we are
summarizing an attack, we only describe the relevant aspects of the keystream-generation process):

Exor g, (1) ((ctr) | Exor (1) ((tr))[[ Exor , (50) ((ctr + D) | Exory, o, (50 ({etr + D) -+

Here we assume that £: {0,1}* x {0,1}' — {0,1}! is a block cipher, K is a k-bit key, ctr is some
counter, and (x) denotes an [-bit encoding of the integer 2 modulo 2'. Let ® = {XOR gy, XORgr-17 }.
Although it is clear that one can use the above keystream generation method in a provably-secure
CTR mode encryption scheme assuming that E is secure against ®-restricted RKAs, there is a
construction-level related-key attack against the above keystream generator. In particular, two
keys that differ only in their last bit will produce similar keystreams (the order of the keystream
blocks being the only difference), and we can use this property in a construction-level related-key
attack against the privacy of the encryption scheme (for a suitable definition of privacy under
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construction-level related-key attacks; such a notion of privacy follows naturally from the standard
notions of privacy and our new formalisms for pseudorandomness under related-key attacks). As
another example, note that the tweakable block cipher in Theorem 7.1 is vulnerable to construction-

level related-key attacks. Namely, E(K,T,M) = E(K & X,T @ X, M) for any k-bit string X.
Whether or not construction-level related-key attacks are of a concern depends on the applica-
tion in question. 1

Remark 7.7 While most modern block ciphers, including the AES, are designed with the explic-
itly stated goal of resisting related-key attacks, it is important to note that some block cipher
constructions do not resist related-key attacks (or are more vulnerable to related-key attacks than
one would expect). Consider, for example, the complementation property with DES, or [11]’s at-
tack against three-key triple DES. Developers of protocols that use related-keys should be aware
of this problem and realize that some block ciphers may not be good candidates for use with their
constructions. See, for example, the problems with using 3DES in RMAC [15]. 1

8 PRFs and PRPs under chosen-ciphertext RKAs

In addition to considering pseudorandom permutations under chosen-plaintext RKAs, it is also pos-
sible to consider pseudorandom permutations under chosen-ciphertext RKAs, and pseudorandom
functions under RKAs.

STANDARD DEFINITIONS. We begin by recalling the standard definition of a pseudorandom per-
mutation under chosen-ciphertext attacks (aka super-pseudorandom permutations [18] or strong-
PRPs [20]): Suppose E: K x D — D is a block cipher with domain D and keys K. If A is an
adversary with access to two oracles, we let

AdvyP(A) = Pr [K S K APROEL () = 1] — Pr [g & Perm(D) : 49090 =1

denote the prp-cca-advantage of A in attacking E. We say that E is a “secure PRP under chosen-
ciphertext attacks” if the prp-cca-advantage of all adversaries attacking F and using reasonable
resources is “small.”

We now recall the standard definition of a pseudorandom function, modified appropriately for
the concrete setting [9, 1]. Let Rand(D, R) be the set of all functions from D to R. Let Rand(l, ")
be shorthand for Rand({0,1}*,{0,1}"). Let F: K x D — R be a family of functions. If A is an
adversary with access to an oracle, we let

Adv%rf(A) —Pr| K&K ATRO = 1] —Pr [g & Rand(D,R) : AI0) = 1]

denote the prf-advantage of A in attacking F. We say that F'is a “secure PRF” if the prf-advantage
of all adversaries attacking F' and using reasonable resources is “small.”

PRP-CCRKA AND PRF-RKA. Our notion of pseudorandomness for permutations under chosen-
ciphertext related-key attacks is as follows:

Definition 8.1 Let E: K x D — D be a block cipher and let ® be a set of RKD functions over
K. Let A be an adversary with access to two related-key oracles, and restricted to queries of the
form (¢, x) in which ¢ € ® and = € D. Then

AR () = Pr [ K & )0 AP Ol
— Pr [K & K; G & Perm(K, D) : AG‘“‘("K)(')’G“_‘:(',K)(') =1

is defined as the prp-ccrka-advantage of A in a ®-restricted related-key attack on E. |
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As usual with the concrete security approach, we say that E is a “secure PRP under ®-restricted
chosen-ciphertext related-key attack” if the prp-ccrka-advantage of all adversaries attacking £ and
using reasonable resources is “small.”

Let Rand(/C, D, R) be the set of all families of functions with domain D, range R and keys K.
Let Rand(k,,1) be shorthand for Rand ({0, 1}*,{0,1}!,{0,1}*"). Our notion of pseudorandomness
for function families under related-key attacks is as follows:

Definition 8.2 Let F': K xD — R be a family of functions and let ® be a set of RKD functions
over K. Let A be an adversary with access to a related-key oracle and restricted to queries of the
form (¢, ) in which ¢ € ® and z € D. Then

AdVE(A) = Pr[ K & ¢ AT = 1]
—Pr [K 2 K,G & Rand(K, D, R) : ACwt.00) =1
is defined as the prf-rka-advantage of A in a ®-restricted related-key attack on F'. 1

We say that F' is a “secure PRF under ®-restricted related-key attack” if the prf-rka-advantage of
all adversaries attacking E and using reasonable resources is “small.”

PRP-CCRKA IMPLIES PRP-RKA. The following proposition shows that if a block cipher is secure
against ®-restricted chosen-ciphertext RKAs then it is also secure against ®-restricted chosen-
plaintext attacks.

Proposition 8.3 Let E: K x D — D be any block cipher, and let ® be any set of RKD functions
over KC. Then given any ®-restricted chosen-plaintext RKA adversary A against E, we can construct
a -restricted chosen-ciphertext RKA adversary Ba against E& such that

Advg:pE—rka(A) < Advg)r’%—ccrka(BA)

and adversary Ba uses the same resources as adversary A. 1

Proof of Proposition 3.3: Let B4 be an adversary that runs A and, when A makes an oracle
query (¢, M), B4 makes a query (¢, M) to its first oracle and returns the response to A. The
equalities
. 71 .
Pr [K L AP0 = 1] = Pr [K R T 1]
and
Pr [K & K5 G & Perm(K, D)« ACwc00) =1 ]

Gri(. ),G L .
_Pr[KiK7 G(iperm(lc’fp) . BA (,K)() m((7K)()_1:|

holds because B4’s first oracle is the same as A’s oracle. The proposition follows. |

IMPOSSIBILITY RESULTS. Since the prp-ccrka notion is stronger than the prp-rka notion, the im-
possibility results in Section 4, as well as the lower-bounds in Proposition 5.6 and Corollary 5.7,
apply in the prp-ccrka setting.

Furthermore, the attacks against block ciphers in Section 4 can be applied to function families.
As with block ciphers, this means that it is impossible to design function families that resist
O-restricted RKAs for all sets of RKD functions ®. We can also state the following analog of
Proposition 5.6 for function families. The proof is a straight-forward adaptation of the proof of
Proposition 5.6 and is omitted.
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Proposition 8.4 Let F': K XD — R be a family of functions, let ® be a set of RKD functions

over IC, and let ¢ < |D| be a positive integer. Then there exists an adversary A that queries its

related-key oracle with r different key transformations and q times per transformation, that performs
r'q offline applications of E, that runs in time O(qr + qr'), and that has advantage

/

3 rr

Advgfj;rka(A) > InSecy’ (r,7") — R |

PoOSSIBILITY RESULTS: THE SHANNON MODEL. Theorem 6.3 can be extended to the case where

the adversary is allowed a chosen-ciphertext attack without needing to increase the assumptions

made on ®. Theorem 6.3 can also be extended to pseudorandom functions. We first present the

following definitions in the Shannon model.

Definition 8.5 [RKA pseudorandomness under CCA in the Shannon model.] Fix sets
K and D and let ® be a set of RKD functions over K. Let A be an adversary with access to four
oracles and restricted to queries of the form (K’,z) for the first two oracles and (¢, z) for the last
two oracles, K' € K, ¢ € ®, and x € D. Then

AQERS(4) = Pr[K &K B Pem(,D) + AP Ben 0500 1]

—Pr| K& K; E & Perm(K,D) ; G & Perm(K, D) : AE("')’E_l("')’G“K("K)(')’GR_KI(-,K)(') = 1]

is defined as the prp-ccrka-advantage of A in a ®-restricted related-key attack on a Shannon cipher
with keys K and domain D. 1

Definition 8.6 [RKA pseudorandom functions in the Shannon model.] Fix sets K, D,
and R and let ® be a set of RKD functions over . Let A be an adversary with access to two

oracles and restricted to queries of the form (K’ z) for the first oracle and (¢, z) for the second
oracle, K' € K, ¢ € ®, and = € D, then

AdVRTE £(4) = Pr | K & G F & Rand(K, D, R) AT Fuco) — 1 |
—Pr [K &K, F & Rand(K, D, R), G < Rand(K, D, R) : AFC)Guc00) = 1

is the prf-rka-advantage of A in a ®-restricted related-key attack on a Shannon function family
with keys KC, domain D, and range R. |

We now state the following upper-bound:

Theorem 8.7 Fiz a key space K and domain D. Let ® be a set of RKD functions over K. Let A
be a Shannon adversary that queries its first two oracles with a total of at most v’ different keys and
that queries its last two oracles with a total of at most r different RKD functions from ®. Then

Advimerka Ay < InSec(r,r') + InSec§(r) . |

To modify the proof of Theorem 6.3, as given in Appendix 6.1, to prove the above, one must
simply ensure that the new adversaries C4 and H 4 keep track of the RKD functions used in both
the forward and backward directions of the related-key oracle queries.

It is straightforward to modify the proof of Theorem 6.3 for the prf-rka Shannon setting. The
resulting theorem statement reads:
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Theorem 8.8 Fiz a key space K, domain D, and range R. Let ® be a set of RKD functions over
K. Let A be a Shannon adversary that queries its first oracle with a total of at most v’ different
keys and that queries its last oracle with a total of at most r different RKD functions from ®. Then

Adviirke (A) < InSect(r,r') + InSec§(r) . |1

PRF/PRP SwITCHING. When proving the security of a block cipher-based protocol, it is of-
ten simpler to first assume that the block cipher is a family of random functions. The following
proposition can be used to replace a family of random functions with a family of random permuta-
tions, or visa-versa. This result is similar to the Proposition 2.5 in [1] for the standard notions of
pseudorandomness. We use this result in the proof of Proposition 9.1.

We first need a definition. Let ® be a set of RKD functions over K. Let

NMo = max {[{¢€®: o(K)=K'}|}

be the maximum, over all K, K/ € K, of the number of key transformations in ® mapping K to
K'. Note that, for the special case of ® = @z or & = <I>k.@ , NMg = 1. We now state the following
proposition:

Proposition 8.9 [PRF/PRP Switching.] Fiz sets K and D and RKD set ®. Let A be an
adversary that queries its related-key oracle with at most r different transformations from ® and at
most q times per transformation. Then

|Pr[ K &K F & Rand(K,D,D) 5 ATwco0) =1

rd (¢ — 1)

—Pr [K Erad Perm(K, D) : AG(10() = 1] ‘ < 2D

where ¢ = q- NMg. 1
Proof of Proposition 8.9: Let Prf[-] denote the probability in the experiment

K & K; F & Rand(K, D, D) ; Afwc.00)

Let D denote the event that, for each related-key that A accesses indirectly through its related-key
oracle, there are no collisions in the responses of the oracle for different messages My, My € D.

First note that
Pry [ AP0 = 1] = Pry [ ATuc00) =1 A D | 4 Pry [ AFsc00) =12 D]
S Prf |:AFRI<(.,K)(') =1 ’ D:| + Prf [E]
=Pr[K & K,G & Perm(K,D) : ASwc00) =1] +Pry [D] . (4)
Additionally note that
Pry [ AP0 = 1] = Pry [ ATuc00) =1 A D | 4 Pry [ AFsc00) =1 A D]
Z Prf |:AFRI<(-,K)(') =1 ’ Di| . (1 — Prf [E])

> Pr [K &K, G & Perm(K, D) : ACuc.a() = 1} —Pr;[D] . (5

26



Rearranging Equation (4) and Equation (5) we get that
|Pr[ K & K F & Rand(K, D, D) : AFwc00) =1

—Pr |:K <i IC7G <i Perm(/C,D) . AGRK(<,K>(') = 1:| ‘ S PI’f [E] .

It remains to bound Pry [E ] We first recall that, given any two keys K, K’ € K, there are at most
NMg RKD transformations in ® that map K to K’. Consequently, for each K’ € K, A queries
Fg(-) (indirectly through Fyy(. x)(-)) on at most ¢' = ¢ - NMg points. By [1] we know that for
each distinct key that A accesses through its related-key oracle, the probability of a collision in
the output of the oracle on distinct inputs is at most ¢’(¢" — 1)/(2|D|). And, since A queries its
related-key oracle with at most r key-transformations, Pry [ D | < r¢/(¢' —1)/(2|D|), as desired. |

9 Existence of RKA-secure function families

In practice, it seems reasonable to assume that most modern block ciphers resist ®-restricted
related-key attacks for reasonable sets of RKD functions ® (eg. ¢ a subset of @Z and <I>,§9 ). This
assumption is supported by the fact that the cryptographic primitives community frequently eval-
uates the security of block ciphers against related-key attacks (eg. [3, 13, 14, 11, 12] and numerous
recent works) and modern block cipher are designed with the explicitly-stated goal of resisting
related-key attacks (eg. [6]). (Please see the caveats discussed in Remark 7.7: eg, the complemen-
tation property of DES and the fact that 3SDES provides less security than one would hope from a
cipher with 168-bit keys [11].)

From a theoretical perspective, however, an interesting question is whether RKA-secure block
ciphers (or function families) exist in theory (ie., assuming something else exists) for reasonable
sets @ of allowable RKD transformations.

Brock cipHERS. The following theorem shows that if the functions in ® are restricted to only
modifying some fixed portion of a block cipher’s key, and if the transformations do not depend on
the other portion of the key, then there exist block ciphers secure against ®-restricted related-key
attacks assuming that there exists block ciphers secure under the standard notion of pseudoran-
domness. This is already a useful result since, as shown in Section 7 in the context of ECBC' and
FCBC', applications that use related-keys may only use key transformations that modify a small
portion of the key.

Proposition 9.1 Let E: {0,1}* x {0,1} — {0,1} be a block cipher. Let E': {0,1}F+ x
{0,1}' — {0,1}! be the block cipher defined as E}(IHKQ(M) = Fr,(Ex,(M) @ K3) where K is
k-bits long and Ko is [-bits long. Let ® be any set of RKD functions over {0,1}**! that modify only
the last [-bits of the key and that are independent of the first k bits. Then assuming E is a secure
block cipher, E' is a secure block cipher with respect to ®-restricted related-key attacks. Formally,
for any adversary A against E' that queries its related-key oracle with at most r different RKD

transformations and at most q times per transformation, we can construct an adversary B against
E such that

16r2¢% +rq' (¢’ — 1)
ol+1

AdviIM(A) < AdviP(B) +

and B makes 2rq oracle queries and runs in the same time as A and q' is q times the mazimum,
over all K, K' € {0,1}**+ of the number of ¢ € ® mapping K to K'. 1
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Proof of Proposition 9.1: The proof is a corollary of [1)’s pseudorandomness theorem for CBC
MAC. Let CBC[E]: {0,1}* x {0,1}? — {0,1}! denote the CBC MAC construction defined as
My||My — Ex(Ex(My) & My) where |My| = |M;| = 1. In [1] it was shown that given any PRF
adversary A attacking CBC[E] making ¢ oracle queries, one could construct a PRP adversary B
attacking F such that

4q>

(A) < AdvE®(B) 4 ——

prf
Adv o1

CBC[E]
and B makes 2q oracle queries.
Let us now consider a ®-restricted RKA adversary C against E’. Let r denote the maximum
number of different RKD transformations C queries its related-key oracle with, and let ¢ denote

the maximum number of queries per transformation. Let A be the CBC[E] adversary that works
as follows:

Adversary A/0)

T & {0,11

Run C, responding to C’s related-key request (¢, M) as follows
// Recall: ¢ only modifies the last [ bits of its input, and does not depend on the first k bits
T' & last [ bits of ¢(0%||T)
Return f(M||T") to A

Until A halts returning a bit b

Return b

Adversary A uses makes at most rq oracle queries. We now have that
AdVERI(C) = Pr [ K & {0,141 Mo = 1]
~Pr[K & {0,1}* . G & Perm(k +1,1) : CCut.:00) = 1}

= Pr {K & {0’ 1}"3‘” . CEFIQK(<,K)(') _ 1}

~Pr| K& {0,109 FE Rand(k +1,1,1) : CFuc00)

1]

+Pr| K& {0,114 F & Rand(k +1,1,1) : CFuea00) = 1]

~Pr| K& {0,115 ¢ & Perm(k 4 1,1) : CCwea00) = 1
and applying Proposition 8.9,

<Pr[K & {0, Mol = 1]

rq (¢ —1)

~Pr [K E 0,135 F & Rand(k +1,1,1) : CPweo0) = 1] + o

Note that

Pr [K &0, 13 - CPeot) = 1] — Pr [K & 10,1}k . ACBCIEIK() = 1} .
Furthermore
Pr [K E (0,1 P& Rand(k +1,1,1) : CFuwe00) = 1] = Pr [f — Rand(2l,1) : ATO) = 1] .
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To see the last, note that when A runs C it replies to each query exactly as if C' were run in the
experiment on the left. In more detail, for each unique value 7" for A in the second experiment,
fCIT") is a random function from {0,1} to {0,1}' and, for each unique key K’ = Ko7’ in the
second experiment, |T| = I, Fg/(-) is a random function from {0,1}' — {0,1}!. Also recall that
® contains only RKD functions that modify the last I-bits of E’’s k + [-bit keys and that the
transformations are independent of the first k bits.

This implies that there exists a PRP adversary B against F, making 2rq oracle queries, such that

ar’q® (¢ —1)
ol—1 9l+1

AdvEYI(C) < AdvRP(B) +
as desired. 1

Another route for proving the existence of block ciphers secure against ®-restricted related-key
attacks (for similarly constrained ®) is to note that (1) tweakable block ciphers exist assuming
block ciphers exist [17] and (2) if the tweak of a tweakable block cipher E is made part of the key
of a new block cipher E’, then E’ is secure against any ®-restricted related-key attack provided
that E is a secure tweakable block cipher, the functions in ® only modify the tweak portion of E'’s
key, and the functions in ® are not affected by the other portion of E”’s key. We chose to prove
Proposition 9.1 directly in order to obtain concrete bounds.

FuncTiON FAMILIES. The following proposition shows how to construct a ®-restricted RKA-secure
PRF from a standard PRF, where the functions in ® only modify a portion of the new PRF’s key
and the functions in ® are independent of the other portion of the new PRF’s key.

Proposition 9.2 Let ' : {0,1}* x {0, 1} — {0, 1} be a family of functions, let m € {1,...,1—1},
and let F' : {0,1}*™ x {0,1}!=™ — {0,1} be another family of functions defined as Fi (M) =
Fr, (K2||M) where K is the first k bits of K and Ks are the remaining m bits of K. If F is a
secure PRF, then F' is a secure PRF with respect to ®-restricted RKAs when the functions in ®
only modify the last m bits of F'’s k + m-bit key and the functions in ® do not depend on the first
k-bits of the key. In particular, given a related-key adversary A attacking F’', we can construct a
standard PRF adversary B attacking F such that

Advi7(A) < Advi(B)

and B takes the same amount of time and makes the same number of oracle queries as A. |1

Proof of Proposition 9.2: The adversary B works as follows:

Adversary B (")
Ky & {0,1}™
Run A, responding to A’s related-key request (¢, M) as follows
Kb « last m bits of ¢(0F||K>)
Return f(K}||M) to A
Until A halts returning a bit b
Return b

The equality

Pr| K & {0,1}F . Bfx() = 1] — Pr [K & qo, 11 m L AR () = 1]

follows from the construction of F” and the fact that the permutations in ® only modify the last
m bits of F"’s key and are independent of the first m bits (which allows B, when given access to
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an instance of F, to present A with an F’ oracle). The equality
Pr [G & Rand(l, L) : BG(')]
— Pr [K & {0, 13", ¢ & Rand(k +m,l —m, L) : AGwc00) =1 ]

comes from the fact that each distinct K} generated by B will induce a random function from
{0,1}=™ to {0, 1} (since the function G : {0,1} — {0,1}" given to B is random). The theorem
statement follows. |

We note that this same approach can be used to make a tweakable PRF.

9.1 RKA-attacks against existing PRF's

Although the above propositions show that, for limited RKD functions ®, RKA-secure block ciphers
and function families exist (assuming, respectively, that secure block ciphers and function families
exist), an interesting question is whether one can do better. By “better,” we mean a block cipher
or function family that is provably secure even when an attacker is able to modify any portion of
the underlying key (as we assume is the case for block ciphers).

We motivate our interest in such families by presenting related-key attacks against several
provably secure (under the standard models) block ciphers and pseudorandom function families.
We stress that we mount these attacks outside of the model in which these function families were
proven secure; i.e., these attacks do not invalidate the proofs of security for these constructions.

LuBY-RACKOFF [18]. In [18] Luby and Rackoff showed that a three round Feistel network with
independent round keys is a secure pseudorandom permutation under chosen-plaintext attacks
assuming that the round function is a secure PRF. And in [18] they showed that a four round
Feistel network under the same assumptions is a secure PRP under chosen-ciphertext attacks.

Unfortunately, if the set ® includes functions that modify only the last round key of any Feistel
network E (regardless of the number of rounds), then one can easily mount a distinguishing ®-
restricted related-key attack against F: simply modify the last round key and see if the portion of
the output corresponding to the input strand of the last round function is modified. If so, then the
adversary is interacting with a family of random permutations. If not, then with high probability
the adversary is interacting with an instance of F.

This observation is not new; it was used in [11] in the context of a key-recovery attack against
DES with independent round subkeys. The novelty here is lifting the block cipher cryptanalytic
ideas from [11] to the formal, distinguishing setting and, in the process, motivating the goal of a
d-restricted RKA-secure block ciphers where the functions in ® modify the block cipher’s entire
key (eg. ©7).

NAOR-REINGOLD [19]. In [19] Naor and Reingold introduce a now well-known method of con-
structing a secure PRF based on the DDH assumption. We quote their construction exactly:

Construction 9.3 The Diffie-Hellman instance generator, IG, is a probabilistic polynomial-time
algorithm such that on input 1" the output of IG is distributed over triplets (P, Q, g), where P is
an n-bit prime, @ a (large) prime divisor of P — 1 and g an element of order @) in Z}.

We define the function ensemble F' = {F), },en. For every n, a key of a function in F,, is a
tuple, (P,Q,g, @), where P is an n-bit prime, @ is a prime divisor of P — 1, g is an element of
order Q in Z%, and @ = (ag,a1,...,a,) a sequence of n + 1 elements of Zg. For any n-bit input
T = T1T2 - Ty, the function fp, = is defined by:

fPﬂQag,?(x) - (gaO)Hﬂ?i:1ai )
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The distribution of functions in F), is induced by the following distribution on their keys: @ is
uniform in its range and the distribution of (P, Q, g) is IG(1"). |

Let A be an adversary against this construction and let gy (., prygj)(') be its related-key oracle.

I;?t ¢ be a function that, on input a key P,Q,g, @, computes a new key P,Q,g, ? such that
a’ = {ag,a; + 1 mod Q,as,...,a,). Let id be the identity function.

Our {¢,id}-restricted related-key attack against Construction 9.3 works as follows. The adver-
sary first obtains the values y1 = hiq(pg .7 (0") and y2 = hyp g 4 7(0") via its related-key oracle.
If the adversary is given related-key access to Construction 9.3, then y; = yo with probability 1. If
the adversary is given related-key access to a random family of functions, then with very high prob-
ability y1 # y2. This allows the adversary to distinguish between an instance of Construction 9.3
and a random family of functions.

NIELSEN [21]. We can also attack the function family described by Nielsen in [21], which is based
on Construction 9.3. Informally, for every n the key of a function F, is (P,Q,g, @) where P,Q, g
are as in Construction 9.3 and @ = ((a1,0,a11), (a2,0,02,1),- -, (an0,an,1)) is a sequence of n pairs
of elements from Zq. For any n-bit input @ = 122 - - - 2y, the function fp g , 5 is defined by

fP:Q,g,?(x) = gnzl:lai,xi .

I;?t ¢ be a function that, on input a key P,Q,g, @, computes a new key P,Q, g, ? such that
a = {((a10+1mod Q,ai1),(az20,a21),---,(an0,an1)). Let id be the identity function. Note that
fopg.ga)(1") = gli=1%i1 = fiap.g,g,@)(1"), which allows an adversary to distinguish between an
instance of Nielsen’s function family and a random family of functions with very high probability.
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