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ïRise of Dark Silicon[1] (power wall) 
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[1] ñConservation Coresò, ASPLOS 2010; GreenDroid, HOTCHIPS 2010. 

[2] ñA Landscape of the Dark Silicon Design Regimeò, Taylor, IEEE Micro 2013. 
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ASIC Clouds: Key Motivation 

ÅThe Cloud model leads to growing classes of 
planet-scale computations 
ïFacebook runs face recognition on 2B pics/day 

ïSiri recognizes speech for ~1 Billion iOS user 

ïYouTube Video Transcodes to Google VP9 for the 
500 hours uploads per minute 

 

ÅThese computations incur high Total Cost of 
Ownership (TCO) for the provider 

 



ASIC Clouds: Key Motivation 

ÅThese cloud computations are scale-out: 
we are doing the same computation across millions or 
billions of users 
 
ÅAs these computations become sufficiently large, we 

can specialize the hardware for that particular 
computation to reduce TCO. 
 
ÅLowering Non-Recurring Engineering cost (NRE) is a key 

factor for ASIC cloud feasibility.  
ïOur paper makes a key contribution by showing how to 

calculate NRE for an ASIC Clouds.  

 



ASIC Cloud Architecture 

It all starts with an accelerator for a planet-scale computation. 
Maybe ƛǘΩǎ ŀ ŎƻƳƳŜǊŎƛŀƭ Lt ŎƻǊŜΣ ƻǊ ŎǳǎǘƻƳ ŘŜǎƛƎƴŜŘ ǿƛŘƎŜǘ ƛƴ 
Verilog. 

 

Accelerator 



ASIC Cloud Architecture 

RCA 

RCA RCA 

Replicate this accelerator multiple times inside an ASIC ŘƛŜΦ ²ŜΩƭƭ 
ƴƻǿ Ŏŀƭƭ ƛǘ ŀ άǊŜǇƭƛŎŀǘŜ ŎƻƳǇǳǘŜ ŀŎŎŜƭŜǊŀǘƻǊέΣ ƻǊ άw/!έΦ 

Accelerator 



ASIC Cloud Architecture 

Control 

Processor 

RCA 

RCA RCA 

RCA 

Then we add a control processor to distribute work and schedule 
computation onto the RCAs. 



ASIC Cloud Architecture 

Control 

Processor 

Work is distributed over a very simple on-chip network, the  
On-ASIC Network, which is provisioned according to the  needs 
of the w/!ǎΦ w/!Ωǎ usually do not talk to each other. 

RCA 

RCA RCA 

RCA 



ASIC Cloud Architecture 

Control 

Processor 

On-PCB 

Router 
Off-chip 

The control processor receives work from off-chip via the  
On-PCB router. 

RCA 

RCA RCA 

RCA 



ASIC Cloud Architecture 

Control 

Processor 

On-PCB 

Router 
Off-chip 

Off-chip DRAM 

Controller 

For those accelerators that need off-chip DRAM, we add shared 
DRAM controllers. Finally bake it into an ASIC: PLL, Clock Tree, 
Power Grid, Flip Chip BGA PackagingΧ 

 

RCA 

RCA RCA 

RCA 



ASIC Cloud Architecture 

ASIC ASIC 

ASIC ASIC 
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Then build the PCB by replicating ASICs across the PCB 
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Connect their on-PCB routers via PCB traces 
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FPGA 

1/10/40 GigE 

     PCI-E 
Off PCB 

Connect the on-PCB network to an FPGA that routes data from 
off-PCB interface (e.g. GigE, PCI-E) 
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FPGA 

1/10/40 GigE 

     PCI-E 
Off PCB 

FAN 

DC/DC 

DC/DC 

é
 

PSU FAN 

Then we add the plumbing: DC/DC, Fans, Heatsinks and PSU. The 
PCB goes inside the chassis and we have an ASIC cloud server. 

 



ASIC Cloud Architecture 

 
 
 
 
 
 
 
 
 

Å1U servers are packed into standard 42U racks. 
ÅRacks are integrated into machine room. 



Our Four ASIC Cloud Designs 

We design ASIC Clouds for 4 application domains: 
 
ÅBitcoin Mining 
ÅLitecoin Mining 
ïThese !{L/ /ƭƻǳŘǎ ŀƭǊŜŀŘȅ ŜȄƛǎǘ έƛƴ ǘƘŜ ǿƛƭŘέΗ 

 
ÅVideo Transcoding (e.g. YouTube) 
ïWe do H.265 transcoding. 

 
ÅDeep Neural Networks (face/voice recognition) 
ïScaling up DaDianNao into an ASIC cloud. 

 
 
 
 
 
 
 
 
 
 
 
 



ASIC Cloud Design: Key Metrics 

ÅAccelerator Metrics: 
ïEnergy efficiency  (W per op/s)  (=energy/op) 
ïPerformance          ($ per op/s) 

 

ÅConventional trivial weighing:  
ïEnergy-Delay product or Energy-Delay squared 

 

ÅDatacenter Total Cost of Ownership as the new 
metric 
ïBarroso et al Datacenter analysis 
ïConservative assumption: 1.5 year lifetime of ASIC 

 
Barroso et al, ñThe datacenter as a computer: An introduction to the design of warehouse-scale 

machines,ò Synthesis lectures on computer architecture, vol. 8, 2013 



Complete Design Methodology from 
Verilog to TCO-Optimized Datacenter 

ÅWe can jointly specialize server and ASIC to optimize TCO. 

ÅThermal optimization based on RCA properties: 

ASIC placement (DUCT layout), heat sink optimization (# 
fins, width, materials and depth), die size 

 

(For time constraints, we highlight just a  
few items in the talk.. See the paper!) 

 

Airflow 

Complete Thermal Analysis using CFD 

(Ansys ICEpak) 
A flow that converts ASIC properties  

to Server properties and TCO 



Design Space Exploration 

Å Observation: Voltage scaling is a 

first-class optimization for TCO. 

Core voltage increases from left 

to right 

Å Pareto curve for Performance 

and energy efficiency  

Å Diagonal lines show equal TCO 

 

ïExploring different # of DRAMs 

per ASIC, # of ASICs per lane, and 

Logic Voltage, as well as thermal 

optimizations 

 

Video Transcode Pareto in 28nm 

This plot is for 5 ASICs per lane. 



Deathmatch 

ÅASIC Servers greatly outperform the best non-ASIC alternative 
in terms of TCO per op/s.  

GPU:  

Å AMD 7970 for BC and LC 

Å NVIDIA Tesla K20X for Deep 

Learning 

 

CPU: 

Å Core i7 3930K for BC and LC 

Å Core i7 4790K for Video 

Transcode 

 
CPU Cloud vs. GPU Cloud vs. 28nm ASIC Cloud Deathmatch.  



When do we go ASIC Cloud? 

ÅTCO improvement vs. TCO/NRE 

ïTCO improvement: determined by accelerator 
improvements versus best alternative 

ïTCO: determined by scale of computation (higher is better) 

ïNRE: determined by ASIC development and deployment 
costs (lower is better) 

 Åά¢ǿƻ-for-ǘǿƻέ ǊǳƭŜΥ 
Moderate speed-up 
with low NRE  
beats high speed-up 
at high NRE 
 



Building a model for NRE 

ÅMask cost 

ÅIP licensing cost 

ÅLabor cost (Frontend, Backend and system 
NRE) 

ÅTools cost (Frontend and Backend) 

ÅPackage NRE 



NRE: Mask and Packaging 

ÅMask costs rise exponentially (total 89x range) 

 

 

 

 

 

 

 

ÅPackage NRE is fixed among process technologies. 

ïFlip-chip BGA package NRE is $105K 

 



NRE: IP Licensing Cost 

 



NRE: Backend Labor Cost 

ÅCost of pushing Verilog netlist through 
backend flow is fairly steady among nodes 

ïBut increases dramatically in double-patterned 
technologies like 16nm. 

 

H. Jones. Strategies in Optimizing Market Positions for Semiconductor  

Vendors Based on IP Leverage. IBS White Paper, 2014. 



NRE: Labor and Tool Costs 

ÅBackend labor time is calculated based on 
backend labor cost per gate model 

 

Values are for San Diego, 2016 



NRE: App dependent components 

 

PCB design costs are for late 2016 



NRE breakdown for Benchmarks 

 



Marginal Cost: Wafer and Package cost 

ÅWafer costs rise exponentially after 65nm; jump on transition 
to bigger wafers 

 

 

 

 

 

 

ÅWafer Diameter is 200 mm until 180nm and 300 mm 
afterwards 


