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Abstract—Community detection algorithms are fundamental tools that allow us to uncover organizational principles in networks. When detecting communities, there are two possible sources of information one can use: the network structure, and the features and attributes of nodes. Even though communities form around nodes that have common edges and common attributes, typically, algorithms have only focused on one of these two data modalities: community detection algorithms traditionally focus only on the network structure, while clustering algorithms mostly consider only node attributes. In this paper, we develop Communities from Edge Structure and Node Attributes (CESNA), an accurate and scalable algorithm for detecting overlapping communities in networks with node attributes. CESNA statistically models the interaction between the network structure and the node attributes, which leads to more accurate community detection as well as improved robustness in the presence of noise in the network structure. CESNA has a linear runtime in the network size and is able to process networks an order of magnitude larger than comparable approaches. Last, CESNA also helps with the interpretation of detected communities by finding relevant node attributes for each community.

I. INTRODUCTION

One of the most important tasks when studying networks is that of identifying network communities. Fundamentally, communities allow us to discover groups of interacting objects (i.e., nodes) and the relations between them. For example, in social networks, communities correspond to groups of friends who attended the same school, or who come from the same hometown [28]; in protein interaction networks, communities are functional modules of interacting proteins [1]; in co-authorship networks, communities correspond to scientific disciplines [16]. Identifying network communities allows us to discover functionally related objects [15], [16], [41], study interactions between modules [2], infer missing attribute values [4], [10], and predict unobserved connections [9].

Identifying network communities can be viewed as a problem of clustering a set of nodes into communities, where a node can belong to multiple communities at once. Because nodes in communities share common properties or attributes, and because they have many relationships among themselves, there are two sources of data that can be used to perform the clustering task. The first is the data about the objects (i.e., nodes) and their attributes. Known properties of proteins, users’ social network profiles, or authors’ publication histories may tell us which objects are similar, and to which communities or modules they may belong. The second source of data comes from the network and the set of connections between the objects. Users form friendships, proteins interact, and authors collaborate.

However, clustering methods typically focus only one of these two sources of information independently, an algorithm may fail to account for important structure in the data. For example, attributes might tell us to which community a node with very few links belongs to; this would be difficult to determine from the network structure alone. Conversely, the network might tell us that two objects belong to the same community, even if one of them has no attribute information. Thus, it is important to consider both sources of information together and consider network communities as sets of nodes that are densely connected, but which also share some common attributes. Node attributes can complement the network structure, leading to more precise detection of communities; additionally, if one source of information is missing or noisy, the other can make up for it. However, considering both node attributes and network topology for community detection is also challenging, as one has to combine two very different modalities of information.

Only recently have approaches for detecting communities based on both sources of information been developed [4], [28] (Table I). Many existing methods that combine network and node attribute information use single-assignment clustering [3], [12], [31], [35], [43]; however, the applicability of these methods is limited, as they cannot detect overlapping communities. Approaches based on topic models [4], [27], [38], [40] allow overlapping communities to be detected. However, they assume “soft” node-community memberships, which are not appropriate for modeling communities because they do not allow a node to have high membership strength to multiple communities simultaneously [42]. Finally, all existing methods are only able to handle relatively small networks: the networks typically analyzed consist only of thousands of nodes [9], [27], [28], [38].

Present work: Community detection in networks with node attributes. Here, we develop a high-performance (accurate and scalable) overlapping community detection method for networks with node attribute information. We present Com-
munities from Edge Structure and Node Attributes (CESNA), which is based on a generative model for networks with node attributes. Our model advances existing approaches (summarized in Table I) by making several innovations that ultimately lead to better performance both in terms of accuracy as well as scalability. First, our model allows us to detect overlapping communities by employing hard node-community memberships. This way, we can avoid the assumption of soft-membership methods that nodes sharing multiple common communities are less likely to be connected [42]. Second, in contrast to a line of previous work [18], [28], which assumed that communities and attributes are marginally independent, we assume that communities “generate” both the network as well as attributes (Figure 1). This way we allow for dependence between the network and the attributes. Third, to fit the model and thus discover communities, we develop a block-coordinate ascent method where we can update all model parameters in time linear in the number of edges in the network [41]. This makes our method scale to networks an order of magnitude larger than what was possible by previous methods.

To the best of our knowledge, CESNA is the first overlapping community detection method that models both hard node-community memberships and the dependency between the communities and attributes. Moreover, CESNA can detect overlapping, non-overlapping, as well as hierarchically nested communities in networks, while considering both node attributes and graph structure.

We evaluate CESNA on six online social, information, and content-sharing networks: Facebook, Google+, Twitter, Wikipedia, and Flickr. We quantify CESNA’s accuracy in detecting communities by comparing its predictions to hand-labeled ground-truth communities. We compare CESNA to state-of-the-art community detection methods, including those that detect communities based only on the network structure, methods based only on node attributes, and methods that model both network structure and attributes jointly. Overall, CESNA achieves a 47% improvement in the accuracy of detected communities over the baselines we consider. We also examine whether node attributes can boost the performance of community detection algorithms in cases where the network is noisy or not fully observed. We add noise to the network and we find that the performance gap between CESNA over competing methods increases as the network structure becomes noisier and therefore less reliable. This means that CESNA is able to successfully leverage node attributes to compensate for missing or noisy information in the network structure.

To quantify the scalability of CESNA we measure its running time on synthetic networks of increasing size. Compared to existing methods, the size of networks that CESNA can process far exceeds the current state-of-the-art: CESNA can handle networks 100 times larger than LDA-based methods [4] given the same runtime budget. Even when compared to methods that consider only the network structure (i.e., which handle strictly less information), CESNA is faster than most baselines.

Last, we also inspect communities detected by CESNA on Facebook networks, and on a network of Wikipedia articles about famous philosophers. We find that, on Facebook data, CESNA automatically learns that education-based attributes (“School name” or “Major”) are very highly correlated with a communities, whereas other people’s attributes, such as “Work start date” and “Work end date” are not related to community structure. On philosophers data, CESNA learns natural attributes for communities: e.g., subjects about Islamic culture are associated with a community of Islamic philosophers. While methods that ignore node attributes assign very influential philosophers (e.g., Aristotle) to most communities, CESNA circumvents this issue by modeling attributes, and discovering that Aristotle, while well connected to many philosophers, does not share common attributes with all of them.

The rest of the paper is organized as follows. Section II briefly surveys related work. In Section III, we describe the statistical model of CESNA, and in Section IV, we discuss the parameter fitting procedure. We proceed by describing experimental evaluation in Section V and conclude in Section VII.

### II. RELATED WORK

We summarize the related work in Table I and group it along two dimensions. First, we consider how the methods model statistical dependency between communities, node attributes, and the underlying network (column D of Table I). Figure 1 shows the two paradigms that are typically used. In Figure 1(a), community memberships $F$ generate both the graph $G$ and attributes $X$, while in Figure 1(b), $F$ and $X$ are given independently, and then the graph $G$ is generated by the interaction between $F$ and $X$. Second, we focus on how the methods model the community memberships of individual nodes (columns O and H). Soft-membership models associate a probability distribution with the node’s membership to communities, which means the more communities a node belongs to, the less it belongs to each individual community (simply because probabilities have to sum to one). On the other hand, hard-membership models associate an independent binary variable for each node and community pair and, thus, do not suffer from the assumptions made by soft-membership models.

As shown in Table I, heuristic single-assignment clustering methods for networks with node attributes [12], [35], [43] detect hard node-community memberships, however, because...
each node can belong to exactly one community, these methods cannot detect overlapping communities.

LDA-based methods [4], [9], [27] aim to find sets of nodes that have similar “topics” of attributes and link among each other. These topic models are based on the paradigm in Figure 1(a) where community memberships nodes generate links and node attributes. However, these methods assume soft community memberships, which leads to unrealistic assumptions about the structure of community overlaps [42]. We note that recently developed methods [38], [40] also assume soft-membership and the paradigm in Fig. 1(a).

III. CESNA Model Description

Here, we develop a probabilistic model that combines community memberships, the network topology, and node attributes. We present the Communities from Edge Structure and Node Attributes (CESNA), a probabilistic generative model for networks and node attributes that satisfies the desired attributes mentioned above. Our model is based on the following intuitive properties:

- Nodes that belong to the same communities are likely to be connected to each other.
- Communities can overlap, as individual nodes may belong to multiple communities.
- If two nodes belong to multiple common communities, they are more likely to be connected than if they share only a single common community (i.e., overlapping communities are denser [13], [42]).
- Nodes in the same community are likely to share common attributes — for example, a community might consist of friends attending a same school.

We formally describe the generative process of CESNA as follows. We assume that there are $N$ nodes in the network $G$, each node has $K$ attributes, and there are $C$ communities in total. We denote the network by $G$, the node attributes by $X$ ($X_{uk}$ is $k$-th attribute of node $u$), and community memberships by $F$. For community memberships $F$, we assume that each node $u$ has a non-negative affiliation weight $F_{uc} \in [0, \infty)$ to community $c$. ($F_{uc} = 0$ means that node $u$ does not belong to community $c$.)

We shall now proceed by describing these components of the model in further detail.

Modeling the links of the network. To model how the network structure depends on node community memberships, we aim to capture the following three intuitions:

1) node community affiliations influence the likelihood that a pair of nodes is connected,
2) the degree of influence (the probability that nodes belonging to the same community are connected) differs per community, and
3) each community influences this connection probability independently.

To achieve these goals, we build on Affiliation Network Models [8], [13], [24], [42], where the graph $G(V, E)$ arises from node community memberships $F$. To generate the adjacency matrix $A \in \{0,1\}^{N \times N}$ of network $G$, we employ the probabilistic generative process of the BigCLAM overlapping community detection algorithm [41]. In particular, we assume that two member nodes $u, v$ belonging to a community $c$ are connected with the following probability:

$$P_{uv}(c) = 1 - \exp(-F_{uc} \cdot F_{vc}).$$

Note that if either $u$ or $v$ does not belong to $c$ ($F_{uc} = 0$ or $F_{vc} = 0$), these nodes would not be connected ($P_{uv}(c) = 0$).

We assume that each community $c$ connects nodes $u, v$ independently with probability $1 - \exp(-F_{uc} \cdot F_{vc})$. From this, we can derive the edge probability $P_{uv}$ between nodes $u$ and $v$. In order for $u, v$ to be unconnected, the nodes $u$ and $v$ should not be connected in any community $c$:

$$1 - P_{uv} = \prod_c (1 - P_{uv}(c)) = \exp(-\sum_c F_{uc} \cdot F_{vc}).$$

In summary, we assume the following generative process for each entry $A_{uv} \in \{0,1\}$ of the network’s adjacency matrix:

$$P_{uv} = 1 - \exp(-\sum_c F_{uc} \cdot F_{vc}),$$

$$A_{uv} \sim \text{Bernoulli}(P_{uv}).$$

Note that the above generative process satisfies our three aforementioned requirements. The network edges are created due to shared community memberships (Requirement (1)). Furthermore, each membership $F_{uc}$ of a node $u$ is regarded as an independent variable to allow a node to belong to multiple communities simultaneously (Requirement (2)). This is in stark contrast to “soft-membership” models (such as mixed membership stochastic block models [2]), which add constraints $\sum_c F_{uc} = 1$ so that $F_{uc}$ is a probability that a node $u$ belongs to a particular community. Finally, because each community $c$ generates connections between its members independently, nodes belonging to multiple common communities have a higher probability of connecting than if they share just a single community (Requirement (3)).

Modeling node attributes. Just as community affiliations can be used to model network edges, they can also be used to model node attributes. We next describe how node attributes are generated from community memberships.

We assume binary-valued attributes where for each attribute $X_{uk}$ of a node $u$, we consider a separate logistic model. Our intuition is that, based on a node’s community memberships, we should be able to predict the value of each of the node’s attribute values. Thus, we regard group memberships $F_{x1}, \ldots, F_{xC}$ as input features of the logistic model with the associated logistic weight factor $W_{kc}$ (for each attribute $k$ and community $c$). We also add an intercept term $F_{u(C+1)} = 1$ to the input feature of each node $u$:

$$Q_{uk} = \frac{1}{1 + \exp(-\sum_c W_{kc} \cdot F_{uc})},$$

$$X_{uk} \sim \text{Bernoulli}(Q_{uk}).$$

where $W_{kc}$ is a real-valued logistic model parameter for community $c$ to the $k$-th node attribute and $W_{k(C+1)}$ is a bias term. The value of $W_{kc}$ represents the relevance of each group membership $c$ to the presence of a particular node attribute $k$.
IV. INFERRING COMMUNITIES WITH CESNA

Next, we shall describe how we detect network communities by estimating CESNA model parameters from given data. We are given an undirected graph $G(V, E)$ with binary node attributes $X$. We aim to detect $C$ communities as well as the relation between communities and attributes. For now, we shall assume the number of communities $C$ is given. Later, we will describe how to automatically estimate $C$.

We aim to infer the values of latent variables $F$ and $W$ based on the observed network and attributes. This means we need to estimate $N \cdot C$ community memberships (i.e., $F \in \mathbb{R}^{N \times C}$), and $K \cdot (C + 1)$ logistic weight parameters (i.e., $W \in \mathbb{R}^{K \times (C+1)}$).

We find the optimal $\hat{F}$ and $\hat{W}$ by maximizing the likelihood

\[ l(F, W) = \log P(G, X | F, W) \]

of the observed data $G, X$:

\[ \hat{F}, \hat{W} = \arg\max_{F \geq 0, W} \log P(G, X | F, W). \tag{3} \]

Because $G$ and $X$ are conditionally independent given $F$ and $W$, we can decompose the log-likelihood $\log P(G, X | F, W)$ as follows:

\[ \log P(G, X | F, W) = \mathcal{L}_G + \mathcal{L}_X \]

where $\mathcal{L}_G = \log P(G | F)$ and $\mathcal{L}_X = \log P(X | F, W)$. We compute $\mathcal{L}_G$ and $\mathcal{L}_X$ simply using Equations 1 and 2:

\[ \mathcal{L}_G = \sum_{(u,v) \in E} \log(1 - \exp(-F_u F_v^T)) - \sum_{(u,v) \in E} F_u F_v^T \]

\[ \mathcal{L}_X = \sum_{u,k} (X_{uk} \log Q_{uk} + (1 - X_{uk}) \log(1 - Q_{uk})) \]

where $F_u$ is a vector $\{F_{uv}\}$ for node $u$ and $Q_{uk}$ is defined in Equation 2.

Last, we also invoke $l_1$-regularization on $W$ to avoid over-fitting and to learn sparse relationships between communities and attributes. Thus, our optimization problem that we aim to solve is:

\[ \hat{F}, \hat{W} = \arg\max_{F \geq 0, W} \mathcal{L}_G + \mathcal{L}_X - \lambda |W|_1, \tag{4} \]

where $\lambda$ is a regularization hyperparameter.

To solve the problem in Eq. 4, we adopt a block coordinate ascent approach. We update $F_u$ for each node $u$ by fixing both $W$ and the community membership $F_v$ of all other nodes $v$. After updating $F_u$ for all nodes, we then update $W$ while fixing community memberships $F_v$. This way, we can decompose the non-convex optimization problem of Eq. 4 into a set of convex subproblems. We describe our solution to each of these subproblems next.

Updating community memberships. To update community memberships, we build on the optimization procedure used in BigCLAM [41]. However, we modify the procedure to consider node attributes (which BigCLAM ignores). We update the membership $F_u$ of an individual node $u$ while fixing all other parameters (the membership $F_v$ of all other nodes, and logistic model parameters $W$).

We solve the following subproblem for each $u$:

\[ \hat{F}_u = \arg\max_{F_{uv} \geq 0} \mathcal{L}_G(F_u) + \mathcal{L}_X(F_u), \tag{5} \]

where $\mathcal{L}_G(F_u)$ and $\mathcal{L}_X(F_u)$ are the parts of $\mathcal{L}_G, \mathcal{L}_X$ involving $F_u$, i.e.,

\[ \mathcal{L}_G(F_u) = \sum_{v \in N(u)} \log(1 - \exp(-F_u F_v^T)) - \sum_{v \notin N(u)} F_u F_v^T \]

\[ \mathcal{L}_X(F_u) = \sum_k (X_{uk} \log Q_{uk} + (1 - X_{uk}) \log(1 - Q_{uk})) \]

where $N(u)$ is a set of neighbors of $u$. Note that this problem is convex: $\mathcal{L}_G(F_u)$ is a concave function of $F_u$ [41], [30] and $\mathcal{L}_X(F_u)$ is a logistic function of $F_{uv}$ when $W$ is fixed.

To solve this convex problem, we use projected gradient ascent. The gradient can be computed straightforwardly:

\[ \frac{\partial \mathcal{L}_G(F_u)}{\partial F_u} = \sum_{v \in N(u)} F_{uv} \frac{\exp(-F_u F_v^T)}{1 - \exp(-F_u F_v^T)} - \sum_{v \notin N(u)} F_{uv} \]

\[ \frac{\partial \mathcal{L}_X(F_u)}{\partial F_u} = \sum_k (X_{uk} - Q_{uk}) W_{kc} \]

We then update each $F_{uv}$ by gradient ascent and then project onto a space of non-negative real numbers $[0, \infty)$:

\[ F_{uv}^{new} = \max(0, F_{uv}^{old} + \alpha (\frac{\partial \mathcal{L}_G(F_u)}{\partial F_u} + \frac{\partial \mathcal{L}_X(F_u)}{\partial F_u})) \tag{6} \]
where $\alpha$ is a learning rate which we set using backtracking line search [7].

**Updating logistic parameters.** We update parameters $W$ of the logistic model by keeping community memberships $F$ fixed. To compute this, we first notice that we can ignore $L_G$ in Eq. 4, as $G$ does not depend on $W$. Next, we also include $l_1$-regularization on $W$, as we aim to learn sparse relationships between community memberships and node attributes:

$$W = \arg\max_W \sum_{u,k} \log P(X_{uk}|F,W) - \lambda|W|_1.$$  

Furthermore, as we employ an independent logistic model for each attribute, we only need to consider the $k$-th attribute when updating the weight vector $W_k$:

$$\arg\max_{W_k} \sum_u \log P(X_{uk}|F,W_k) - \lambda|W_k|_1. \tag{7}$$

Note that this is $l_1$-regularized logistic regression with input features $F$ and output variable $X$. Again, we simply apply a gradient ascent method:

$$\frac{\partial \log P(X_{uk}|F,W_k)}{\partial W_{kc}} = (X_{uk} - Q_{uk}) F_{uc},$$

$$W_{kc}^{new} = W_{kc}^{old} + \alpha(\sum_u \frac{\partial \log P(X_{uk}|F,W_k)}{\partial W_{kc}} - \lambda \cdot \text{Sign}(W_{kc})), $$

where $\alpha$ is a step size as in Eq. 6.

Now, we iteratively update $F_u$ for each $u$ and then update $W_k$ for each attribute $k$. We stop iterating once the likelihood does not increase (by at least 0.001%) after a full iteration over all $F_u$ and all $W_k$.

**Determining community memberships.** After learning real-valued community affiliations $\hat{F}$, we need to determine whether node $u$ belongs to community $c$. To do so, we regard $u$ as belonging to $c$ only if the corresponding $F_{uc}$ is above the threshold $\delta$. We set $\delta$ so that a node belongs to community $c$ if the node is connected to other members of $c$ with an edge probability higher than $1/N$. To determine $\delta$, we need to solve:

$$\frac{1}{N} \leq 1 - \exp(-\delta^2).$$

Solving this inequality, we set the value of $\delta = \sqrt{-\log(1-1/N)}$. We have also experimented with other values of $\delta$ and found that this value of $\delta$ gives good performance in practice.

**Choosing the number of communities.** To automatically find the number of communities $C$, we adopt the approach used in [2]. We reserve 10% of node pairs in the adjacency matrix and node-attribute pairs as a holdout set. Varying $C$, we fit the CESNA with $C$ communities on 90% of node-node pairs and node-attribute pairs and then evaluate the likelihood of CESNA on the holdout set. The $K$ that induces the maximum held-out likelihood will be chosen as the number of communities.

**Computational complexity of CESNA.** We next analyze the computational complexity of CESNA. In particular, we show that a full iteration of CESNA takes time linear in the number of edges and attributes.

For simplicity, let us assume a single community $C = 1$, then updating $F_u$ for a single $u$ takes $N + K$ operations when computed in a naive way. However, we can compute $\frac{\partial L_G(F_u)}{\partial F_u}$ in $O(|N(u)|)$. This means that the number of operations required to compute the gradient is proportional to the degree of node $u$ since [30], [41]:

$$\sum_{v \notin N(u)} F_{vc} = (\sum_v F_{vc} - F_{uc} - \sum_{v \in N(u)} F_{vc}).$$

By storing $\sum_v F_{vc}$, the second term in $\frac{\partial L_G(F_u)}{\partial F_u}$ can be computed in $O(|N(u)|)$. Therefore, updating $F_u$ for all nodes $u$ takes $O(|E| + NK)$ operations. Because updating $W_k$ takes just $O(N)$ for each $k$, a full iteration of CESNA takes $O(|E| + NK)$ operations, which is linear in the number of edges, nodes and the number of attributes.

Notice that CESNA nicely lends itself to parallelization. In particular, updating $W_k$ naturally allows for parallelization, as we can update $W_k$ for multiple attributes $k$ simultaneously. Because $F$ is fixed, the problems in Eq. 7 are independent for different attributes $k$. We also update $F_u$ for multiple nodes $u$ in parallel. In this case, updating each $u$ is not necessarily independent for different nodes $u$. However, as shown by Niu et al. [32], updating $F_u$ in parallel works well in practice, as networks tend to be sparse. As we show in the next section, parallelization on a single shared memory machine boosts the speed of CESNA by a factor of 20 (the number of threads).

A parallel C++ implementation of CESNA algorithm is available as a part of the Stanford Network Analysis Platform (SNAP): http://snap.stanford.edu/snap.

**CESNA hyperparameter settings.** To initialize $F$, we use locally minimal neighborhoods [17]. A neighborhood $N(u)$ of a node $u$ is locally minimal if $N(u)$ has lower conductance than all neighborhoods $N(v)$ of $u$’s neighbors $v$. Locally minimal neighborhoods have been shown to be a good initialization for community detection methods [17].

Last, notice that the overall model likelihood is a combination of the network likelihood $L_G$ and the likelihood of node attributes $L_X$ (Eq. 4). As the two likelihoods can have vastly different ranges we scale them using the parameter $\alpha$. In particular, we introduce a hyperparameter $\alpha$ that controls the scaling between the two likelihoods:

$$\arg\max_{F \geq 0, W} (1 - \alpha)L_G + \alpha L_X - \lambda|W|_1.$$

We choose values of hyperparameters $\alpha$ and $\lambda$ among $\alpha \in \{0.25, 0.5, 0.75\}$, $\lambda \in \{0.1, 1.0\}$ based on the held-out data likelihood (i.e., by cross-validation). We note that the performance of CESNA does not change much with the values of hyperparameters. Setting $\alpha = 0.5$ (i.e., the unscaled version of Eq. 4) and $\lambda = 1$ gives reliable performances in most cases.

**V. Experimental Evaluation**

We quantify the performance of CESNA by comparing it to state-of-the-art community detection methods in various social and information networks. We evaluate the performance of the methods by evaluating the accuracy of the detected communities when compared to the gold-standard, ground-truth
communities. We also evaluate the scalability by measuring the running time as the network size grows.

**Dataset description.** For our evaluation, we consider five datasets where we have network information as well as node attributes. In addition to networks and attributes, we also have access to explicit ground-truth community labels. The availability of such ground-truth allows us to evaluate community detection methods by quantifying the degree of agreement between the detect and the ground-truth communities [35].

Table II lists the networks and their properties.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>N</th>
<th>E</th>
<th>C</th>
<th>K</th>
<th>S</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>4,089</td>
<td>170,174</td>
<td>193</td>
<td>175</td>
<td>28,76</td>
<td>1.36</td>
</tr>
<tr>
<td>Google+</td>
<td>250,469</td>
<td>30,230,905</td>
<td>437</td>
<td>690</td>
<td>143,51</td>
<td>0.25</td>
</tr>
<tr>
<td>Twitter</td>
<td>125,120</td>
<td>2,248,406</td>
<td>3,140</td>
<td>33,569</td>
<td>15.54</td>
<td>0.39</td>
</tr>
<tr>
<td>Philosophers</td>
<td>1,218</td>
<td>5,972</td>
<td>1,220</td>
<td>5,770</td>
<td>6.86</td>
<td>6.87</td>
</tr>
<tr>
<td>Flickr</td>
<td>16,710</td>
<td>716,063</td>
<td>100,624</td>
<td>1,156</td>
<td>28,91</td>
<td>174.08</td>
</tr>
</tbody>
</table>

**TABLE II.** Dataset statistics. N: number of nodes, E: number of edges, C: number of communities, K: number of node attributes, S: average community size, A: community memberships per node.

**Baselines for comparison.** We consider the three classes of baseline community detection methods: (1) methods that use only the network structure, (2) methods that user only node attributes, and (3) methods that combine both.

The first class of baselines considers only the network, ignoring node attributes altogether: Demon [10] and BigCLAM [41] are state-of-the-art overlapping community detection methods.

Second is a class of baselines that focuses on node attributes without considering the network structure. Here, we use Multi Assignment Clustering (MAC) [15], which detects overlapping communities based on node attributes alone.

The third class of baselines we consider combines the network structure with node attributes. For this class, we choose three state-of-the-art methods. Based on Table I we select one algorithm from each model type: Block-LDA [4] represents soft-membership approaches, while the CODICIL [35] represents heuristics for non-overlapping communities, and the EDCAR [18] represents heuristics for finding dense subgraphs. Finally, we consider the Circles [28] method, which represents overlapping hard-membership approaches.

For all baselines, we use implementations provided by the authors. All baselines except CODICIL require a user to specify the number of communities to detect. We set this parameter so that each model detects the same number of communities as CESNA. CODICIL and EDCAR also has other input parameters, for which we used default values provided by the authors.

**Evaluation metrics.** We quantify the performance in terms of the agreement between the ground-truth communities and the detected communities. To compare a set of ground-truth communities \(C^*\) to a set of detected communities \(C\), we adopt an evaluation procedure previously used in [41]: Every detected community is matched with its most similar ground-truth community. Given this matching, we then compute the performance. We also then take every ground-truth community and match it with a detected community and again compute the performance. Our final performance is the average of these two metrics. We average the two scores because matching only from one side leads to degenerate optimal performance (for example, outputting all possible subsets of nodes as detected communities would achieve perfect matching ground-truth communities to the detected ones).

More formally, our evaluation function is:

\[
\frac{1}{2|C^*|} \sum_{i \in C^*} \max_{j \in C} \delta(C_i^*, C_j) + \frac{1}{2|C|} \sum_{j \in C} \max_{i \in C^*} \delta(C_i^*, C_j),
\]

where \(\delta(C_i^*, C_j)\) is some similarity measure between the communities \(C_i^*\) and \(C_j\). We consider two standard metrics \(\delta(\cdot, \cdot)\) for quantifying the similarity between a pair of sets, namely the F1 score and the Jaccard similarity. Thus, for each method, we obtain a score between 0 and 1, where 1 indicates the perfect recovery of ground-truth communities.

**Experiments on recovering ground-truth communities.** We evaluate the performance of CESNA and baselines on our five datasets. Table III shows the results where “N/A” means that the method cannot scale to a given network. We make several observations.
Comparing CESNA to methods without the node attributes (Demon and BigCLAM), we notice that CESNA achieves better performance, as it combines the information from the node attributes as well as the network. Similarly, CESNA also outperforms MAC, which only focuses on node attributes. In particular, CESNA never performs worse than state-of-the-art methods that use only a single source of data. The strong performance of CESNA is not obvious, as it would be entirely possible that combining two sources of data would confuse the algorithm and degrade the overall performance (in fact, notice that BigCLAM, which uses only the network structure, indeed outperforms most of the methods that use both sources of information). Thus, we believe that the strong performance of CESNA as an indication that CESNA combines the best ingredients from both worlds.

When comparing the performance of CESNA to methods that consider both the network structure and node attributes (CODICIL, Block-LDA, and Circles), we again observe the strong performance of CESNA. On average, CESNA gives 47% relative improvement in the accuracy of detected communities over methods that consider both sources of information.

We also note that CESNA shows a bigger margin in performance against the baselines in an information network such as the philosophers dataset, or a content-sharing network like Flickr than in social networks. In the philosophers network, for example, CESNA achieves a 14% relative gain in the $F1$ score and 15% in the Jaccard similarity compared to the best baseline. A possible explanation for this phenomenon is that in content-sharing and information networks, the properties/content of the nodes plays a much bigger role in link formation.

Overall, we note that across all datasets and evaluation metrics, CESNA yields the best performance in 8 out of 10 cases. In terms of average performance, CESNA outperforms Demon by 20%, BigCLAM by 6%, MAC by 112%, Block-LDA by 58%, CODICIL by 29%, EDCAR by 57%, and Circles by 54%.

Last, we also measure the statistical significance of performance differences of CESNA and the baselines. For each baseline’s performance on each data set, we compute the statistical significance of CESNA outperforming the baseline using a one-sided Z-test. We use the symbol * in Table III to indicate a 95% statistical significance level. On the philosophers, Flickr, and Twitter datasets, CESNA outperforms every baseline at a 95% significance level. On Facebook, CESNA outperforms all baselines, at a 95% significance level in all but one case. On Google+, CESNA performs the second best compared to Circles.

### Experiments on partially observed networks.
Combining network and attribute information into a single method should, in principle, lead to the development of a more robust community detection algorithm. In particular, when networks may be incomplete or partially observed, the performance of CESNA should degrade gently, as it should be able to rely on the node attribute information; this way, it should compensate for the noise in the network structure.

To investigate the robustness of performance under an unreliable network structure, we next explore the problem of detecting communities from partially observed networks where some fraction of edges are missing while the node attributes are fully available. For the sake of evaluation, we remove a fraction $\gamma$ of edges in the network uniformly at random. Note that we regard a removed edge in the same way as an unobserved edge, because in practice we cannot distinguish between edges that do not exist (e.g., users who haven’t gotten around to declaring their friendship yet).

Rather than examining performance of all 6 baselines, we focus on making a comparison over the three top baselines that use either the network or the node attributes: BigCLAM, which considers the network only and is the best baseline in our experiments; MAC, which only considers the node attributes; and CODICIL, which is the best performing baseline that considers both the network and the attributes. For each baseline, we measure the relative performance that CESNA achieves over the baseline:

$$\frac{F1^\gamma(\text{CESNA}) - F1^\gamma(\text{Baseline})}{F1^\gamma(\text{Baseline})}$$

where $F1^\gamma$ is the $F1$ score in Eq. 8 for the network with $\gamma$ fraction of edges removed.

In Figure 3, we display experimental results (with standard deviation) as we vary from $\gamma = 0$ to $\gamma = 0.8$. We consider all datasets except philosophers (for which, results are too noisy due to the small network size). For Flickr, we omit performance of MAC, as the algorithm was not able to process it due to too high time and space complexity.

In all cases, we note similar behavior (Figure 3). As the network becomes more unreliable, the improvement of CESNA over BigClam increases. On the other hand, for methods that use node attributes (and the network structure), we note that in Google+, the performance improvement of CESNA remains constant, while in Facebook and Twitter, the performance improvement of CESNA slowly shrinks as more and more of the network structure gets removed.
The results are intuitive: Even though the network contains many missing edges, CESNA still outperforms other methods by better leveraging the information present in the node attributes. The results with MAC and CODICIL, which are decreasing functions of $\gamma$, nicely shows that the performance gain from the network structure diminishes as we remove more edges.

Last, we also briefly note that similar results are observed with the relative improvement in Jaccard similarity, and that CESNA consistently outperforms the other four baselines not shown in Figure 3 for every value of $\gamma$.

**Evaluating scalability.** We evaluate the scalability of community detection methods by measuring each method’s running time on synthetic networks as we increase the network size. Using the Forest Fire model [25], we generate synthetic networks with the forward and backward probabilities set to 0.36 and 0.32, respectively. For attributes, we generate $K = 10$ attributes for each node with independent Bernoulli random variables with probability 0.5.

Figure 4 shows the running time of methods versus the network size. Among the four baselines that consider both network and the node attributes (i.e., Block-LDA, CODICIL, EDCAR, Circles), we show CODICIL since it is the fastest among the four. We also consider a parallelized version of CESNA (CESNA (24 threads)).

Overall, we notice that CESNA is the second-fastest method overall, next to BigCLAM. However, we note that BigCLAM is expected to be faster than CESNA, as it uses a similar optimization procedure as CESNA yet without considering node attributes. MAC is the slowest, and CODICIL is the second-slowest method. DEMON is faster than CESNA for small networks (up to 100,000 nodes), though CESNA is faster when the network becomes larger.

We obtain even further speedup by considering a parallel implementation of CESNA. Using 24 threads on a single machine, CESNA takes just 10 minutes to process a 300,000 node network.

### Table: Relative Gain in F1 over the Best Method

<table>
<thead>
<tr>
<th>Method</th>
<th>Relative Improvement in F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CESNA</td>
<td>0</td>
</tr>
<tr>
<td>CESNA (24 threads)</td>
<td>0</td>
</tr>
<tr>
<td>BigCLAM</td>
<td>10</td>
</tr>
<tr>
<td>MAC</td>
<td>15</td>
</tr>
<tr>
<td>CODICIL</td>
<td>20</td>
</tr>
</tbody>
</table>

**Fig. 3.** Relative gain in F1 over the best method with network information only (BigCLAM) and with node attributes only (MAC) when edges are randomly removed.

**Fig. 4.** Algorithm runtime comparison. Block-LDA and Circles are omitted as they took more time than 10,000 seconds for networks larger than 1% of the X-axis (3,000 nodes).

Last, we also note that all the baselines shown in Fig. 4 solve “simpler” problems than CESNA. For example, CODICIL detects non-overlapping communities, which is simpler than detecting overlapping communities. Demon and BigCLAM consider only network information, ignoring node attributes. Nevertheless, CESNA is faster than CODICIL and Demon, and it takes about 30% more time than BigCLAM.

Comparing CESNA to methods that achieve the same goal — that is, overlapping community detection with node attributes (i.e., Block-LDA, EDCAR, and Circles) — CESNA has a considerable advantage in scalability, as it is about an order of magnitude faster.

**VI. ANALYSIS OF DETECTED COMMUNITIES**

Incorporating node attributes into community detection gives two direct advantages. The first advantage is the improved accuracy in community detection, which we observed in the previous section. The second advantage is that the node attributes provide cues for interpreting detected communities. For example, a community in a Facebook ego-network might consist of a set of high-school friends, and the homogeneity of a particular attribute in a given community might help us to interpret and explain its existence. Such interpretations are an important part of community detection [1], [2], [33], yet finding them is very time-consuming and may require domain knowledge, as in traditional settings, one has to infer the meaning of a given community based only on the identities of its members. By incorporating node attributes, however, CESNA allows us to characterize a community by examining the attributes associated with high logistic weights in the model.

In this section, we qualitatively analyze our results in the Facebook network and the philosophers network to provide insights as to how CESNA brings the two advantages (better interpretability and higher accuracy). In both networks, we find that CESNA is able to find the attributes that are naturally related to the communities. On philosophers data, we also show how CESNA can improve the accuracy of detected communities by incorporating node attributes.

**Analysis of Facebook communities.** CESNA learns the logistic model weight $W_{kc}$ for each attribute $k$ and community $c$. Highly positive values of $W_{kc}$ mean that members of community $c$ are likely to have attribute $k$, and a highly negative value means the opposite (members are likely not to
have the attribute). Not every attribute will be associated with community memberships, as some attributes may be irrelevant for a given community. To characterize the level of association between communities and attributes \( k \), we measure the \( l_2 \) norm \( \| W_k \| \) of its logistic weight \( W_k = \{ W_k \} \).

To examine which attributes are related to communities (either positively or negatively), we examine detected communities in Facebook ego-networks. We find that the top attributes are related to schools, including the schools attended, the types of education that users received, and the major. On the other hand, the bottom five attributes include work start dates, work end dates, and locale. None of them act as social factors around which communities on Facebook form.

**Analysis of Philosophers communities.** To analyze the member nodes of communities along with their related attributes, we examine the communities in the Philosophers network.

First, using CESNA, we identify communities, and then for each community we identify the top ten positively related attributes. In Figures 5(a), 5(c) we show two of the detected communities. The figure displays the titles of the corresponding Wikipedia articles. Moreover, we also show the attributes associated with the two communities in Figure 6. In this figure, word sizes are proportional to the value of the logistic weight \( W_{kc} \), i.e., more relevant attributes are larger. Note that node attributes in this network represent Wikipedia articles other than philosophers to which the node links, e.g., the attributes include famous non-philosophical figures, abstract concepts, historic events, places, and so on.

First, based on the names of important attributes, e.g., “Early Islamic Philosophy,” we observe that the community in Figure 6(a) represents Islamic philosophers, even without querying for the names of the philosophers in Figure 5(a). These attributes also include some non-philosophical people related to Islam (e.g., René Guénon).

Similarly, Figures 5(c) and 6(b) show the members of the second community detected by CESNA and the top ten related node attributes. Again, “Catechism of the Catholic Church” tells us that this community consists of theologians. The node attributes also include many priests (e.g., Lawrence of Brindisi, Bede, Hilary of Poitiers, Petrus Canisius, and Francis de Sales).

We also compare these communities to those detected by the BigCLAM. For each community detected by CESNA in Figs. 5(a) and 5(c), we identify the most similar BigCLAM community based on the \( F_1 \) score. Figures 5(b) and 5(d) show these communities as detected by BigCLAM.

Interestingly, we note that the communities detected by BigCLAM contain some philosophers (in red) who are not Islamic philosophers/theologians. The reason is that these philosophers (in red) are so influential that they are very well connected to other members of the community. For example, Aristotle is connected to 229 philosophers (about one fifth of all the nodes); thus, he appears in both BigCLAM communities in Figure 5. However, by leveraging node attributes, CESNA does not make this mistake and finds that Aristotle does not share the same attributes as any Islamic philosophers or theologians, which, thus, excludes him.

**VII. Conclusion**

In this paper, we developed CESNA, a scalable method for overlapping community detection in networks with node attributes. Its comparison to the state-of-the-art baselines reveals that CESNA exhibits improved performance both in terms of the accuracy of the detected communities as well as in scalability. CESNA has a linear runtime in the network size and is able to process networks an order of magnitude larger than comparable approaches. Moreover, CESNA also helps with the interpretation of detected communities by finding relevant node attributes for each community.
There are many possible directions for future work. One direction is to extend CESNA to handle more general types of attributes. Similarly, extending the method to cluster the attributes into “topics,” while also identifying communities would likely lead to even easier interpretation of detected communities. Finally, incorporating other sources of information than node attributes, such as information diffusion [5] or edge attributes [4], would also be possible.
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