Rating Prediction for Google Local Data

Long Jin A53056829, Xinchi Gu A53054946

In this project, we analyze the Google Local Dataset. First, we analyze the characteristics of the dataset and then focus on the rating prediction problem in recommender systems. Our goal is to leverage the rich information in this dataset to improve the rating prediction. First, to leverage the location information, we study the correlation between the rating of one business and its neighbours, which leads to the Location based Latent Factor Model (LLF). LLF would achieve similar performance as SVD++, in terms of RMSE and MAE in rating prediction. Then, to leverage the review text information, we treat the rating prediction problem as a multiclass classification problem and we find the review text is very useful to predict the ratings.

Dataset characteristics

We are using Google Local data set for this experiment that reveals the basic information of different business entities around the globe, and also the ratings from users for these business entities. These information are captured in three files: places.json, users.json and review.json.

- **places.json**: name, id, hours, phone, closed, address, gps
- **users.json**: user Name, currentPlace, education, jobs, previousPlaces
- **reviews.json**: userName, rating, review, categories, gPlusPlaceId, texttime, gPlusUserId, utime

We visualize the whole dataset in Figure 1 and we can see its data spans all over the world. We also generate 3 subsets of the entire data set to conduct the experiment with in hope to see a variation of RMSE given the variation of density in our dataset. As is shown in the later part of the report, the denser the data set is, the more accurate the prediction will be.

<table>
<thead>
<tr>
<th>Table 1: Dataset Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
</tr>
<tr>
<td>Original</td>
</tr>
<tr>
<td>Dataset A</td>
</tr>
<tr>
<td>Dataset B</td>
</tr>
<tr>
<td>Dataset C</td>
</tr>
</tbody>
</table>

We generate dense data by getting rid of the sparse data, and we have generated different levels of density based on the number of ratings that a user has given, and also the number of ratings that a business has received. We did multiple tests on the best density level, and have come to a conclusion that the below generations of density level will lead the the best experiment result.

- Dataset A: All users, places and reviews are trimmed down so that only users who have given greater or equal to 20 reviews and business that have received at least 20 reviews are selected.
- Dataset B: Same as above but with only users and places that have more than 50 reviews are selected.
- Dataset C: Same as above but with only places that fall in the ”Restaurant” category. Shown in Figure 2

The original dataset as shown in Figure 1 spans across all the 5 continents and across tens of thousands of categories and users. This original data lead to a majority of sparse data that would hardly contribute to the accuracy of the model training.
Figure 1: Visualization of Original Dataset

Figure 2: Visualization of Dataset C
Table 2: Top 10 Categories in Google Local Dataset

<table>
<thead>
<tr>
<th>Category</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Restaurant</td>
<td>1,116,843</td>
</tr>
<tr>
<td>Hotel</td>
<td>543,819</td>
</tr>
<tr>
<td>European Restaurant</td>
<td>525,714</td>
</tr>
<tr>
<td>Asian Restaurant</td>
<td>473,580</td>
</tr>
<tr>
<td>American Restaurant</td>
<td>433,976</td>
</tr>
<tr>
<td>Italian Restaurant</td>
<td>423,744</td>
</tr>
<tr>
<td>Bar</td>
<td>364,460</td>
</tr>
<tr>
<td>Pizza Restaurant</td>
<td>333,270</td>
</tr>
<tr>
<td>Fast Food Restaurant</td>
<td>307,823</td>
</tr>
<tr>
<td>Cafe</td>
<td>257,379</td>
</tr>
</tbody>
</table>

After discarding some sparse data based on the methodology introduced above, we are left with the review data that are given by users that have given at least 50 reviews, of which the business have received at least 50 ratings as shown in Figure 2. As will be shown in the later part of the report, such dense data contributes greatly to the accuracy of the model training.

After parsing the data, we realized that on the original data set, a majority of the users didn’t give more than 10 ratings, and a majority of business (merchants) didn’t receive more than 10 ratings either. Figure 3 shows that more than 90% of the business receive less than 10 ratings, and as Figure 5 shows that more than 97% of the users give less than 10 ratings. With the fear in mind that such sparse ratings might negatively affect the training accuracy, we discarded the data that is too sparse, and leave behind only those data that meet the below criterion: users that have given at least 50 ratings and business that have received at least 50 ratings. To make the experiment more robust we have also parsed data for all business that have received more than 20 reviews and users that give at least 20 reviews across all business categories, and also the same dataset but only within the "Restaurant" category which contributes the most number of reviews. It can be clearly observed from Figure 2 that a majority of the business that received more than 50 reviews are located in either North America region or European region.

Another conclusion that we got is that according to Figure 4, the business with more ratings tend to have higher ratings.

From Figure 6 we can see that most business have all the 5 closest business within a distance of 101(10) meters. This is an important assumption that has been verified because our model is based off of the assumption that each business that we are investigating has some nearby neighbors that are not too far apart.
The number of business in each category is shown in Figure 8. We realized that the number of business decreases sharply after the top few categories. So that is why we chose to conduct experiment on both the business across all categories, and across the top category - "Restaurant" to make the data more dense. As in the later part of the experiment we can see that the denser the data is, the smaller MSRE it will lead to.

In Figure 7, we have extracted out all the data based on the type of the restaurant. The graph shows the number of reviews for each individual restaurant type, and their respective average review. We can infer from the result that Japanese Restaurant has the best average rating out of all the restaurants (4.102) and that American restaurant has the most number of branches around the world(433976). It seems that the restaurants with higher price tends to have a higher rating, like Japanese restaurant and Seafood restaurant. However, we don’t have the price information for each restaurant, so we could not validate our assumption.

### Rating Prediction Problem

In the project, we are interested in building the rating prediction model for the Google Local dataset. For traditional recommender systems, like those in the Netflix competition, they would make the rating prediction only based on the ratings and few meta information about the users and the items are provided. However, in our Google Local dataset, each business, user and review have rich information. For example, each business has its location and each review has the review text. So we hope to leverage on such rich information to make our rating prediction to be more accurate.

Here, we use $u$ to indicate user and $i$ to indicate business/item, and $r_{ui}$ to indicate the rating which is given to business/item $i$ by user $u$.

For the baseline estimates, we consider the following three methods.

**Global Average (GA):** This method simply uses the global average of all the ratings as the predicted value. If we don’t know information, especially for new users or new items, it is reasonable to just give it the global average value.

$$b_{ui} = \mu$$

**Latent Factor Model (LF):** This model is discussed in our class. And it is effective and widely used. It performs recommendation by projecting users and items into low-dimensional spaces.

$$\hat{r}_{ui} = \mu + b_u + b_i + p_u^T q_i$$

Also, we add the regularization terms to the optimization problem as

$$\min_{(u,i)} (r_{ui} - \hat{r}_{ui})^2 + \lambda_1 (||p_u||^2 + ||q_i||^2) + \lambda_2 (b_u^2 + b_i^2)$$

Here, $p_u$ and $q_i$ are both vectors and represent the latent factors for user $u$ and business $i$, respectively. Usually, we need to use stochastic gradient descent (SGD) method to train the model and the update rule is as follows and $\gamma$ is the learning rate.

$$b_u \leftarrow b_u + \gamma (e_{ui} - \lambda_2 b_u)$$

$$b_i \leftarrow b_i + \gamma (e_{ui} - \lambda_2 b_i)$$

$$p_u \leftarrow p_u + \gamma (e_{ui} q_i - \lambda_1 p_u)$$

$$q_i \leftarrow q_i + \gamma (e_{ui} p_u - \lambda_1 q_i)$$

**SVD++ model:** SVD++ is proposed during Netflix Prize by Koren and won the Netflix Prize. SVD++ integrates the explicit and implicit user feedback. The explicit user feedback includes the user ratings in the training dataset and the implicit user feedback includes whether the user rates a item. For instance, we could know the movies which are rated by the user even they are in the test data. So, in SVD++, the user latent factor consists of two parts, one part is the individual user factors and the other part is expressed by the items that the user rated. Then,

$$\hat{r}_{ui} = \mu + b_u + b_i + q_i^T (p_u + |N(u)|^{-\frac{1}{2}} \sum_{j \in N(u)} y_j)$$
Here, \( p_u \) indicates the individual user factors for user \( u \) and \( y_j \) indicates the impact to the user factors when rating item \( j \), and \( N(u) \) indicates all the items which are rated by \( u \) in both the training data and testing data. We plug the \( y_j \) into the regularization and the optimization problem becomes

\[
\begin{align*}
\min_{(u,i)} & \sum (r_{ui} - \hat{r}_{ui})^2 + \lambda_1 (|p_u|^2 + |q_i|^2) + \lambda_2 (b_u^2 + b_i^2) \\
+ & \lambda_3 \sum_{j \in N(u)} |y_j|^2
\end{align*}
\]

We also need to use SGD to train the model and the update rule is as follows.

\[
\begin{align*}
b_u &\leftarrow b_u + \gamma (e_{ui} - \lambda_2 b_u) \\
b_i &\leftarrow b_i + \gamma (e_{ui} - \lambda_2 b_i) \\
p_u &\leftarrow p_u + \gamma (e_{ui} q_i - \lambda_1 p_u) \\
q_i &\leftarrow q_i + \gamma (e_{ui} (p_u + |N_u|^{-\frac{1}{2}} \sum_{j \in N(u)} y_i) - \lambda_1 q_i) \\
\forall j \in |N_u|, y_j &\leftarrow y_j + \gamma (e_{ui} |N_u|^{-\frac{1}{2}} q_i - \lambda_3 y_j)
\end{align*}
\]

To compare and evaluate different models, we will calculate the Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) on the test data to compare different methods. Given the test data set as \( T \), then their definitions are as follows.

\[
\begin{align*}
RMSE &= \sqrt{\frac{1}{|T|} \sum (r_{ui} - \hat{r}_{ui})^2} \\
MAE &= \frac{1}{|T|} \sum |r_{ui} - \hat{r}_{ui}|
\end{align*}
\]

### Related Work

Rating prediction is one of the most important problems in the recommender systems. It focuses on modeling a two-dimensional relationship between user and items. The Netflix Prize has a big impact on this research topic and brought many interesting solutions. Collaborative filtering model[1] performs recommendation in terms of user/user and item/item similarity. Latent factor models and SVD-based models are also widely used and very effective, which performs recommendation by projecting users and items into low-dimensional spaces. Koren, who is the winner of Netflix, proposes SVD++ [2] which considers the implicit user feedback, i.e. the rating actions in both the training data and test data.

As the online social networks, like Yelp and Facebook, become popular, more and more review information is provided to build better recommender systems. Also, Yelp launch its own data challenge competition. There are many interesting work. McAuley etc.[3] uses the hidden topics learnt from the review text to regularize the latent factor model, which would be helpful to understand the latent factors and improve the rating prediction. Hu etc.[4] considers the geographical neighbourhhood influence and observe the weak positive correlation between the ratings and its neighbours, which are also observed in our Google Local Dataset. Ma etc.[5] leverages on the social network information to improve the recommender systems and the key ideas are that similar users should have similar latent factors, which could be used in the regularization term.
Identify Useful Features

Firstly, we consider how to leverage the business location information. The reason why we select the location is that location is one of the most important factors which would affect the success of the business. So people usually are very careful to select a proper location for their business. Also, location information is special in the Google Local Dataset in comparison to the Netflix Dataset, since movie doesn’t have the “location” attribute. So, we are interested in how to use the location information to enhance the rating prediction.

Then, we study the correlation between the ratings of the business and its neighbours and plot it in Figure 9. In each graph of Figure 9, X-axis represents the rating of each individual business, and Y-axis represents the average rating of the 3 (or 5) closest business. From the graph it is observed that each business rating is correlated to the nearby business’s average rating, especially when we only limit to the same category (“Restaurant”). So we regard there are some positive impact by the neighbours, which is also observed in the Yelp Dataset by [4]. Usually, business would like to gather together and form a community and then to attract more users to visit the community. Also, better location would attract more business and better business to join, since location is one of the key factors which would determine the success of the business. So, we would like to integrate the neighbour influence into the latent factor model. We are also interested in how the review text would express the opinions of the users. One interesting thing is that we could form this problem as a multiclass classification problem, since the ratings could only be the integers among 1 to 5. For the text mining and analysis, we plan to use the bag-of-words model. Based on the corpus of the review texts, we select the most frequent words to construct the feature. We think that there should be some useful words in this constructed feature, which would represent the opinion of the users.

Methodology

As discussed above, we are interested in two models for the rating prediction problem. In the first model, we hope to leverage on the location information of the business. We call it Location based Latent Factor Model (LLF), in which we consider the influence caused by the neighbours. In this model, we decompose item latent factors into two components, one is business internal factors and the other is the influence caused by the neighbour business. It means that business would have some effect on its neighbour business. SVD++ focuses on modeling the user factors through item, and we focus on modeling the items by its implicit factor and explicit factor (affecting neighbours). So,

\[
\hat{r}_{ui} = \mu + b_u + b_i + (q_i + \frac{1}{|M(i)|} \sum_{n \in M(i)} |s_n|)^T p_u
\]

Here, \(M(i)\) indicates the neighbours items of item \(i\) and \(s_n\) indicates the impact of item \(n\) to its neighbours. Then the optimization problems becomes

\[
\min \sum_{(u,i)} (r_{ui} - \hat{r}_{ui})^2 + \lambda_1 (||p_u||^2 + ||q_i||^2) + \lambda_2 (b_u^2 + b_i^2) + \lambda_3 \sum_{j \in M(i)} ||s_n||^2
\]

We need to use SGD to train this model and the update rule is as follows.

\[
b_u \leftarrow b_u + \gamma (e_{ui} - \lambda_2 b_u)
\]

\[
b_i \leftarrow b_i + \gamma (e_{ui} - \lambda_2 b_i)
\]

\[
p_u \leftarrow p_u + \gamma (e_{ui}(q_i + \frac{1}{|M(i)|} \sum |s_n|) - \lambda_1 p_u)
\]

\[
q_i \leftarrow q_i + \gamma (e_{ui}q_i P_u - \lambda_1 q_i)
\]

\[
\forall n \in N_i, s_n \leftarrow s_n + \gamma (e_{ui}q_i P_u \frac{1}{|M(i)|} - \lambda_3 s_n)
\]

LLF model doesn’t need to integrate the users’ implicit feedback, so it doesn’t need to look into the test data, and would focus on the training data only.
In the second model, we only consider the review text and treat the rating prediction problem as a multiclass classification problem, since the rating could only be one of the integer among 1 to 5. The Google Local Dataset spans widely all over the world, so we only focus on the English review analysis. Here, if one review contains more than half of the words are belong to English, we treat the review as an English review. We analysis all the English reviews and use the bag-of-words model to choose the feature. We select the most frequent words as the bag of features. Then, each review could be represented by a multi-dimensional vector. We could study how the number of words in the bag would affect the performance of this model.

We treat the ratings in the training data as the labels and train a classifier. We compare multinomial logistic regression and random forest model. When predicting the ratings, we require the review text, so this method is not feasible in real recommender systems. If we want to recommend some new items to users, usually we don’t have their review texts. However, this model is still interesting since we can learn which words would fall into the bag of features and how effective it is to predict the ratings from the text.

Evaluation

We evaluate different models on the rating prediction problem. At the beginning, we are using the whole Google Local dataset, but we find the advanced methods didn’t improve much over the global average method. We think that it is caused by the sparsity of the data. In Figure 3 and Figure 4, we can see that almost 98% of the users have fewer than 20 reviews and almost 99% of the business have fewer than 20 reviews. So, it motivates us to come up with Dataset A, B and C, which are more dense. For example, all the users and the business have more than 20 reviews in Dataset A, and all the users and the business have more than 50 reviews in Dataset B. The different between Dataset B and Dataset C is that the business in Dataset C are all in the restaurant category and we hope to see whether this will affect our model. We previously split the whole dataset into training set and test set based on the natural order of the review, meaning that we would cut the first 80% away and make them the training set and have the rest 20% as the test set. However this methodology does not guarantee randomness as the reviews could very likely come in chronologically, and those early users might have their review clustered at the first
half of the whole review data set. Splitting the whole data set this way could lead to an unpredictable test set as a majority of users are would fall into either the training set or the test set, and not both, which would hamper the MSRE of the testing because the model knows nothing about a user if he doesn’t appear in the training set. Instead of adopting such a methodology, we randomly select training dataset and test dataset to guarantee a fair split.

For the Latent factor model, we set $\gamma$ as 0.05, $\lambda_1$ as 0.3 and $\lambda_2$ as 0.15. For SVD++ and LLF, we set $\gamma$ as 0.05, $\lambda_1$ as 0.5, $\lambda_2$ as 0.15 and $\lambda_3$ as 0.5.

Firstly, we compare the RMSE and MAE of different models and list the results in following tables. Here, we use GA to represent Global Average method, LF to represent Latent Factor Model and LLF to represent Location based Latent Factor Model.

In Table 3, we compare the RMSE of different models and we use the nearest 5 neighbours in the LLF model. We can see that LLF and SVD++ both outperform GA and LLF. It is interesting that LLF and SVD++ achieve similar results, it may be caused that they are actually learning similar latent factors though by different ways. The relationship between these two methods need to be investigate more.

In Table 4, we compare the MAE of different models and the results are similar to RMSE. Also, we can observe that on the original dataset, even SVD++ would not improve a lot over the global average method. We think it is caused by the sparsity of the original dataset and it also satisfies our analysis in Section 1. Considering the whole dataset is too big, we don’t compute the distance information on it, so we omit the result for LLF on the original dataset.

We also try to combine the LLF and SVD++, which means to use the location information to enhance the performance of SVD++. But their performance are almost similar, so we don’t list the results for the combined model here.

Then, we compare the RMSE and MAE with different number of neighbours of the LLF model in Table 5-7. We can see that the number of neighbours would not affect the results too much on all the dataset.

In the second model, we use two different classifiers to fit the data. One is the Multinomial Logistic Regression (MLR) and the other is Random Forest (RF). First, we select 5000 most frequent words to construct the bag of features. In Table 8, we list the results when we remove all the stop words and in Table 9, we list the results when we keep the English stopping words. Since ‘no’ or ‘not’ is also considered as a stop word in English, we would like to see whether it would have some effect on the prediction accuracy. From the results, we can see Multinomial Logistic Regression performs better and the stop words would not have a big effect on the results.

We can see the logistic regression model would achieve the RMSE as 0.6308, which is even lower than the SVD++ results shown above. It is because the second model would predict the rating directly on the review texts and the review texts are the indicator of the users’ opinion. However, when we would like to recommend some items to users, we usually would not have the opinions or texts from the user to the item, so this model would not be a feasible way for the rating prediction.

This method turns out to be effective to predict the ratings and we are interested in which words are used in the constructed feature. Then, we adjust the number of words in the bag to see its impact on the performance. In Table 10, we use multinomial logistic regression and adjust the number of words. And we could see set the number of words of 500 would achieve a good balance between accuracy and computation cost.
Table 7: LLF on Dataset C

<table>
<thead>
<tr>
<th>Neighbours #</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7350</td>
<td>0.5701</td>
</tr>
<tr>
<td>3</td>
<td>0.7332</td>
<td>0.5694</td>
</tr>
<tr>
<td>5</td>
<td>0.7348</td>
<td>0.5704</td>
</tr>
<tr>
<td>10</td>
<td>0.7350</td>
<td>0.5703</td>
</tr>
</tbody>
</table>

Table 8: Results when removing stop words

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.6324</td>
<td>0.6430</td>
<td>0.2151</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.5894</td>
<td>0.7214</td>
<td>0.2537</td>
</tr>
</tbody>
</table>

Here, we present the most popular 500 words (excluding the stop words) in all the English review text on page 10 and we could see many words with strong sentiment, like ‘great’, ‘good’, ‘recommend’, ‘amazing’, ‘never’, etc. So it is reasonable to get a good rating prediction based on these features.

Conclusion

We find that the rich information about the business and the users are very useful to make the rating prediction to be more accurate. To leverage the location information, we adopt the Location based Latent Factor Model (LLF), which would achieve similar performance as SVD++ and LLF would only use the information in the training data and no need to access the implicit feedback from the testing data. To leverage the review text, we use a multiclass classifier to make the rating prediction and achieve very low RMSE and MAE.

Challenges

One challenge that we have faced was during the data parsing phase. The Google Local database is huge (multi-Gigabytes size for each file) and the memory no our computers are limited, and we have encountered ”out of memory” cases that killed the process before the parsing has completed. Figure 10 One way to get around this issue is to parse the data in such a way that trades efficiency for memory usage: instead of reading in the whole file and store it in the memory by calling json.loads(file) command, we read the data line by line and dump the data in a secondary file that can be read in later on so that constant memory is used.

Table 9: Results when keeping stop words

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.6370</td>
<td>0.6308</td>
<td>0.2099</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.6040</td>
<td>0.7759</td>
<td>0.2664</td>
</tr>
</tbody>
</table>

Table 10: Adjust the Number of Words in the Bag

<table>
<thead>
<tr>
<th>Number of Words</th>
<th>Accuracy</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.5762</td>
<td>0.8875</td>
<td>0.3172</td>
</tr>
<tr>
<td>300</td>
<td>0.6055</td>
<td>0.7758</td>
<td>0.2661</td>
</tr>
<tr>
<td>500</td>
<td>0.6205</td>
<td>0.7213</td>
<td>0.2428</td>
</tr>
<tr>
<td>5000</td>
<td>0.6370</td>
<td>0.6308</td>
<td>0.2099</td>
</tr>
</tbody>
</table>
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