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Abstract

An asymmetric pairing over groups of composite order is a bilinear map $e: G_1 \times G_2 \rightarrow G_T$ for groups $G_1$ and $G_2$ of composite order $N = pq$. We observe that a recent construction of pairing-friendly elliptic curves in this setting by Boneh, Rubin, and Silverberg exhibits surprising and unprecedented structure: projecting an element of the order-$N^2$ group $G_1 \oplus G_2$ onto the bilinear groups $G_1$ and $G_2$ requires knowledge of a trapdoor. This trapdoor, the square root of a certain number modulo $N$, seems strictly weaker than the trapdoors previously used in composite-order bilinear cryptography.

In this paper, we describe, characterize, and exploit this surprising structure. It is our thesis that the additional structure available in these curves will give rise to novel cryptographic constructions, and we initiate the study of such constructions. Both the subgroup hiding and SXDH assumptions appear to hold in the new setting; in addition, we introduce custom-tailored assumptions designed to capture the trapdoor nature of the projection maps into $G_1$ and $G_2$. Using the old and new assumptions, we describe an extended variant of the Boneh-Goh-Nissim cryptosystem that allows a user, at the time of encryption, to restrict the homomorphic operations that may be performed. We also present a variant of the Groth-Ostrovsky-Sahai NIZK, and new anonymous IBE, signature, and encryption schemes.

1 Introduction

Groups with computable pairings have, over the last decade, proved to be a fruitful setting for designing cryptographic primitives and protocols. The tripartite key agreement protocol of Joux [37], followed closely by the groundbreaking identity-based encryption scheme of Boneh and Franklin [12], have led to constructions for cryptographic goals including (but by no means limited to) zero knowledge proofs [35, 36, 34], group signatures [10, 19, 20], blind signatures [9, 2, 47], functional and attribute-based encryption [39, 43, 45], and anonymous credentials [21, 6, 5].

What makes such groups so useful for cryptography is the additional structure provided by the pairing: As compared to regular groups, the presence of a bilinear map $e$ means that cryptographers have a useful new building block for their designs. Indeed, early work on pairing-based cryptography treated the pairing as a decisional Diffie-Hellman oracle [38, 16]; additional schemes were made possible when cryptographers began taking advantage of the algebraic structure that the pairing provides beyond the DDH oracle [14].

Pairing-based cryptography is thus a striking illustration of the value of algebraic structure for constructing cryptographic schemes: A richer structure allows for a wider variety of cryptographic schemes, provided that there exist some hard problems on which security can be based. It is perhaps surprising, then, that the way in which pairings are used have become quite standard. Most often, we imagine a bilinear group $G$ to be a cyclic group of prime order that induces a map $e: G \times G \rightarrow G_T$ (where $G_T$ is treated in a similarly abstract manner).

Two lines of work seek to generalize this understanding of pairings. One line considers bilinear groups $G$ of composite order; the other line reconsiders the mathematical structure of the group $G$, for
example to support asymmetric pairings $e: G_1 \times G_2 \rightarrow G_T$. Both these lines of work have been exploited to construct new cryptographic schemes, and we discuss both in detail below.

In this paper, we consider one of the instantiations of pairing-friendly elliptic curves proposed in a recent paper of Boneh, Rubin, and Silverberg [17]. We show that this instantiation exhibits surprising and unprecedented new structure (explained in more detail below); namely that projecting a point from the group $G$ onto a subgroup $G_1$ or $G_2$ requires knowledge of a trapdoor. We believe that this structure can give rise to new cryptographic schemes, and we initiate the study of such schemes by proposing new hardness assumptions and protocols that rely on them.

More precisely, Boneh et al. construct, for the first time, composite-order bilinear groups that are also ordinary; i.e., non-supersingular. These constructions provide a bilinear group pair $G_1, G_2$, with each group of order $N = pq$. As already used previously in the literature on composite-order bilinear groups, there exist maps, computable by anyone who knows the factorization of $N$, that project from these groups to their order-$p$ and $q$ subgroups. But, as we observe in this paper, one of the three constructions of Boneh et al. has surprising additional structure. Whereas in all previous constructions of pairing-friendly elliptic curves projecting from the $N$-torsion group $G = G_1 \oplus G_2$ to its subgroups $G_1$ and $G_2$ was either easy or infeasible, in this instantiation it is possible to project from $G$ to $G_1$ and $G_2$ only when given a trapdoor. This trapdoor — knowledge of a particular square root modulo $n$ — seems to be strictly weaker than the trapdoor required to project “at the second level” into the order-$p$ and $q$ subgroups of $G_1$ and $G_2$.

In our first contribution, we describe, characterize, and exploit the surprising structure of the Boneh et al. construction of pairing-friendly curves. In Section 3, we detail the mathematical structure of $G$ and define the maps “at the first level,” from $G$ to $G_1$ and $G_2$, as well as the more familiar maps “at the second level,” to the $p$- and $q$-order subgroups of $G_1$ and $G_2$.

Although the bilinear group is therefore less efficient than previous constructions of composite-order bilinear groups (as generators of $G_1$ and $G_2$ are both needed to represent $G$), we believe that the advantages outweigh the disadvantages, as we are able to both move away from supersingular curves and provide additional structure in the hope of supporting novel cryptographic constructions. Towards this end, we initiate the study of such constructions by first considering in Section 4 plausible hardness assumptions in our setting; in particular, we observe that both the subgroup decision (SGH) assumption and the SXDH assumption (i.e., the assumption that DDH is hard in both $G_1$ and $G_2$) appear to hold, and then propose additional new assumptions specifically tailored for arguing security of schemes in the new setting.

Using the old and new assumptions, we then describe in Section 5 an extended version of the BGN cryptosystem that allows for a wide range of flexibility in its applications, as well as an extension of the Groth-Ostrovsky-Sahai NIZK to our setting in Section 6, and new IBE, signature, and encryption schemes in Section 7. We expect that our schemes will provide roadmaps for translating other schemes that use composite-order bilinear groups into our setting; the extra structure available in our setting may then allow the translated schemes to be extended with additional properties.

**Related work.** As described above, two lines of work seek to expand and generalize our understanding of pairing-friendly elliptic curves.

The first line considers bilinear groups of composite order. This setting was introduced by Boneh, Goh, and Nissim in 2005 [15] and subsequently used for many cryptographic constructions. In this setting, the bilinear group $G$ decomposes into its prime-order subgroups. This fact has been exploited to provide useful structure for cryptography: it allows one to project elements from $G$ into one of the subgroups (as used, e.g., by the Boneh-Goh-Nissim encryption scheme), and to cancel elements from the two subgroups (as used, e.g., in the Boyen-Waters group signature [19], the traitor tracing scheme due to Boneh, Sahai, and Waters [18], and the Lewko-Waters HIBE [44]).
Subsequent work has considered whether composite-order bilinear groups have a strictly richer structure than prime-order bilinear groups. In one such paper, Freeman [29] showed how to translate schemes that used either one of the projecting or canceling properties (mentioned above) from the composite- to prime-order setting. Lewko [41] showed how to extend the methods of Freeman to work for a wider class of schemes, while Meiklejohn et al. [47] gave evidence that such translations might not always be possible, in particular in the case in which a scheme requires both the projecting and canceling properties. This evidence was later invalidated by Seo and Cheon [49] and by Lewko and Meiklejohn [42], who demonstrated that it was in fact possible to achieve, simultaneously, projecting and canceling.

The second line of work studies the mathematical structure of the bilinear group $G$. On supersingular curves, distortion maps make it possible to define a modified pairing $\hat{e}: G \times G \rightarrow G_T$ with $G$ of prime order (see [12, Section 5] for details). On ordinary (non-supersingular) curves, such distortion maps are not available, and we take distinct groups $G_1$ and $G_2$, each of order $N$ and define an asymmetric pairing $e: G_1 \times G_2 \rightarrow G_T$. For efficient representation, the group $G_1$ is chosen so that its elements are defined over a base field, whereas $G_2$ is defined over a field extension. (The degree of this extension is related to the embedding degree, a crucial value with an important effect on implementation efficiency [30].) Galbraith, Paterson, and Smart [31] give a taxonomy of these configuration choices. In their taxonomy, symmetric pairings correspond to “Type 1”; asymmetric pairings are “Type-2” or “Type-3,” depending on whether or not a computable endomorphism $\psi$ exists from $G_2$ to $G_1$. Recent work by Chatterjee and Menezes [24] observed that any cryptographic scheme using Type-2 pairings and relying on the endomorphism $\psi$ can in fact be implemented using Type 3 pairings, in which such a map does not exist.

Koblitz and Menezes [40] make the case for pairing-friendly elliptic curves with embedding degree $k = 1$. In these curves, the entire $N$-torsion group $G$ is already defined over the base field, and we can take $G_1$ and $G_2$ as any two orthogonal subgroups. Alternatively, we can choose to work directly with the entire group $G = G_1 \oplus G_2$. (Chen, Cheng, and Smart dub this the “Type-4” pairing [25].)

2 Mathematical Preliminaries and Notation

In this section, we provide some mathematical background on elliptic curves and review one of the ordinary composite-order curve constructions due to Boneh et al. [17]. Although we give basic definitions that do not assume any knowledge of algebraic geometry, we note that the results of Boneh et al. may nevertheless be difficult to follow without some background. We refer interested readers to either Silverman [50] or a set of notes produced by IDA/CCR [22] (the latter assumes no mathematical background).

For completeness, we also provide cryptographic security definitions in Appendix A for zero-knowledge proofs, which we construct in Section 6, and for anonymous identity-based encryption, which we construct in Section 7 (but we note here that they are just the standard definitions for these notions).

2.1 Mathematical background

We start by giving some basic definitions for elliptic curves that will be used in this section and Section 3.1; for the rest of the paper, however, no knowledge of elliptic curves is needed.

In the three definitions that follow, we use the general notion of an elliptic curve $E$ over a field $K$ (although we do assume for ease of exposition that $E$ is non-singular and the characteristic of $K$ is not 2 or 3); as we only ever use $K = \mathbb{F}_q$ for a prime power $q$, this can be kept in mind for concreteness.

Definition 2.1. An elliptic curve defined over a field $K$ such that $\text{char}(K) \neq 2, 3$ is the set of solutions in the projective plane $\mathbb{P}^2(\overline{K})$ to an equation of the form $y^2 = x^3 + ax + b$ for $a, b \in K$ and such that $x^3 + ax + b$ has three distinct roots (i.e., the curve is non-singular), together with a point at infinity $\mathcal{O}$.

One of the most useful features of elliptic curves is that, with the addition of this point at infinity, the set of points on the curve $E$ form a group, using addition as the group operation; this means that
for any \( P, Q \in E \), there is a unique point \( R \in E \) such that \( P + Q = R \). This group also turns out to have useful subgroups, such as the group of \( K \)-rational points and the \( N \)-torsion group, both of which we define here:

**Definition 2.2.** If \( E \) is an elliptic curve defined over a field \( K \), then for a field \( K' \subseteq K \) we define the \( K' \)-rational points of \( E \), written as \( E(K') \), to be the points whose coordinates lie in \( K' \).

**Definition 2.3.** For an elliptic curve \( E \) defined over a field \( K \), the \( N \)-torsion group of \( E \), written as \( E[N] \),\(^1\) is the set \( \{ P \in E(K) \mid N \cdot P = \mathcal{O} \} \).

**Definition 2.4.**\(^2\) If \( q \) is a prime power, \( E \) is an elliptic curve over \( \mathbb{F}_q \), and \( N \) is a divisor of \( |E(\mathbb{F}_q)| \) such that \( N \) is relatively prime to \( q \), then the embedding degree of \( E \) with respect to \( N \) is the smallest positive integer \( k \) such that \( N \mid q^k - 1 \).

Finally, in terms of cryptographic constructions, one of the most useful features of elliptic curves has been their ability to support a *pairing*, or a map \( e : G \times G \rightarrow \mu_N \) (where \( G \) is typically equal to \( E[N] \) for some \( N \), either prime or composite). In the rest of the paper, we focus exclusively on the Weil pairing. In addition to the usual notions of bilinearity and non-degeneracy that a pairing satisfies, the Weil pairing has an additional property, *alternating*, that we will be able to exploit later on in our cryptographic constructions.

**Definition 2.5.**\(^3\) The Weil pairing on an elliptic curve \( E \) is a map \( e : E[N] \times E[N] \rightarrow \mu_N \) (where \( \mu_N \) are the \( N \)-th roots of unity) with the following properties:

1. **Bilinearity.** If \( P, Q, R \in E[N] \) then \( e(P + Q, R) = e(P, R)e(Q, R) \) and \( e(P, Q + R) = e(P, Q)e(P, R) \).
2. **Alternating.** If \( P \in E[N] \) then \( e(P, P) = 1 \). This, along with bilinearity, implies that if \( P, Q \in E[N] \) then \( e(P, Q) = e(Q, P)^{-1} \), which is usually called skew-symmetry.
3. **Non-degeneracy.** If \( \mathcal{O} \neq P \in E[N] \), there exists \( Q \in E[N] \) such that \( e(P, Q) \neq 1 \).

### 2.2 The construction of \( E[N] \)

As discussed in the introduction, we are interested in exploring the rich structure provided by one of the settings proposed by Boneh, Rubin, and Silverberg [17, Section 4], in which the group \( G := E[N] \) decomposes into two subgroups, \( G_1 \) and \( G_2 \), both of which are distortion free. As mentioned, this setting is especially useful for cryptography, as DDH can be assumed to hold in both groups; in addition, we will see that this property allows us to construct projection maps from \( G \) into both \( G_1 \) and \( G_2 \) that require a trapdoor to compute. Finally, the construction has the additional advantage that, because the resulting curve has embedding degree \( k = 1 \), it is optimally efficient [30].\(^2\)

In order to construct these ordinary composite-order curves, we follow a slightly modified version of the algorithm of Boneh et al., presented in Algorithm 1 for reference. As noted by Boneh et al., the construction guarantees that \( N \mid (q - 1) \), so that the embedding degree is indeed \( k = 1 \). In addition, using a result of Balasubramanian and Koblitz [3, Theorem 1] and the fact that \( N^2 \mid (q - 1) \), we have that \( G := E[N] \subseteq E(\mathbb{F}_q) \); as \( G \) therefore has exponent \( N \) but contains \( N^2 \) points, we know that it can be represented as the product of two cyclic groups of order \( N \). While there are many choices for this decomposition, we focus on one in particular, guided by the following proposition:\(^3\)

\(^1\)This is a slight abuse of notation; in fact what we mean is the group \( E(K)[N] \).

\(^2\)This is because we’re using ordinary elliptic curves; if we instead work with supersingular curves, curves with \( k = 2 \) would be the most efficient.

\(^3\)This is a heavily pared-down version of the original theorem, as it focuses only on the one case in which we are interested.
There is not enough context to provide a meaningful natural text representation. Please provide more information or context.
Lemma 2.7. If \( P_1 := \frac{s \pm s}{2s} P, \ P_2 := \frac{-s - s}{2s} P, \ G_1 := \langle P_1 \rangle, \) and \( G_2 := \langle P_2 \rangle, \) then both \( G_1 \) and \( G_2 \) are distortion free.

Proof. Consider any endomorphism \( \phi \in \text{End}(E); \) because \( \text{End}(E) = \mathcal{O}_K \) for \( K = \mathbb{Q}(\sqrt{-D}) \) we know that \( \phi \) lies in a space generated by \( \sigma \) (i.e., the action of \( \sqrt{-D} \)) and the identity map \( 1 \). But, because \((\sigma - s)P_1 = ((\sigma - s)(\sigma + s)/2s)P = ((\sigma^2 - s^2)/2s)P = ((-D - (-D))/2s)P = 0 \) we know that \( \sigma(P_1) = sP_1, \) which is in \( G_1 \) because \( P_1 \) generates \( G_1 \), so we have that \( \sigma(G_1) = G_1 \). By the same logic (just using \( P_2 \) in place of \( P_1 \)), we see that \( \sigma(P_2) = -sP_2 \) and thus \( \sigma(G_2) = G_2 \). Similarly, it trivially holds that both \( G_1 \) and \( G_2 \) are preserved under the identity endomorphism. Therefore, it must be the case that \( G_1 \) and \( G_2 \) are also preserved under \( \phi \), as \( \phi \) lies in a space generated by \( 1 \) and \( \sigma \), so \( G_1 \) and \( G_2 \) must be distortion free.

In addition, we would like to ensure that the alternating property is not specific to the Weil pairing, as this ensures that an adversary cannot succeed in gaining extra information about group elements (for example, if they are in all of \( G_1 \) or just a subgroup) by using a different pairing. We therefore show that the Tate pairing is alternating in our setting as well.

Lemma 2.8. Let \( \sigma \) be the action of \( \sqrt{-D}; \) i.e., the map \( \sigma \in \text{End}(E) \) such that \( \sigma^2 + D = 0 \). Let \( G_1 \) be an eigenspace of prime order \( r \) such that \( \sigma(P) = sP \) for all \( P \in G_1 \), where \( s^2 + D \equiv 0 \mod r \). Then if \( \gcd(r, 2D) = 1 \) and \( e \) is the Tate pairing, \( e(P, P) = 1 \) for all \( P \in G_1 \).

Proof. Theorem IX.9(4) of Blake, Seroussi, and Smart [7] tells us that for all \( P, Q \in G_1, \ e(\sigma(P), \sigma(Q)) = e(P, Q)^{\deg(\sigma)} \). In our setting we have \( \deg(\sigma) = D \), so \( e(\sigma(P), \sigma(P)) = e(P, P)^D \). We also have that \( e(\sigma(P), \sigma(P)) = e(sP, sP) = e(P, P)^{-D} \), and thus \( e(P, P)^{-D} = e(P, P)^D \). As \( D \neq 0, 1 \), this implies that \( e(P, P) = 1 \). \( \square \)

3 The Structure of \( G \)

As discussed in the introduction, two of the most useful features of composite-order bilinear groups are (1) the ability to project into specific subgroups, and (2) the ability to cancel elements from different subgroups. In this section, we fully characterize the structure of the group \( G \) just constructed in Section 2.2 and use it to demonstrate how both these properties can be used; as we will see, we are able to project both from \( G \) into \( G_1 \) and \( G_2 \) and from \( G_1 \) and \( G_2 \) into their respective subgroups, as well as cancel elements in a number of interesting ways.

For the rest of the paper, we focus exclusively on the case when \( N = pq \) (i.e., the product of two primes), but note that all of our subsequent arguments generalize to the case when \( N \) is a product of arbitrarily many primes as well. For the case when \( N = pq \), we just saw in the previous section how to construct the \( N \)-torsion group \( G \) so as to have a decomposition into two subgroups \( G_1 \) and \( G_2 \), where \( G_1 \) and \( G_2 \) are of order \( N \); then we know by the structure theorem for finite abelian groups that they both further decompose into their respective subgroups of order \( p \) and order \( q \), so that we end up with a “tree” group structure as seen in Figure 1. As we discuss both the decomposition of \( G \) into \( G_1 \) and \( G_2 \) and the decomposition of \( G_1 \) and \( G_2 \) into their respective subgroups, we refer to the decomposition of \( G \) into \( G_1 \) and \( G_2 \) as the “first level” of decomposition, and the further decompositions of \( G_1 \) and \( G_2 \) as the “second level” of decomposition.

3.1 Projection at the first level of decomposition

We now consider how to map from \( G \) into its subgroups \( G_1 \) and \( G_2 \); in addition to wanting to be able to map into these subgroups, as observed above, these maps are most useful when they project into the subgroups. We define this type of map formally as follows:
we alter our maps and define $f$ so that they do not leave their respective components unchanged (so, as seen above, $\{u \in G \mid su = O\}$ is named by the subgroup to which it maps, so we have, for example, $f_{1\epsilon} : G \to G_1$ and $f_2 : G \to G_2$.

**Definition 3.1 (Projection map.)** We say that a function $f : G \to G'$ is a projection map if it is (1) efficiently computable, (2) idempotent; i.e., $f^n(x) = f(x)$ for all $x \in G$ and $n \in \mathbb{N}$, and (3) $G' \subset G$; i.e., $f$ maps into a strict subset of $G$. If furthermore $f$ is assumed to be hard to compute without the knowledge of some additional piece of information, then we say that it is a trapdoor projection map.

In order to construct our trapdoor projection maps we use the values $\sigma$ and $s$ chosen in Section 2.2; recall that $\sigma \in \text{End}(E)$ was the action of $\sqrt{-D}$, while $s$ was a square root of $-D$ modulo $N$. We first repeat an observation used in the proof of Lemma 2.7; namely that $(\sigma + s)(\sigma - s) = \sigma^2 - s^2 = -D - (-D) = 0$. We also recall that we chose $P_1 := ((\sigma + s)/2s)P$ and $P_2 := ((\sigma - s)/2s)P$, and then set $G_1 := \langle P_1 \rangle$ and $G_2 := \langle P_2 \rangle$. Combining this with our observation, we see that $\sigma$ is equivalent to $s$ in $G_1$ and equivalent to $-s$ in $G_2$; intuitively then, $G_1$ and $G_2$ cannot have any elements in common. More formally, we prove the following lemma:

**Lemma 3.2.** If $P_1 := \frac{\sigma + s}{2s}P$, $P_2 := \frac{\sigma - s}{2s}P$, $G_1 := \langle P_1 \rangle$, and $G_2 := \langle P_2 \rangle$, then $G_1 \cap G_2 = \{O\}$.

**Proof.** Take some element $u \in G_1 \cap G_2$; then we know we can write $u = \frac{\sigma + s}{2s}aP = \frac{\sigma - s}{2s}bP$ for some $a, b \in \mathbb{Z}/N\mathbb{Z}$. Then $(\sigma + s)u = \frac{(\sigma + s)(-s + s)P}{2s} = 0 = O$, and likewise $(\sigma - s)u = \frac{(\sigma - s)(\sigma + s)P}{2s}. \text{ We therefore have that } \sigma(u) + su = O \text{ and that } \sigma(u) - su = O \text{; subtracting this second equation from the first gives us that } 2su = O$, which implies (by the choice of $s$) that $u = O$. \hfill \Box

As an initial attempt at defining our projection maps, we consider the maps defined as $f_1(x) := (\sigma + s)x$ and $f_2(x) := (\sigma - s)x$. We also use the fact that $G = G_1 \oplus G_2$ to write any element $u \in G$ uniquely as $u = aP_1 + bP_2$ for $a, b \in \mathbb{Z}/N\mathbb{Z}$, so that $f_1(u) = (\sigma + s)(aP_1 + bP_2) = (\sigma + s)(\frac{\sigma + s}{2s}aP + \frac{\sigma - s}{2s}bP) = (\frac{\sigma + s}{2s})(\sigma + s)aP + (\frac{\sigma - s}{2s})bP = (\sigma + s)bP$. We therefore have that $f_1(G) = G_1$; we can similarly show that $f_2(G) = G_2$, so the third required property in Definition 3.1 is met. These maps are not, however, idempotent, as they do not leave their respective components unchanged (so, as seen above, $f_1$ alters the $G_1$ component in addition to eliminating the $G_2$ component, and $f_2$ behaves analogously). To meet this requirement, we alter our maps and define $f_1(x) := ((\sigma + s)/2s)x$; we then have that

$$f_1(u) = \left(\frac{\sigma + s}{2s}\right)(aP_1 + bP_2) = \frac{\sigma + s}{2s}aP + \frac{(\sigma + s)(\sigma - s)}{2s}bP$$

$$= \frac{(\sigma^2 + 2\sigma s + s^2)}{2s \cdot 2s}aP + \frac{0}{4s^2}bP = \frac{(2s^2 + 2\sigma s)}{2s \cdot 2s}aP = \frac{(2s^2 + 2\sigma s)}{2s \cdot 2s}aP = \frac{(\sigma + s)}{2s}aP = aP_1,$$

so that $f_1$ gets rid of the $G_2$ component while leaving the $G_1$ component unchanged. If we define $f_2(x) := (-(\sigma - s)/2s)x$ we can go through a similar derivation to see that $f_2$ cancels the $G_1$ component and leave the $G_2$ component unchanged, meaning we achieve idempotence with both maps, as $f_1^n(u) = aP_1$ and $f_2^n(u) = bP_2$ for all $n \in \mathbb{N}$. In addition, recall from Section 2.2 that the value $s$ used in computing
$f_1$ and $f_2$ is a square root modulo $N$, which should typically be hard to compute without knowledge of the factorization of $N$. Both maps therefore seemingly require this extra information in order to be efficiently computable and thus, under the assumption that $s$ should be hard to compute given only $N$, both $f_1$ and $f_2$ are trapdoor projection maps.

### 3.2 Projection at the second level of decomposition

Because we no longer need to discuss the underlying mathematics, we now switch from additive to multiplicative notation, so that we refer to $P_1$ and $P_2$ from the previous section as $G_1$ and $G_2$ respectively, which means that any point in $G$ can now be written as $g_1^a \cdot g_2^b$ for some $a, b \in \mathbb{Z}/N\mathbb{Z}$. As before, we focus our exposition on the case when $N = pq$ (i.e., $N$ is an RSA modulus), although our subsequent arguments generalize to the case when $N$ is a product of arbitrarily many primes.

As we did in the previous section with $f_1$ and $f_2$, we can attempt to construct trapdoor projection maps from $G_1$ into $G_{1p}$ and $G_{1q}$, and similarly for $G_2$. Fortunately, such maps have already been used in the cryptographic literature (for example as the secret key in the Boneh-Goh-Nissim encryption scheme [15]). To project from $G_1$ into $G_{1p}$, we can use the value $\lambda_p \equiv \begin{cases} 1 \mod p \\ 0 \mod q \end{cases}$, which is computable using the Chinese Remainder theorem and the factorization of $N$. The map $f_p : G_1 \to G_{1p}$ is then defined as $f_p(x) := x^{\lambda_p}$; as with $f_1$ and $f_2$, we can easily see that this map leaves the $G_{1p}$ component unchanged while canceling out the $G_{1q}$ component, so that it is also idempotent. We can similarly define $\lambda_q \equiv 0 \mod p$ and $\equiv 1 \mod q$ to obtain a map $f_q : G_1 \to G_{1q}$ that is defined as $f_q(x) := x^{\lambda_q}$. As these maps depend only on $p$ and $q$, they work equally as well for $G_2$ as for $G_1$, so we also have $f_p : G_2 \to G_{2p}$ and $f_q : G_2 \to G_{2q}$. Note that knowledge of either $\lambda_p$ or $\lambda_q$ reveals the factorization of $N$ as, e.g., $\gcd(N, \lambda_p) = q$.

We can also define maps from the full group $G$ into the second-level subgroups; as we already have maps from $G$ down to $G_1$ and $G_2$ and we have just constructed maps from $G_1$ and $G_2$ into their respective subgroups, however, we can define these maps as the composition of our existing maps. This means $f_{1p} := f_p \circ f_1$, $f_{1q} := f_q \circ f_1$, $f_{2p} := f_p \circ f_2$, and $f_{2q} := f_q \circ f_2$.

### 3.3 Cancellation of elements within $G$

Finally, we turn to how elements in different subgroups cancel with each other when paired; we give a definition of this property, closely related to the definition of $r$-cancelling given by Freeman [29, Definition 3.5], as follows:

**Definition 3.3.** For a pairing $e : G \times G \to G_T$ and two subgroups $A, B \subset G$, we say that $A$ and $B$ are canceling if for all $a \in A$ and $b \in B$ it holds that $e(a, b) = 1$.

To see what kind of cancellation we achieve, we begin at the first level of decomposition. Here, we observe that the alternating property of the bilinear map, combined with the fact that $G_1$ and $G_2$ are both cyclic, implies that $e(a, b) = 1$ for any $a, b \in G_1$ or $a, b \in G_2$. $G_1$ and $G_2$ therefore cancel with themselves, which makes the pairing functionally asymmetric. Incorporating the second level of decomposition, we also see that $e(G_{1p}, G_{2q}) = 1$, as an element of order $p$ in $G_1$ is of the form $a = g_1^{q\alpha}$ for some $\alpha \in \mathbb{Z}/N\mathbb{Z}$ and an element of order $q$ in $G_2$ is of the form $b = g_2^{p\beta}$ for some $\beta \in \mathbb{Z}/N\mathbb{Z}$; pairing these two yields $e(a, b) = e(g_1^{q\alpha}, g_2^{p\beta}) = e(g_1, g_2^{p\beta \alpha}) = e(g_1, g_2^{N\alpha\beta}) = 1$. A similar argument shows that $e(G_{1q}, G_{2p}) = 1$ as well, meaning the only two pairs of subgroups that aren’t canceling at the second level are $G_{1p}$ and $G_{2p}$, and $G_{1q}$ and $G_{2q}$.

It turns out that these canceling properties, in addition to being useful on their own, can be further exploited when combined with our projection maps. To see this, note that by the definition of a projection map, $u = f_1(u) \cdot f_2(u)$ for any $u \in G$. This means that, as an example,

$$e(f_1(u), v) = e(f_1(u), f_1(v)f_2(v)) = e(f_1(u), f_2(v)) \cdot 1 = e(f_1(u), f_2(v))e(f_2(u), f_2(v)) = e(u, f_2(v)).$$
so that $e(f_1(u), v) = e(u, f_2(v))$ for all $u, v \in G$. In particular then, we have $e(f_1(u), g) = e(u, g)$, which we exploit in our constructions in Section 5 and Section 7. We also observe a similar relation at the second level, where $e(f_{1p}(u), g) = e(u, g_{2p})$ for any $u \in G$ (and similarly $e(f_{2p}(u), g) = e(u, g_{1q})$, etc.), as elements in every subgroup except $G_{2p}$ cancel when paired with an element in $G_{1p}$.

4 Translating Assumptions into Our Setting

As discussed earlier, all previous cryptographic constructions using composite-order bilinear groups were constrained to use only supersingular curves; i.e., curves in which a distortion map always exists from $G_2$ to $G_1$. Among other things, this means that, for all previous composite-order settings, the $f_1$ and $f_2$ maps defined in Section 3.1 are always easy to compute and thus no assumption can be made about their hardness. For this reason, all previous constructions focused on a subgroup of the $N$-torsion group, as using the entire group would serve only to make the constructions less efficient. As our setting does use the entire $N$-torsion group $G$ (and therefore does come with the caveat that it is less efficient), it generalizes these previous settings, as $G_1$ and $G_2$ together represent a composite-order bilinear group as used in previous constructions.

The rich structure provided by this generalization not only allows us to translate existing assumptions and schemes into our setting, but also provides a degree of flexibility in the process of this translation. To demonstrate this flexibility, we focus on two mild and well-established assumptions, SXDH [4] and SGH [15], and discuss the various flavors that these assumptions can take on after being translated into our setting. We then suggest two additional assumptions that capture the fact that $f_1$ and $f_2$ should be hard to compute.

Symmetric External Diffie Hellman (SXDH)  
Looking back at Section 2, and at Lemma 2.7 in particular, we remind ourselves that $G_1$ and $G_2$ are both subgroups in which no distortion maps exist; i.e., there are no maps $\phi \in \text{End}(E)$ such that $\phi(u) \not\in G_1$ for $u \in G_1$ (and similarly for $G_2$). In particular, this means that all known attacks on DDH do not apply to these subgroups, and so we can reasonably (or at least, as reasonably as possible) assume that the SXDH assumption holds for $G_1$ and $G_2$. As a reminder, this assumption says that DDH holds in both $G_1$ and $G_2$; i.e., given $g_1$ and $g_2$, it is hard to distinguish both $(g_1^a, g_1^b, g_1^c)$ from $(g_1^a, g_1^b, g_1^c)$ and $(g_2^\alpha, g_2^\beta, g_2^\gamma)$ from $(g_2^\alpha, g_2^\beta, g_2^\gamma)$ for random $a, b, c, \alpha, \beta, \gamma \gets \mathbb{Z}/N\mathbb{Z}$.

Subgroup hiding at the second level  
Perhaps the most popular assumption used for composite-order bilinear groups has been the Subgroup Hiding assumption (SGH for short), which says that for a bilinear group $G = G_p \times G_q$, a random element of $G_q$ is indistinguishable from a random element of $G$. In our setting, this means that a random element of $G_{1q}$ should be indistinguishable from a random element of $G_1$, and that the same should be true in $G_2$. This is only true, however, as long as all the generators at the third level of the tree are kept hidden; if one knows, for example, $g_{2p}$, then breaking SGH in $G_1$ is simple, as $e(h, g_{2p}) = 1$ if and only if $h \in G_{1q}$.

We also easily see that, analogously, solving SGH in $G_2$ becomes easy when given $g_{1p}$. Perhaps somewhat surprisingly, however, if you are given $g_{1p}$ rather than $g_{2p}$ then you are no closer to solving SGH in $G_1$; because the Weil pairing is alternating, $e(h, g_{1p}) = 1$ regardless of whether or not $h$ is in all of $G_1$.

Using this observation, we define three variants of the SGH assumption. The first, simultaneous SGH, says that SGH is hard in both $G_1$ and $G_2$, which as we just saw means that we can reveal only the generators $g_1$ and $g_2$. The second, one-sided SGH, says that if we reveal the generators $g_{1p}$ and $g_{1q}$ then SGH still holds in $G_1$ but no longer holds in $G_2$ (and similarly for $G_1$ if we reveal the generators $g_{2p}$ and $g_{2q}$). Finally, we use the first level of the tree as well, and consider extended SGH in either $G_1$ or $G_2$, which says respectively that given an element $u \in G$, it is hard to tell whether the $G_{1p}$ or $G_{2p}$ component of $u$ is empty (i.e., $f_{1p}(u) = 1$ or $f_{2p}(u) = 1$) or not.
Assumption 4.1 (Extended SGH). Given the group setting \((N,G_1,G_2,G_T,e,g_1,g_2)\) and an element \(u \in G\), it is hard to tell if \(f_1(u) = 1\) or not.

As with simultaneous SGH, deciding if the \(G_{1p}\) component is empty becomes easy if we are given \(g_{2p}\), and deciding the \(G_{2p}\) component is easy if we are given \(g_{1p}\). We also easily show that SGH in \(G_1\) implies extended SGH in \(G_1\) (and analogously for \(G_2\)) as follows:

Lemma 4.2. If SGH is hard in \(G_1\), then extended SGH is also hard in \(G_1\).

Proof. To show this, we take an adversary \(\mathcal{A}\) that can break extended SGH in \(G_1\) with some non-negligible advantage \(\epsilon\) and use it to construct an adversary \(\mathcal{B}\) that can break SGH in \(G_1\) with the same advantage. As input, \(\mathcal{B}\) receives the setting \((N,G_1,G_2,G_T,e,g_1,g_2)\) and an element \(h \in G_1\). It then picks a random element \(v \leftarrow G_2\) and gives to \(\mathcal{A}\) the setting and the element \(h \cdot v\). \(\mathcal{B}\) then guesses the same thing that \(\mathcal{A}\) does. As \(h\) is random (modulo having an empty \(G_{1p}\) component or not) and \(v\) is random, the element \(B\) gives to \(\mathcal{A}\) is distributed identically to the input that it expects. In addition, as the winning conditions for \(\mathcal{A}\) and \(\mathcal{B}\) are identical, \(\mathcal{B}\) succeeds whenever \(\mathcal{A}\) does, and thus \(\mathcal{B}\) succeeds with advantage \(\epsilon\). \(\square\)

We also consider one slightly stronger version of simultaneous SGH, in which we require the candidate values in \(G_1\) and \(G_2\) to have the same discrete logs (with respect to \(g_1\) and \(g_2\) respectively). We call this duplicate SGH and state it formally here as:

Assumption 4.3 (Duplicate SGH). Given the group setting \((N,G_1,G_2,G_T,e,g_1,g_2)\), \(h_1 := g_1^\alpha\), and \(h_2 := g_2^\alpha\) for \(\alpha \in \mathbb{Z}/N\mathbb{Z}\), it is hard to tell whether \(h_1\) is a random element of \(G_{1q}\) and \(h_2\) is a random element of \(G_{2q}\), or \(h_1\) is a random element of \(G_1\) and \(h_2\) is a random element of \(G_2\).

As we will see in Section 6, this assumption can be used to instantiate a zero-knowledge version of Groth-Sahai proofs [36] that is closely related to their instantiation under SGH.

Subgroup hiding at the first level As the first level of decomposition is new to our setting, we now present two assumptions designed to capture the hardness of computing \(f_1\) and \(f_2\) (as they were constructed to be trapdoor projection maps). The first assumption we suggest is very simple: assume that \(f_1\) and \(f_2\) are hard to compute! (One can always compute both or neither, as \(f_2(u) = u/f_1(u)\).) Formally, we have:

Assumption 4.4. Given the group setting \((N,G_1,G_2,G_T,e,g_1,g_2)\) and random \(u \leftarrow G\) for \(G := G_1 \times G_2\), it is hard to compute \(f_1(u)\).

In addition to this computational assumption, for many applications (including our construction of an anonymous IBE in Section 7) we would like a decisional variant. In \(G\), however, there is no clear analogue to an assumption like SGH (which, as we saw, can essentially be thought of as the decisional version of the assumption that \(f_p\) is hard to compute), as the generators \(g_1\) and \(g_2\) are presumed to be known. While we could attempt to hide these generators, this would significantly reduce the functionality of our setting and we thus choose to instead move to the target group \(G_T\). Here, one decisional assumption that we suggest is that given \(u,v \in G\), it should be hard to distinguish \(e(f_1(u),f_2(v))\) from random; note that this does indeed become easy to solve given \(f_1\), as one can compute \(e(f_1(u),v) = e(f_1(u),f_2(v))\) directly.

Assumption 4.5. Given the group setting \((N,G_1,G_2,G_T,e,g_1,g_2)\), an element \(T \in G_T\), and random \(u,v \leftarrow G\) for \(G := G_1 \times G_2\), it is hard to tell if \(T = e(f_1(u),f_2(v))\) or \(T\) is random.

As the unique structure of our bilinear group makes it far from generic, proofs that these new assumptions hold in the generic group model do not seem to carry much weight. Instead, we observe that computing the map \(f_1\) seemingly requires (from Section 3.1) knowledge of a non-trivial square root
of \(-D\) modulo \(N\), just as computing the projection map into \(p\)-order subgroups (as is implicitly used in ordinary SGH) seemingly requires knowledge of the factorization of \(N\). We therefore lend credence to these assumptions only by observing their close analogue with the corresponding assumptions for SGH, and the fact that the projection maps at the second level (i.e., the ones used for SGH) are at least as hard to compute as the projection maps at the first level.

5 An Extended Version of the BGN Encryption Scheme

In the previous section, we saw the added flexibility that can be gained when translating assumptions such as SGH into our setting. In this section, we demonstrate that flexibility can also be gained when translating existing schemes into our setting. As one example, we look at the Boneh-Goh-Nissim (BGN) encryption scheme [15], which we recall allows a user, given a set of ciphertexts, to perform any number of additions and one multiplication on plaintexts. We show that this property is preserved when the scheme is translated into our setting; beyond this, operations on specific plaintexts (for example, multiplying two plaintexts together) may be specifically disallowed by the user at the time of encryption, or even afterwards by an independent third party (i.e., someone who sees only the ciphertexts). To demonstrate why this might be useful, we describe in Appendix B a “restricted” secure two-party computation of a 2-DNF formula based on this extended encryption scheme, along with some potential applications.

5.1 The original BGN encryption scheme

We start with a reminder of the BGN encryption scheme; to keep things simple, we focus solely on the case of bit encryption. Because the scheme is homomorphic, we must describe it in terms of four algorithms: a KeyGen algorithm that outputs the public key \(pk\) and secret key \(sk\), an Enc algorithm that takes in a public key \(pk\) and message \(m\) and outputs a ciphertext \(c\), a Dec algorithm that takes in a secret key \(sk\) and ciphertext \(c\) and outputs a message \(m\), and an Eval algorithm that, on input a binary operation \(\mathsf{op}\) and a pair of ciphertexts \((c_1,c_2)\) with respective plaintexts \(m_1\) and \(m_2\), outputs a new ciphertext \(c\) containing as a plaintext \(\mathsf{op}(m_1,m_2)\).

- **KeyGen**(\(1^k\)): Generate a bilinear group \((N,G,G_T,e,g)\) such that \(N = pq\) for two large primes \(p\) and \(q\). Pick a random value \(r \leftarrow \mathbb{Z}/N\mathbb{Z}\) and set \(h := g^r\), so that \(h\) is a random generator of the \(q\)-order subgroup of \(G\). Return \(pk := (N,G,G_T,e,g,h)\) and \(sk := f_p\).
- **Enc**(\(pk,m\)): Pick \(r \leftarrow \mathbb{Z}/N\mathbb{Z}\) and return \(c := g^mh^r\).
- **Dec**(\(sk,c\)): Compute \(f_p(c)\). If this is equal to \(f_p(g)\) or \(f_p(e(g,g))\) then return 1; if it is equal to 1 return 0. (To extend beyond bit encryption to small messages \(m\), we would instead compute \(f_p(c)\) and then take its discrete log using, for example, Pollard’s rho algorithm.)
- **Eval**(\(pk,\mathsf{op},c_1,c_2\)): First pick a random value \(r \leftarrow \mathbb{Z}/N\mathbb{Z}\). If \(\mathsf{op} = +\) and \(c_1, c_2 \in G\) then return \(c_1 \cdot c_2 \cdot h^r\); otherwise, if \(c_1, c_2 \in G_T\) then return \(c_1 \cdot c_2 \cdot e(g,h)^r\), and if neither of these cases holds (i.e., \(c_1\) and \(c_2\) are in different groups) return \(\perp\). If \(\mathsf{op} = \times\) and \(c_1, c_2 \in G\) then return \(e(c_1,c_2) \cdot e(g,h)^r\). In all other cases, return \(\perp\).

5.2 Our adapted scheme

In translating the BGN scheme into our setting, we exploit the fact that we have two groups instead of just one; this means that we can have a regular BGN ciphertext in \(G_1\) (or \(G_2\)), and potentially add in a “noise” factor (i.e., some randomness) in the other group. This results in five types of ciphertexts: regular BGN ciphertexts in both \(G_1\) and \(G_2\) (in which the noise factor in the other group is just 0), “noisy” BGN ciphertexts in both \(G_1\) and \(G_2\), and ciphertexts in \(G_T\). As we will see, both here and in Appendix B, these noisy ciphertexts make it difficult to multiply the values within; a user can thus decide, at the time of encryption, which operations should and shouldn’t be performed on his particular set of ciphertexts.
As our expanded scheme deals with five types of ciphertexts rather than two, we treat the type as an explicit input to the encryption algorithm; for ease of exposition, we also focus solely on bit encryption. Our scheme is as follows:

- **KeyGen**(1): Use the Setup algorithm from Section 2.2 to produce \((N, G_1, G_2, G_T, e, g_1, g_2)\). Pick random elements \(h_1 \mathop{\leftarrow}^{\$} G_{1q}\) and \(h_2 \mathop{\leftarrow}^{\$} G_{2q}\), and output \(pk := (N, G, G_T, e, g_1, g_2, h_1, h_2)\) and \(sk := (f_p, f_1, f_2)\).

- **Enc**(pk, t, m): Pick random \(r, s \mathop{\leftarrow}^{\$} \mathbb{Z}/N\mathbb{Z}\) and return \(c := g_1^m h_1^r\) if \(t = 1\), \(c := g_2^m h_2^r\) if \(t = 2\), \(g_1^m h_1^r g_2^s\) if \(t = 3\), and \(g_2^m h_2^r g_1^s\) if \(t = 4\).

- **Dec**(sk, c): Parse \(sk = (f_p, f_1, f_2)\). If \(c \in G_T\) then compute \(f_p(c)\); if this is equal to \(f_p(e(g_1, g_2))\) then return 1 and if it is equal to 1 return 0. Otherwise, if \(c \in G\) compute \(f_{1p}(c)\) and \(f_{2p}(c)\). If either is equal to 1 then return 0; otherwise, if the former is equal to \(f_p(g_1)\) or the latter is equal to \(f_p(g_2)\) then return 1 (and if neither of these equalities hold then output \(\perp\)).

The IND-CPA security of the scheme follows essentially directly from the IND-CPA security of the BGN encryption scheme; for ciphertexts of types 1 and 2 we can use SGH in \(G_1\) and \(G_2\) respectively, while for ciphertexts of types 3 and 4 we can use Extended SGH (Assumption 4.1) in \(G_1\) and \(G_2\) respectively. As we saw in Lemma 4.2, SGH in \(G_1\) implies Extended SGH in \(G_1\) (and analogously in \(G_2\)); we therefore have the following theorem:

**Theorem 5.1.** If SGH holds in both \(G_1\) and \(G_2\) then the encryption scheme described above is IND-CPA secure.

Looking at the decryption algorithm, there is one potential setback when using type 3 and 4 encryption, which is the possibility of a decryption error. For a type-1 ciphertext \(c\), \(f_{2p}(c) = 1\) and so \(c\) always decrypts perfectly; similarly, for a type-2 ciphertext \(f_{1p}(c) = 1\) and decryption is again perfect, and for a type-5 ciphertext (i.e., one in \(G_T\)), decryption is perfect as well. Because type-3 and type-4 ciphertexts both inhabit the whole group \(G\), however, we have that \(f_{2p}(c) = g_2^s\) for type-3 ciphertexts and \(f_{1p}(c) = g_1^s\) for type-4 ciphertexts. In order for a decryption error to occur, it must therefore be the case that \(s = 1\) (and beyond bit encryption that \(s\) is very small), which for \(s \mathop{\leftarrow}^{\$} \mathbb{Z}/N\mathbb{Z}\) happens with negligible probability and thus leads to a negligible decryption error.\(^6\)

Finally, we turn to the homomorphic properties of our extended scheme. Just as in the original scheme, our scheme allows for arbitrarily many additions and at most one multiplication; as we will see momentarily, however, by encrypting values using certain types we may in some cases restrict these operations.

- **Eval**(pk, op, c1, c2): First pick random values \(r_1, r_2 \mathop{\leftarrow}^{\$} \mathbb{Z}/N\mathbb{Z}\). If \(op\) is + then return (1) \(c := c_1 \cdot c_2 \cdot h_1^{r_1}\) if \(c_1, c_2 \in G_1\), (2) \(c := c_1 \cdot c_2 \cdot h_2^{r_2}\) if \(c_1, c_2 \in G_2\), (3) \(c := c_1 \cdot c_2 \cdot h_1^{r_1} \cdot h_2^{r_2}\) if \(c_1, c_2 \in G\), or (4) \(c := c_1 \cdot c_2 \cdot e(h_1, g_2)^{r_1}\) if \(c_1, c_2 \in G_T\). If \(op\) is instead \(\times\) then return \(c := e(c_1, c_2) \cdot e(h_1, g_2)^{r_1}\) if \(c_1 \in G_1\) and \(c := e(c_2, c_1) \cdot e(h_1, g_2)^{r_1}\) if \(c_2 \in G_1\).

As mentioned above, the goal of using noisy ciphertexts is to make it easy to perform operations on certain ciphertexts (so as to achieve the functionality provided by a homomorphic encryption scheme), but difficult to perform them on others. To formalize this, we use tables for both of our binary operations

---

\(^6\)In fact, for bit encryption, we could eliminate this decryption error altogether by checking if (1) \(c \in G_1\), (2) \(c/g_2 \in G_1\), (3) \(c \in G_2\), or (4) \(c/g_1 \in G_2\). In the first case we have a type-3 ciphertext using \(s = 0\), and in the second case we have \(s = 1\); in either case, we can decrypt using only \(f_{1p}(c)\). In the latter two cases we have a type-4 ciphertext (using \(s = 0\) and \(s = 1\) respectively), so can decrypt using only \(f_{2p}(c)\).
as seen in Figure 2. A table entry $T_{op}(i,j)$ is equal to $t$ if the following conditions hold: for a type-$i$
ciphertext $c_1$ with corresponding plaintext $m_1$ and a type-$j$ ciphertext $c_2$ with corresponding plaintext
$m_2$, it must be the case that (1) $c \xleftarrow{\$} \text{ Eval}(pk, \text{ op}, c_1, c_2)$ has type $t$, and (2) Dec($sk$, $c$) = $\text{ op}(m_1, m_2)$. If
these conditions hold then $T_{op}(i,j) = t$, and otherwise $T_{op}(i,j) = \perp$. An operation $\text{ op}$ should then be
easy to perform on ciphertexts of type $t_1$ and $t_2$ if $T_{op}(t_1,t_2) \neq \perp$, and hard to perform otherwise. As an
example, we consider multiplying a type-1 encryption of a message $m_1$ with a type-4 encryption of a
message $m_2$. Even though the latter is a noisy ciphertext, the table tells us that this should nevertheless
produce a type-5 encryption of $m_1m_2$. To confirm this, we write the type-1 ciphertext as $c_1 = g_1^{m_1}h_1^{r_1}$
and the type-4 ciphertext as $g_2^{m_2}h_2^{r_2}g_1^{s_2}$; we then have
\[
\text{Eval}(pk, \times, c_1, c_2) = e(g_1^{m_1}h_1^{r_1}, g_2^{m_2}h_2^{r_2}g_1^{s_2}) \cdot e(g_1, h_2)^{r'} = e(g_1^{m_1}g_2^{m_2})e(h_1^{r_1}, g_2^{m_2}h_2^{r_2}g_1^{s_2})e(g_1^{m_1}, h_2^{r_2}g_1^{s_2})e(g_1, h_2)^{r'} = g_T^{m_1m_2} \cdot e(h_1, g_2)^{r_1m_2}e(h_1, h_2)^{r_1r_2}e(g_1, h_2)^{m_1r_2}e(g_1, h_2)^{r'} = g_T^{m_1m_2} \cdot e(g_1, h_2)^{r_1 + \beta r_1 r_2 + m_1 r_2 + r'} = g_T^{m_1m_2} \cdot h_1^{s_2} \cdot h_T^{r''},
\]
which is indeed a type-5 encryption of $m_1m_2$. Looking at another entry in the table, however, we see
that multiplying two noisy ciphertexts should be difficult, as $T_{\times}(3, 4) = \perp$. To see this, we attempt to
multiply a type-3 ciphertext $c_1 = g_1^{m_1}h_1^{r_1}g_2^{s_1}$ with a type-4 ciphertext $c_2 = g_2^{m_2}h_2^{r_2}g_1^{s_2}$ and get
\[
\text{Eval}(pk, \times, c_1, c_2) = e(g_1^{m_1}h_1^{r_1}g_2^{s_1}, g_2^{m_2}h_2^{r_2}g_1^{s_2}) \cdot e(g_1, h_2)^{r'} = e(g_1^{m_1}g_2^{m_2})e(h_1^{r_1}g_2^{s_1}, g_2^{m_2}h_2^{r_2}g_1^{s_2})e(g_1^{m_1}, h_2^{r_2}g_1^{s_2})e(g_1, h_2)^{r'} = g_T^{m_1m_2} \cdot e(h_1, g_2)^{r_1m_2}e(h_1, h_2)^{r_1r_2}e(g_2, g_1)^{s_1s_2}e(g_1, h_2)^{m_1r_2}e(g_1, h_2)^{r'} = g_T^{m_1m_2 - s_1s_2} \cdot e(g_1, h_2)^{r_1 + \beta r_1 r_2 + m_1 r_2 + r'} = g_T^{m_1m_2 - s_1s_2} \cdot h_T^{r''},
\]
which decrypts to $m_1m_2 - s_1s_2$ and is therefore information-theoretically independent from the original
messages $m_1$ and $m_2$. Although multiplying type-3 and type-4 ciphertexts therefore seems to be difficult,
we note that with knowledge of $f_1$ this task in fact becomes easy. To see this, we first observe that any
type-1 ciphertext can be easily converted into a type-3 ciphertext (analogously, type 2 into type 4) by simply
multiplying in a random value from $G_2$. With knowledge of $f_1$ then, a user can reverse this
operation and turn a type-3 ciphertext into a type-1 ciphertext by computing $f_1(c)$; knowledge of $f_1$
therefore allows him to properly multiply the values inside type-3 and type-4 ciphertexts.
A NIZK Proof That a Committed Value is a Bit

For composite-order bilinear groups in the symmetric setting (i.e., where $G_1 = G_2$), the techniques for proving that a committed value is a bit are well known; the first zero-knowledge proof was given by Groth, Ostrovsky, and Sahai in 2006 [35] and has been used in a variety of constructions since.

Briefly, in the symmetric setting, if we have a commitment $c = g^bh^r$, where $g$ generates $G$ and $h$ is a random element of $G_q$, and we call the group element in the commitment $x$, then we want to prove that $e(x, g^{-1}x) = 1$, as this will demonstrate that one of $x$ or $g^{-1}x$ must be 1, which will happen only in the case that $x = g^b$ for some bit $b$. In the asymmetric setting, however, this strategy is clearly impossible, as we require an element from $G_1$ to be paired with an element from $G_2$, and $x$ can only live in one or the other. We must therefore replicate the commitment in the $G_2$ subgroup (so assuming $c \in G_1$, construct a commitment $d \in G_2$ to the same value), prove that these are commitments to the same value, and then prove that the common value is a bit. So, if we define $x_1$ to be the value contained in $c$ and $x_2$ to be the value contained in $d$, we see that to prove $x_1 = x_2$ we need to prove satisfiability of the pairing product equation $e(x_1, g_2) \cdot e(g_1, 1/x_2) = 1$. Then, to prove that their common discrete logarithm is either 0 or 1, we prove satisfiability of the equation $e(x_1, x_2/g_2) = 1$.

Fortunately, for proving these types of equations, we can directly use Groth-Sahai (GS) proofs [36] which allow a user to prove satisfiability of any pairing product equation of the form $\prod_i e(x_i, y_i) = 1$ for $x_i \in G_1$ and $y_i \in G_2$. Briefly, this is accomplished by forming commitments $c_i$ to the values $x_i$ and commitments $d_i$ to the values $y_i$; this can be done by computing $c_i := x_i \cdot \prod_j h_{ij}^j$ for random $r_j$ and $d_i := y_i \cdot \prod_j h_{ij}^{s_j}$ for random $s_j$. These values $\{h_{ij}, h_{j2}\}$ are referred to as the “commitment keys” and can be either binding or hiding; in order to prove witness indistinguishability, the two settings must be assumed to be indistinguishable. After forming the commitments, a proof $\pi = (\{\pi_{1j}\}, \{\pi_{2j}\})$ is formed such that $\prod_i e(c_i, d_i) = e(h_1, \pi_{1})e(\pi_2, h_2)$.

As we argued in Section 4 that SXDH can be reasonably assumed to hold in our setting, we already have this proof system at our disposal, as Groth and Sahai provide instantiations under the Subgroup Hiding (SGH), SXDH, and Decision Linear [10] assumptions. In addition, by using the SGH-based construction in both $G_1$ and $G_2$, we obtain an instantiation under simultaneous SGH, or the assumption that SGH holds in both $G_1$ and $G_2$.

While using Groth-Sahai proofs gives us witness indistinguishability, for some applications (and in particular for our two-party computation in Appendix B) we need full zero knowledge. We therefore demonstrate here how the SGH-based proof system can be boosted to full zero knowledge, using the duplicate SGH assumption (Assumption 4.3) and the same randomization techniques as Groth, Ostrovsky, and Sahai. The protocol runs as follows:

- **CRSSetup($1^k$):** Use the Setup algorithm from Section 2.2 to produce $(N, G_1, G_2, G_T, e, g_1, g_2)$. Next, compute commitment keys as $h_1$ and $h_2$, where $h_1$ is a random element of $G_{1q}$ and $h_2$ is a random element of $G_{2q}$. Output $\sigma_{crs} := (N, G_1, G_2, G_T, e, g_1, g_2, h_1, h_2)$.
- **$P(\sigma_{crs}, (c, d), (b, r_1, r_2))$:**
  1. Define $x_1$ to be the value in $c$ and $x_2$ to be the value in $d$. Then, using the openings of $c$ and $d$, form a GS proof for the pairing product equation $e(x_1, g_2)e(g_1, 1/x_2) = 1$; this will yield a proof $\pi'_{crs} := (\pi_{1e}, \pi_{2e})$ such that $e(c, g_2)e(g_1, 1/d) = e(h_1, \pi_{1e})e(\pi_2, h_2)$.
  2. Next, form another GS proof for the equation $e(x_1, x_2/g_2) = 1$. Call this proof $\pi'_{cr} := (\pi_{1b}, \pi_{2b})$.\footnote{Note that if we used these proofs as is we would achieve witness indistinguishability; it is therefore the randomization in the next step that makes these proofs zero knowledge.}
  3. Now, randomize each proof as follows: for each pair $\pi_1$ and $\pi_2$, pick random values $r, s \in \mathbb{Z}/N\mathbb{Z}$ and compute $\pi_0 := h_1^r$ and $\pi_1' := \pi_1^{1/r}$, as well as $\pi_2' := \pi_2^{1/s}$ and $\pi_3 := h_2^s$. Finally, compute $\pi_0' := g_1^r$ and $\pi_3' := g_2^s$, and output the proof $\pi := (\pi_0, \pi_0', \pi_1', \pi_2', \pi_3', \pi_3')$.}
4. Output \( \pi = (\pi_e, \pi_b) \) (where \( \pi_e \) and \( \pi_b \) are the respective versions of \( \pi'_e \) and \( \pi'_b \) run through Step 3 above).

- \( \mathcal{V}(\sigma_{\text{crs}}, (c, d), (\pi_e, \pi_b)) \):
  1. For the equality proof, parse \( \pi_e = (\pi_0, \pi'_0, \pi'_1, \pi'_2, \pi'_3) \). Then check that
     \[
e(\pi_0, g_2) = e(\pi'_0, h_2),
     \]
     \[
e(g_1, \pi_3) = e(h_1, \pi'_3),
     \]
     and finally that
     \[
e(c, g_2)e(g_1, 1/d) = e(\pi_0, \pi'_1) \cdot e(\pi'_2, \pi_3).
     \]
  2. For the bit proof, parse \( \pi_b = (\pi_0, \pi'_0, \pi'_1, \pi'_2, \pi'_3) \). Check that Equations 1 and 2 hold for this set of proofs, and then check
     \[
e(c, d/g_2) = e(\pi_0, \pi'_1) \cdot e(\pi'_2, \pi_3).
     \]
  3. Accept only if both the above checks pass.

**Theorem 6.1.** If duplicate SGH holds in \( G \), the above protocol for proving that two commitments open to the same bit is a NIZKPoK that satisfies perfect completeness, perfect soundness, computational zero knowledge, and perfect extractability.

We show this through the following series of lemmas:

**Lemma 6.2.** The above protocol satisfies perfect completeness.

*Proof.* To show perfect completeness, we assume that \( c, d, \pi_b, \) and \( \pi_e \) are all formed honestly. For Equation 1, if we define \( \beta := \text{dlog}_{g_1}(h_1) = \text{dlog}_{g_2}(h_2) \) then we have that
\[
e(\pi_0, g_2) = e(h_1^r, g_2) = e(g_1^\beta, g_2) = e(g_1^r, g_2^\beta) = e(\pi'_0, h_2),
\]
so that this check will pass for both \( \pi_b \) and \( \pi_e \). Similarly, for Equation 2, we have
\[
e(g_1, \pi_3) = e(g_1, h_3^\beta) = e(g_1, g_2^\beta) = e(g_1^\beta, g_2^\beta) = e(h_1, \pi'_3),
\]
so that this check will pass as well. For Equation 3, we can already assume (by the completeness of Groth-Sahai proofs) that we have in place proofs \( \pi_1 \) and \( \pi_2 \) such that \( e(c, g_2)e(g_1, 1/d) = e(h_1, \pi'_1) \cdot e(\pi_2, h_2) \), which allows us to see that
\[
e(c, g_2)e(g_1, 1/d) = e(h_1, \pi'_1)^{1/r} \cdot e(\pi_2, h_2)^{1/s} = e(h_1^r, \pi_1^{1/r}) \cdot e(\pi_2^{1/s}, h_3^s) = e(h_1, \pi'_3) \cdot e(\pi_2, \pi_3),
\]
so that this check will pass as well. Using an almost identical derivation for Equation 4 allows us to see that this check will pass as well. \( \square \)

**Lemma 6.3.** The above protocol is perfectly sound.

*Proof.* To show perfect soundness of the protocol, we can examine what each of the verification checks proves. If Equation 1 passes verification, then we know that
\[
e(\pi_0^q, g_2) = e(\pi_0, g_2)^q = e(\pi'_0, h_2)^q = e(\pi_0^q, h_2^q) = 1,
\]
so that \( \pi_0 \) must have order \( q \); we can perform a similar derivation with Equation 2 to see that \( \pi_3 \) must also have order \( q \). Looking at Equation 3, we can see that
\[
(e(c, g_2) e(g_1, 1/d))^q = (e(\pi_0, \pi'_1) \cdot e(\pi'_2, \pi_3))^q = e(\pi_0^q, \pi'_1) \cdot e(\pi'_2^q, \pi_3^q) = 1.
\]
If we write \( c = g_1^\gamma \) and \( d = g_2^\delta \) for some \( \gamma, \delta \in \mathbb{Z}/N\mathbb{Z} \), then we can see that if \( e(\gamma^q, g_2) \cdot e(g_1, g_2^{\delta q}) = 1 \) then either \( c \) and \( 1/d \) both have order \( q \) or \( \gamma q = \delta q \); the first case implies that the value contained in both \( c \) and \( d \) is a 0, but the second implies only that \( c \) and \( d \) are commitments to the same value. Taking Equation 4 into account as well, however, we see (by the same derivation as above) that \( e(c, d/g_2)^q = 1 \), so that either \( c \) has order \( q \) or \( d/g_2 \) has order \( q \), which means that either the value contained in \( c \) is 0 or the value contained in \( d \) is 1; combining this with the information above, we can see that \( c \) and \( d \) must be commitments to the same value, and that their common value must in fact be a bit, or else these equality checks will not pass.

\[\Box\]

**Lemma 6.4.** If duplicate SGH holds, the above protocol is zero knowledge.

**Proof.** To show zero knowledge, we describe our simulator \((S_1, S_2)\). To start, \( S_1 \) will output a CRS \( \sigma_{\text{sim}} \) so that \( h_1 \) and \( h_2 \) are in all of \( G_1 \) and \( G_2 \) respectively, and a trapdoor \( \tau_\pi := (p, q, \beta) \), where \( \beta = \text{dlog} g_1(h_1) = \text{dlog} g_2(h_2) \). The simulator \( S_2 \), when given \( \tau_\pi \) and some commitments \( c \) and \( d \), works as follows: for \( \pi_\text{e} \), recall that we will need proofs that satisfy \( e(c, g_2) e(g_1, 1/d) = e(\pi_0, \pi'_1) \cdot e(\pi'_2, \pi_3) \). To do this, \( S_2 \) will first use the factorization of \( N \) to determine which of \( c \) and \( g_1^{-1}c \) is a generator for the full group \( G_1 \), and similarly which of \( d \) and \( g_1^{-1}d \) is a generator for \( G_2 \); without loss of generality, assume it is \( c \) and \( d \) (and if not use \( g_1^{-1}c \) and \( g_2^{-1}d \) in subsequent arguments). \( S_2 \) will then pick random values \( r, s \sim \mathbb{Z}/N\mathbb{Z} \) and compute \( \pi_0 := c^r, \pi'_1 := g_2^{1/r}, \pi'_2 := g_1^{1/s}, \pi_3 := (1/d)^s \). It can compute as well \( \pi'_0 := \pi_0^{1/\beta} \) and \( \pi'_3 := \pi_3^{1/\beta} \); we then have that
\[
e(\pi_0, \pi'_1) \cdot e(\pi'_2, \pi_3) = e(c^r, g_2^{1/r}) \cdot e(g_1^{1/s}, (1/d)^s) = e(c, g_2) \cdot e(g_1, 1/d),
\]
and furthermore that
\[
e(\pi_0, g_2) = e(\pi_0, g_2)^{\beta/\beta} = e(\pi_0^{1/\beta}, g_2^{\beta}) = e(\pi'_0, h_2)
\]
and
\[
e(\pi_1, \pi_3) = e(\pi_1, \pi_3)^{\beta/\beta} = e(\pi_1^{1/\beta}, \pi_3^{1/\beta}) = e(h_1, \pi'_3)
\]
so that all the verification checks for \( \pi_e \) will pass. For \( \pi_0 \), \( S_2 \) can now pick new random values \( r, s \sim \mathbb{Z}/N\mathbb{Z} \), and a random group element \( R \sim G_1 \) (this can be accomplished by just picking a random exponent \( t \sim \mathbb{Z}/N\mathbb{Z} \) and computing \( R := g_1^t \)). It can then set \( \pi_0 := (c/R)^r, \pi'_0 := \pi_0^{1/\beta}, \pi'_1 := (d/g_2)^{1/r}, \pi'_2 := R^s, \pi_3 := (d/g_2)^{1/s}, \pi'_3 := \pi_3^{1/\beta} \). The checks in Equations 1 and 2 will pass for the exact same reasons as they did for \( \pi_e \), so we can focus on just the check in Equation 4. This equation will be satisfied just by construction, however, as we have that
\[
e(\pi_0, \pi'_1) \cdot e(\pi'_2, \pi_3) = e((c/R)^r, (d/g_2)^{1/r}) \cdot e(R^s, (d/g_2)^{1/s})
\]
\[
= e(c/R, d/g_2)^r/s \cdot e(R, d/g_2)^s/s
\]
\[
= e(c/R \cdot R, d/g_2)
\]
\[
= e(c, d/g_2).
\]

Now that we have shown that \( S_2 \) can produce proofs that pass verification, we still need to argue that the output of \( S_1 \) is indistinguishable from the output of \textsc{CRSSetup} and that the proofs produced by \( S_2 \) are indistinguishable from the proofs produced by the prover. For \( S_1 \), it follows directly from duplicate
SGH that $\sigma_{\text{sim}}$, in which $h_1 \in G_1$ and $h_2 \in G_2$, is indistinguishable from the honest CRS, in which $h_1 \in G_1q$ and $h_2 \in G_2q$. For $S_2$, observe that if the commitments $c$ and $d$ are generators for $G_1$ and $G_2$, then all the $\pi$ values will just be random elements in $G_1$ and $G_2$, and thus indistinguishable from honest proofs (as honest proofs will also lie in all of $G_1$ or $G_2$ in the case that $h_1$ and $h_2$ generate all of $G_1$ and $G_2$ respectively). As $S_2$ uses instead $g_1^c$ and $g_2^d$ in the case that $c$ and $d$ are in fact not generators, it will always end up with random $\pi$ values and thus provide proofs that are distributed identically to those produced by the prover.

Lemma 6.5. The above protocol is perfectly extractable.

Proof. To show this, we describe our extractor ($E_1, E_2$). The algorithm $E_1$ will run the honest CRSSetup and set $\tau_e := f_p$; the $\sigma_{\text{extract}}$ output by $E_1$ is therefore trivially distributed identically to an honest CRS. As for $E_2$, we know that a proof $\pi$ will contain a commitment $c$; by perfect soundness, we know that $c$ will be a commitment to a bit. As we are using the honest CRS and thus have that $h_1 \in G_1q$, we know that $f_p(h_1) = 1$ and so $f_p(c) = g_1^c$. Then to extract the bit $b$, the extractor can compute $f_p(c)$; if this is equal to 1 then it outputs $b = 0$ and otherwise it outputs $b = 1$.

7 An Anonymous IBE and Derivative Schemes

In this section, we see how to achieve a simple anonymous identity-based encryption (IBE) scheme in our setting. Like the Boneh-Frankin [12], Cocks [26], and Boneh-Gentry-Hamburg [13] IBEs, we use a full-domain hash function, modeled as a random oracle, to map identity strings to group elements. In our case, the target of the hash function is the entire group $G$. The IBE master secret is the trapdoor projection map $f_1$, so that the secret key corresponding to an identity $id$ is $f_1(H(id))$. Like the Boneh-Franklin IBE, our IBE is anonymous [1]; given a ciphertext, an adversary cannot determine the identity authorized to decrypt it. Our IBE has useful mathematical structure, and we show how to adapt that structure to obtain a unique signature (in the random oracle model) and a public-key encryption scheme (in the standard model).

7.1 An anonymous IBE scheme

An identity-based encryption scheme (or IBE for short) consists of four PPT algorithms: a Setup algorithm that takes in the security parameter and outputs a set of parameters $params$ and a master secret key $msk$; a KeyGen algorithm that takes in the master secret key $msk$ and public identity $id$ and outputs the secret key $sk_{id}$ corresponding to the identity; an Enc algorithm that takes in a public identity $id$ and a message $M$ and outputs a ciphertext $C$; and a Dec algorithm that takes in a secret key $sk_{id}$ corresponding to some identity $id$ and a ciphertext $C$ (encrypted to the identity $id$), outputs the message $M$ contained in $C$. There are two security properties that are desirable for an IBE: IND-CPA security, which is analogous to the notion of IND-CPA security for regular encryption, and anonymity [1], which says that it is hard to tell, given a ciphertext, which identity it is encrypted for. Formal definitions of these two properties can be found in Appendix A.2.

In this section, we see how to construct an IBE that satisfies both these properties if Assumption 4.5 holds, which we recall states that given $u,v \leftarrow G$ it is hard to distinguish $e(f_1(u), f_2(v))$ from random.

- **Setup($1^k$)**: Use the Setup algorithm from Section 2.2 to produce $(N, G_1, G_2, G_T, e, g_1, g_2)$. Next, define a hash function $H : \{0,1\}^* \rightarrow G$ (note that, among others, Chatterjee and Menezes [24] demonstrate how this is possible) that maps from possible identities to elements in $G$, and output $params := (N, G_1, G_2, g_1, g_2, e, G_T, H)$ and $msk := f_1$.
- **KeyGen($params$, $msk$, $id$)**: Output $sk_{id} := f_1(H(id))$.
- **Enc($params$, $id$, $M$)**: Pick random values $r, s \leftarrow \mathbb{Z}/N\mathbb{Z}$ and compute $C_1 := g_1^r g_2^s$ and $C_2 := M \cdot e(H(id), g_2^s)$. Output $C := (C_1, C_2)$.
• \( \text{Dec}(\text{params}, C = (C_1, C_2), sk_{id}) : \text{Output } M := C_2/e(sk_{id}, C_1). \)

**Theorem 7.1.** The scheme outlined above is an anonymous IND-ID-CPA-secure IBE under Assumption 4.5 and in the random oracle model.

**Lemma 7.2.** The scheme outlined above is correct.

**Proof.** Using the projection property of \( f_1 \) and the alternating property of the Weil pairing, we see that

\[
\frac{C_2}{e(sk, C_1)} = \frac{M \cdot e(H(id), g_2^r)}{e(f_1(H(id)), g_1^r g_2^r)} = \frac{M \cdot e(f_1(H(id)), g_2^r) \cdot e(f_2(H(id)), g_2^r)}{e(f_1(H(id)), g_1^r) \cdot e(f_1(H(id)), g_2^r)} = M,
\]

so that for a properly formed ciphertext decryption will always return the correct message. \( \square \)

**Lemma 7.3.** If Assumption 4.5 holds, then the scheme outlined above is an IND-ID-CPA-secure IBE in the random oracle model.

**Proof.** To show this, we consider an adversary \( A \) that succeeds in the game outlined in Definition A.2 with some non-negligible advantage \( \epsilon \), and use it to construct an adversary \( B \) that breaks Assumption 4.5 with non-negligible advantage \( \epsilon/q \), where \( q \) is the number of queries to the random oracle.

To start, \( B \) will receive as input the setup parameters \( \text{params} \) as well as the values \( u, v, T \), where either \( T = e(f_1(u), f_2(v)) \) or \( T \) is random; \( B \) can then send \( \text{params} \) to \( A \). To answer \( H \) oracle queries, \( B \) will first guess at random which query it thinks \( A \) will pick as \( id^* \); denote by \( i^* \) the index that \( B \) chooses.

On all but the \( i^* \)-th query, if \( A \) queries on an identity \( id \), \( B \) will pick random values \( a, b \leftarrow \mathbb{Z}/N\mathbb{Z} \) and return \( \text{id}(id) := g_1^a g_2^b \); it will also store \( H(id) \) and \( g_1^a \) for later. On the \( i^* \)-th query, \( B \) will call the queried identity \( id^* \) and return \( H(id^*) := u \). Meanwhile, for key extraction queries, if \( A \) queries on an identity \( id \) that was previously queried to \( H \) then \( B \) can simply return the stored \( G_1 \) component. Otherwise, \( B \) can pick \( H(id) \) as it did earlier, return the \( G_1 \) component, and store the values for later. If \( A \) ever queries on \( id^* \), \( B \) must simply abort. Finally, at some point \( A \) will issue its challenge \( (M_0, M_1, id^*) \). If \( id^* \) does not match \( B \)'s guess then it must again abort; otherwise, it can pick a random bit \( b \leftarrow \mathbb{B} \{0, 1\} \), and return to \( A \) \((C_1 := v, C_2 := M_b \cdot T)\). When \( A \) outputs its guess bit \( b' \), \( B \) will guess that \( T \) is random if \( b' \neq b \) and equal to \( e(f_1(u), f_2(v)) \) if \( b' = b \).

We now need to show that if \( A \) has advantage \( \epsilon \), then \( B \) will have advantage \( \epsilon/q \); first, we show that interactions with \( B \) are identical to the honest interactions that \( A \) expects. Because the parameters for the game in Definition A.2 and Assumption 4.5 are the same, the value \( \text{params} \) that \( B \) gives to \( A \) will be identical to the honest one. For random oracle queries, \( B \) chooses completely random values for all but the identity \( id^* \). Because \( u \) is assumed to be random, however, the value \( H(id^*) \) will also look random to \( A \) and so the outputs \( H(id) \) returned by \( B \) will again be identical to ones chosen completely at random. Similarly, because \( B \) is picking the values for \( H(id) \) itself, it knows the value of \( f_1(H(id)) \) for every \( id \neq id^* \) and so the \( sk_{id} \) values will in fact be computed correctly and are again identical to those output by an honest authority. For the ciphertext, the \( C_1 \) returned by \( B \) will be identically distributed to an honest one, as \( v \) is assumed to be a random element of \( G \).

We turn finally to the value \( C_2 \) returned by \( B \). If \( T \) is random, then \( C_2 \) must be random as well, so in particular is information-theoretically independent from \( M_b \) and thus can reveal no information about the bit \( b \). In this case then, \( A \) cannot have any advantage in guessing the bit \( b \). If instead \( T = e(f_1(u), f_2(v)) \), \((C_1, C_2)\) is an honestly computed encryption of \( M_b \). In this case, \( A \) will succeed with non-negligible advantage \( \epsilon \); as \( B \) succeeds in guessing whenever \( A \) does and it correctly guesses \( i^* \), \( B \) will succeed with advantage \( \epsilon/q \). \( \square \)

We next turn to proving that the IBE is anonymous. As we have just shown IND-ID-CPA security, by Lemma A.5 it suffices to prove anonymity by proving that our IBE satisfies the weaker notion of anonymity defined in Definition A.4.
**Lemma 7.4.** The IBE construction given in Section 7.1 satisfies weak anonymity, as defined in Definition A.4.

**Proof.** To prove this, we show that, for a random message \( R \), the ciphertext \( C^* \) given to \( A \) in Step 3 of the game is information-theoretically independent of the bit \( b \), and thus \( A \) can have no advantage. Looking at the ciphertext, we can see that \( C^* = (C_1^*, C_2^*) \), where \( C_1^* = g_1^r g_2^s \) for some \( r, s \sim \mathbb{Z}/N \mathbb{Z} \), and \( C_2^* = R \cdot e(H(id_b), g_2^2) \). As \( R \) is random, \( C_2^* \) will be distributed uniformly at random over \( G_T \) and thus its distribution will be independent of the bit \( b \). In addition, \( C_1^* \) contains no information about the bit \( b \) (as it is always just a random element of \( G \)), and so \( C^* \) as a whole is information-theoretically independent of the bit \( b \).

Combining this lemma with the fact that we just proved the IND-ID-CPA security of the scheme, Lemma A.5 tells us that the scheme is also anonymous and so Theorem 7.1 follows.

### 7.2 A unique signature scheme

One interesting aspect of the IBE described above is the signature scheme that we can derive from it, which works as follows:

- **KeyGen**(1\(^k\)) : Use the same methods as above to generate \( \text{params} \) and \( \text{msk} \), then output \( pk := \text{params} \) and \( sk := (pk, \text{msk}) \).
- **Sign**(\( sk \), \( M \)) : Compute and return \( \sigma := f_1(H(M)) \).
- **Verify**(\( pk \), \( \sigma \), \( M \)) : Check that \( e(\sigma, g_1) = 1 \) and \( e(\sigma, g) = e(H(M), g_2) \); return 1 if these checks pass and 0 otherwise.

The unforgeability of the signature follows from transformation, proposed by Naor [12, 27], from IBE to signatures. In fact, we can prove unforgeability for the signature scheme alone under a weaker, computational assumption (Assumption 4.4), still in the random oracle model.

Because no randomness is involved, we can see that the signing algorithm will generate only a single signature for any message. To establish that our signature is a unique signature [33, 46], we must prove a stronger property: that if, for some \( pk \) and \( M \), \( \text{Verify}(pk, \sigma, M) = \text{Verify}(pk, \sigma', M) = 1 \), then \( \sigma = \sigma' \).

**Theorem 7.5.** For a fixed message \( M \), if there exist two signatures \( \sigma_1 \) and \( \sigma_2 \) such that \( \text{Verify}(pk, \sigma_1, M) = \text{Verify}(pk, \sigma_2, M) = 1 \) then \( \sigma_1 = \sigma_2 \).

**Proof.** If \( \text{Verify}(pk, \sigma_i, M) = 1 \) for \( i \in \{1, 2\} \) then, by the definition of the verification algorithm, we have that \( e(\sigma_i, g_1) = 1 \) and \( e(\sigma_i, g) = e(H(M), g_2) \). The first of these checks ensures that, because the pairing is non-degenerate, it must be the case that \( \sigma_i \in G_1 \). In this case, \( e(\sigma_i, g) = e(\sigma_i, g_2) \), which further implies, because \( e(\sigma_i, g) = e(H(M), g_2) \), that \( \sigma_i = H(M) \) for both \( i = 1 \) and \( i = 2 \); i.e., the signatures are equal.

### 7.3 A simple encryption scheme

In addition to the IND-CCA-secure encryption scheme that can be derived from the IBE using the generic transformations due to Boneh, Canetti, Halevi, and Katz [11], we can also describe a multiplicatively homomorphic IND-CPA-secure scheme as follows:

- **Setup**(1\(^k\)) : Use the Setup algorithm from Section 2.2 to output \( \text{params} := (N, G_1, G_2, G_T, e, g_1, g_2) \).
- **KeyGen**(\( \text{params} \)) : Pick random values \( a, b \sim \mathbb{Z}/N \mathbb{Z} \) and compute \( u := g_1^a \cdot g_2^b \). Output \( pk := u \) and \( sk := g_1^a \).
- **Enc**(\( \text{params} \), \( pk \), \( M \)) : Pick random values \( r, s \sim \mathbb{Z}/N \mathbb{Z} \) and compute \( C_1 := g_1^r \cdot g_2^s \) and \( C_2 := M \cdot e(pk, g_2^2) \). Output \( C := (C_1, C_2) \).
Theorem 7.6. If Assumption 4.5 holds, the encryption scheme described above is IND-CPA secure.

Proof. To show this, we take an adversary $A$ that breaks the IND-CPA security of the scheme with some non-negligible advantage $\epsilon$ and use it to construct an adversary $B$ that breaks Assumption 4.5 with the same non-negligible advantage.

To start, $B$ will get as input a group setting $\text{params} := (N, G_1, G_2, G_T, e, g_1, g_2)$ and elements $u, v \in G$ and $T \in G_T$. It will then set $pk := u$ and give both $\text{params}$ and $pk$ to $A$. When $A$ gives back its query $(M_0, M_1)$, $B$ will pick a bit $b \xleftarrow{\$} \{0, 1\}$ and return to $A C := (v, M_b : T)$. When $A$ outputs its guess bit $b'$, $B$ will guess that $T$ is random if $b' \neq b$ and equal to $e(f_1(u), f_2(v))$ otherwise.

To see that interactions with $B$ are distributed indistinguishably from those that $A$ expects, we first observe that $\text{params}$ are the same in both the honest case and the interaction with $B$. Similarly, as $u$ is assumed to be a random value, the $pk$ given to $A$ will be distributed identically in both cases as well. As for the ciphertext, using $C_1 := v$ is again distributed identically to the honest distribution over $C_1$, as in both cases it is just a random element of $G$. Turning finally to the value $C_2$, we see that if $T$ is random then $C_2$ is random as well, and is thus information-theoretically independent of the message $M_b$.

In this case, then, $A$ can have no advantage in guessing the bit $b$. In the case that $T = e(f_1(u), f_2(v))$, however, $(C_1, C_2)$ is an honestly computed encryption of $M_b$ and so $A$ should have the same advantage here that it does normally. As $B$ therefore succeeds in guessing whenever $A$ does, $B$ must succeed with advantage $\epsilon$ as well.

Acknowledgments

References


A Definitions

A.1 Definitions for zero-knowledge proofs

In Section 6 we construct a non-interactive zero-knowledge proof of knowledge that a committed value is a bit; we formally define the notions of a zero-knowledge proof and a proof of knowledge here.
A non-interactive proof system [8, 28] for a relation \( R \) consists of three PPT algorithms: a CRSSetup algorithm that takes in the security parameter and generates a common reference string (CRS) \( \sigma_{crs} \), a \( \mathcal{P} \) algorithm that takes in \( \sigma_{crs} \), a statement \( x \) and a witness \( w \) and outputs a proof \( \pi \) that \( x \in L_R \), and a \( \mathcal{V} \) algorithm that takes in \( \sigma_{crs} \), a statement \( x \) and a proof \( \pi \) and outputs 1 if the proof is valid and 0 otherwise. We have the following definition that encapsulates the notions of witness indistinguishability, zero knowledge, and extractability that can be achieved for such a proof system:

**Definition A.1.** A set of algorithms \((\text{CRSSetup}, \mathcal{P}, \mathcal{V})\) constitute a non-interactive (NI) proof system for an efficient relation \( R \) with associated language \( L_R \) if completeness and soundness, as defined below, are satisfied; additionally, the proof system is extractable if extractability is satisfied, witness indistinguishable (WI) if witness-indistinguishability is satisfied, and zero knowledge if the zero-knowledge property is satisfied. A proof system that satisfies all of these properties is a non-interactive zero-knowledge proof of knowledge (NIZKPoK for short), while one that satisfies witness indistinguishability but not zero knowledge is a NIWIPoK.

1. Completeness [8]. For all \( \sigma_{crs} \xleftarrow{\$} \text{CRSSetup}(1^k) \) and \( (x, w) \in R \), \( \mathcal{V}(\sigma_{crs}, x, \pi) = 1 \) for all \( \pi \xleftarrow{\$} \mathcal{P}(\sigma_{crs}, x, w) \).
2. Soundness [8]. For all PPT \( \mathcal{A} \) and \( \sigma_{crs} \xleftarrow{\$} \text{CRSSetup}(1^k) \), the probability that \( \mathcal{A}(\sigma_{crs}) \) outputs \( (x, \pi) \) such that \( x \notin L_R \) but \( \mathcal{V}(\sigma_{crs}, x, \pi) = 1 \) is at most negligible. Perfect soundness is achieved when this probability is 0.
3. Extractability [35]. There exists a polynomial-time extractor \((E_1, E_2)\) such that \( E_1(1^k) \) outputs \((\sigma_{ext}, \tau_e)\), and \( E_2(\sigma_{ext}, \tau_e, x, \pi) \) outputs a value \( w \) such that \( \sigma_{ext} \xleftarrow{\$} E_1(1^k) \) is indistinguishable from \( \sigma_{crs} \xleftarrow{\$} \text{CRSSetup}(1^k) \), and for all PPT \( \mathcal{A} \), the probability that \( \mathcal{A}(\sigma_{ext}, \tau_e) \) outputs \((x, \pi)\) such that \( \mathcal{V}(\sigma_{crs}, x, \pi) = 1 \) but \( E_2(\sigma_{ext}, \tau_e, x, \pi) = w \) and \( (x, w) \notin R \) is at most negligible. Perfect extractability is achieved if this probability is 0, and \( \sigma_{ext} \) is distributed identically to \( \sigma_{crs} \).
4. Witness indistinguishability [28]. For all \((x, w_1, w_2) \in R \) and \((x, w_2) \in R \), for \( \sigma_{crs} \xleftarrow{\$} \text{CRSSetup}(1^k) \), \( \pi_1 \xleftarrow{\$} \mathcal{P}(\sigma_{crs}, x, w_1) \), and \( \pi_2 \xleftarrow{\$} \mathcal{P}(\sigma_{crs}, x, w_2) \), \( \pi_1 \) is indistinguishable from \( \pi_2 \). Perfect witness indistinguishability is achieved when these two distributions are identical.
5. Zero knowledge [28]. There exists a polynomial-time simulator \((S_1, S_2)\) such that \( S_1(1^k) \) outputs \((\sigma_{sim}, \tau_s)\), and \( S_2(\sigma_{sim}, \tau_s, x) \) outputs a value \( \pi_s \) such that for all \((x, w) \in R \) and PPT adversaries \( \mathcal{A} \), the following two interactions are indistinguishable: in the first, we compute \( \sigma_{crs} \xleftarrow{\$} \text{CRSSetup}(1^k) \) and give \( \mathcal{A} \) \( \sigma_{crs} \) and oracle access to \( \mathcal{P}(\sigma_{crs}, \cdot, \cdot) \) (where \( \mathcal{P} \) will output \( \perp \) on input \((x, w)\) such that \((x, w) \notin R \)); in the second, we compute \( \sigma_{sim} \xleftarrow{\$} S_1(1^k) \) and give \( \mathcal{A} \) \( \sigma_{sim} \) and oracle access to \( S_2'(\sigma_{sim}, \tau_s, \cdot, \cdot) \), where, on input \((x, w)\), \( S_2'(\sigma_{sim}, \tau_s, x) \) if \((x, w) \in R \) and \( \perp \) otherwise. Perfect zero-knowledge is achieved if these interactions are distributed identically.

### A.2 Definitions for identity-based encryption

In Section 7.1 we construct an IBE scheme; recall briefly that an IBE consists of four algorithms: \(\text{Setup}(1^k)\), \(\text{KeyGen}(\text{params}, \text{msk}, \text{id})\), \(\text{Enc}(\text{params}, \text{id}, M)\), and \(\text{Dec}(\text{params}, \text{sk}_{id}, C)\). The properties required by these algorithms can be summarized in the following definition:

**Definition A.2.** An IBE scheme \(\mathcal{E} = (\text{Setup}, \text{KeyGen}, \text{Enc}, \text{Dec})\) is chosen-plaintext secure under a chosen identity attack (or IND-ID-CPA-secure for short) if the following two properties hold:

1. Correctness: For all identities \(\text{id}\), messages \(M\), and \((\text{params}, \text{msk}) \xleftarrow{\$} \text{Setup}(1^k)\), if \(\text{sk}_{id}\) is the output of \(\text{KeyGen}(\text{msk}, \text{id})\) and \(C\) is the output of \(\text{Enc}(\text{params}, \text{id}, M)\), then \(\text{Dec}(\text{params}, \text{sk}_{id}, C)\) outputs \(M\) with probability 1.
2. **IND-ID-CPA security:** For an adversary $A$ and a bit $b$, let $p_b^A(k)$ be the probability of the event that $b' = 0$ in the following game:

- **Step 1:** $(\text{params}, \text{msk}) \xleftarrow{\$} \text{Setup}(1^k)$.
- **Step 2:** $A$ gets params and is allowed to issue queries to a key extraction oracle; i.e., an oracle that, on input $id$, returns $sk_{id} \xleftarrow{\$} \text{KeyGen}(\text{msk}, id)$. At some point, $A$ will output $(id^*, M_0, M_1)$, with the constraint that it must not have queried its oracle on input $id^*$.
- **Step 3:** $C^* \xleftarrow{\$} \text{Enc}(\text{params}, id^*, M_6)$.
- **Step 4:** $A$ is given $C^*$ and access to its key extraction oracle, with the continued stipulation that it cannot query it on $id^*$. Finally, $A$ will output a guess bit $b'$.

The IBE is considered **IND-ID-CPA secure** if for all PPT algorithms $A$ there exists a negligible function $\nu(\cdot)$ such that $|p_0^A(k) - p_1^A(k)| < \nu(k)$.

In addition, an IBE can be called **anonymous** [1] if a ciphertext does not reveal its intended recipient (i.e., the identity $id$ used to compute it). We have the following security definition:

**Definition A.3.** [1] For an IBE scheme $(\text{Setup}, \text{KeyGen}, \text{Enc}, \text{Dec})$, a PPT adversary $A$, and a bit $b$, let $p_b^A(k)$ be the probability of the event that $b' = 0$ in the following game:

- **Step 1:** $(\text{params}, \text{msk}) \xleftarrow{\$} \text{Setup}(1^k)$.
- **Step 2:** $A$ gets params and is allowed to issue queries to a key extraction oracle; i.e., an oracle that, on input $id$, returns $sk_{id} \xleftarrow{\$} \text{KeyGen}(\text{msk}, id)$. At some point, $A$ will output $(id_0^*, id_1^* M)$, with the constraint that it must not have queried its oracle on $id_0^*$ or $id_1^*$.
- **Step 3:** $C^* \xleftarrow{\$} \text{Enc}(\text{params}, id^*_0, M)$.
- **Step 4:** $A$ is given $C^*$ and access to its key extraction oracle, with the continued stipulation that it cannot query it on $id_0^*$ or $id_1^*$. Finally, $A$ will output a guess bit $b'$.

The IBE is considered **anonymous** if for all PPT algorithms $A$ there exists a negligible function $\nu(\cdot)$ such that $|p_0^A(k) - p_1^A(k)| < \nu(k)$.

In addition to introducing the above notion of anonymity, Abdalla et al. also consider a weaker notion (which they call **IND-ANO-RE-CPA** and we choose to call **weak anonymity**) defined as follows:

**Definition A.4.** [1] For an IBE scheme $(\text{Setup}, \text{KeyGen}, \text{Enc}, \text{Dec})$, a PPT adversary $A$, and a bit $b$, let $p_b^A(k)$ be the probability of the event that $b' = 0$ in the following game:

- **Step 1:** $(\text{params}, \text{msk}) \xleftarrow{\$} \text{Setup}(1^k)$.
- **Step 2:** $A$ gets params and is allowed to issue queries to a key extraction oracle; i.e., an oracle that, on input $id$, returns $sk_{id} \xleftarrow{\$} \text{KeyGen}(\text{msk}, id)$. At some point, $A$ will output $(id_0^*, id_1^* M)$, with the constraint that it must not have queried its oracle on $id_0^*$ or $id_1^*$.
- **Step 3:** $R \xleftarrow{\$} \{0, 1\}^{|M|}, C^* \xleftarrow{\$} \text{Enc}(\text{params}, id^*_0, R)$.
- **Step 4:** $A$ is given $C^*$ and access to its key extraction oracle, with the continued stipulation that it cannot query it on $id_0^*$ or $id_1^*$. Finally, $A$ will output a guess bit $b'$.

The IBE is considered **weakly anonymous** if for all PPT algorithms $A$ there exists a negligible function $\nu(\cdot)$ such that $|p_0^A(k) - p_1^A(k)| < \nu(k)$.

They then go on to prove the following lemma, which we will use in Section 7 when we prove security of our IBE construction.

**Lemma A.5.** [1] If an IBE scheme is IND-ID-CPA secure and weakly anonymous then is also anonymous.
B A Restricted Two-Party Computation for 2-DNF

In this section, we show how the adapted version of BGN encryption presented in Section 5 can be used to realize a restricted two-party computation for a 2-DNF formula. We first define a 2-DNF:

Definition B.1. [15] A 2-DNF formula over the variables \( x_1, \ldots, x_n \) is of the form \( \bigvee_{i=1}^{k} (\ell_{i,1} \land \ell_{i,2}) \) where \( \ell_{i,1}, \ell_{i,2} \in \{ x_1, \ldots, x_n, \bar{x}_1, \ldots, \bar{x}_n \} \).

In a regular (i.e., unrestricted) two-party computation of a 2-DNF, one party, Alice, holds the formula \( \phi(x_1, \ldots, x_n) \) and another party, Bob, holds an assignment \( a_1, \ldots, a_n \). In the course of the computation, we would like Bob to learn \( \phi(a_1, \ldots, a_n) \) without Alice learning anything about the assignment and without Bob learning anything about the formula (beyond what he learns from his output). To accomplish this using regular BGN encryption, Boneh et al. [15] outline a protocol: briefly, Bob can encrypt his assignment \( a_1, \ldots, a_n \) using the BGN encryption scheme and send the ciphertexts to Alice, who then uses the homomorphic properties of the scheme to compute an encryption of \( \phi(a_1, \ldots, a_n) \) by using \( \times \) in place of \( \land \), \( + \) in place of \( \lor \), and \( (1-x_i) \) in place of \( \bar{x}_i \).

Boneh et al. also describe [15, Section 4.2] how to use this two-party computation of a 2-DNF formula to achieve private information retrieval (PIR for short): if Alice holds a database \( D \) of size \( n \) (for \( n \) a perfect square, this can mean a table with dimensions \( \sqrt{n} \times \sqrt{n} \)), then the 2-DNF formula can be \( \phi(x_1, \ldots, x_{\sqrt{n}}, y_1, \ldots, y_{\sqrt{n}}) := \bigwedge_{i,j=1}^{\sqrt{n}} (x_i \land y_j) \). If Bob wishes to retrieve the \((i, j)\)-th entry of this database, he sets \( x_i = y_j = 1 \) and all other variables to 0; he and Alice then engage in the two-party computation outlined above and at the end Bob will learn the value \( D_{i,j} \).

In a restricted two-party computation, Bob can potentially encrypt his assignment to ensure that two values are not put in the same clause; this is accomplished by encrypting these values using the “noisy” type 3 and type 4 ciphertexts discussed in Section 5.

- Bob generates \((pk, sk) \leftarrow \text{KeyGen}(1^k)\) and sends \( pk \) to Alice. For unrestricted \( a_i \) values which can be put in a clause with any other value, Bob computes \( c_{1i} \leftarrow \text{Enc}(pk, 1, a_i) \) and \( c_{2i} \leftarrow \text{Enc}(pk, 2, a_i) \), while for restricted values \( a_j \) Bob computes \( c_{1j} \leftarrow \text{Enc}(pk, 3, a_j) \) and \( c_{2j} \leftarrow \text{Enc}(pk, 4, a_j) \). Bob then sends \( \{c_{1i}, c_{2i}\} \) to Alice.
- Upon receiving \( pk \) and \( \{c_{1i}, c_{2i}\} \), Alice proceeds as follows: for each clause of the form \((\ell_1, \ell_2)\), if \( \ell_1 = x_i \) then Alice will set \( y_1 := c_{1i} \) and if \( \ell_1 = \bar{x}_i \) then she sets \( y_1 := \text{Enc}(pk, 1, 1)/c_{1i} \), so that \( y_1 \) encrypts \( 1 - a_i \). She then does the same for \( \ell_2 \); i.e., if \( \ell_2 = x_j \) then she sets \( y_2 := c_{2j} \) and if \( \ell_2 = \bar{x}_j \) then she sets \( y_2 := \text{Enc}(pk, 2, 1)/c_{2j} \). She then computes \( c_i \leftarrow \text{Eval}(pk, x, y_1, y_2) \) for the \( i \)-th clause, and repeats this for all clauses. She can then compute \( c \leftarrow \text{Eval}(pk, +, \{c_i\})^8 \) and return \( c \) to Bob.
- When he gets back \( c \) from Alice, Bob can compute \( m = \text{Dec}(sk, c) \) to recover the value of \( \phi(a_1, \ldots, a_n) \).

Theorem B.2. The above protocol is correct.

Proof. To show this, we want to prove that if Alice’s formula is \( \phi(x_1, \ldots, x_n) = \bigvee_{i=1}^{k} (\ell_{i,1} \land \ell_{i,2}) \), then if Bob uses all unrestricted values (i.e., sticks to Type 1 and Type 2 encryption), at the end he outputs \( m = \phi(a_1, \ldots, a_n) \). To start, Alice computes

\[ c_i \leftarrow \text{Eval}(pk, x, y_1, y_2) = e(y_1, y_2) \cdot e(h_1, g_2)^r \]

Note that while we previously defined \( \text{Eval} \) only on pairs of ciphertexts, it is straightforward to extend it to take in a set of \( n \) ciphertexts instead.
for \( r \overset{\$}{\leftarrow} \mathbb{Z}/N \mathbb{Z} \). If \( \ell_{1,i} = x_j \) and \( \ell_{2,i} = x_{j'} \), then \( y_1 \overset{\$}{\leftarrow} \text{Enc}(pk, 1, a_j) \) and \( y_2 \overset{\$}{\leftarrow} \text{Enc}(pk, 2, a_{j'}) \), and thus \( c_i \) encrypts \( a_j \cdot a_{j'} = a_j \wedge a_{j'} \); we can similarly argue about the cases in which \( \ell_{1,i} = \bar{x}_j \) or \( \ell_{2,i} = \bar{x}_{j'} \). Now, Alice computes \( c \overset{\$}{\leftarrow} \text{Eval}(pk, +, \{c_1\}_i); \) as \( c_i \) appropriately encrypts \( a_j \wedge a_{j'} \), we have

\[
c = c_1 \cdot \ldots \cdot c_k \cdot e(h_1, g_2)^r
\]

for \( r \overset{\$}{\leftarrow} \mathbb{Z}/N \mathbb{Z} \), which encrypts the sum, or logical or, of, each of the clauses. By the correctness of BGN decryption, Bob will therefore correctly pull out the value \( \phi(a_1, \ldots, a_n) \) as desired. \( \Box \)

As our protocol is, modulo Bob’s choice of encryption, essentially identical to that of Boneh et al., the proof of the following theorem is very similar to theirs:

**Theorem B.3.** If SGH holds in \( G_1 \) and \( G_2 \), the above protocol is a secure two-party computation for a semi-honest Alice and a semi-honest Bob.

**Proof.** (Sketch.) By the IND-CPA security of the encryption scheme, the ciphertexts \( \{c_{1i}, c_{2i}\}_i \) that Bob sends to Alice reveal nothing about his assignment \( (a_1, \ldots, a_n) \); in particular, to simulate Bob’s side of the interaction, a simulator could simply give \( \{c_{1i} \overset{\$}{\leftarrow} \text{Enc}(pk, 1, 0), c_{2i} \overset{\$}{\leftarrow} \text{Enc}(pk, 2, 0)\}_i \) to Alice. Similarly, as Bob receives only the final ciphertext \( c \), a simulator knowing the value of \( \phi(a_1, \ldots, a_n) \) could simply compute \( c \overset{\$}{\leftarrow} \text{Enc}(pk, 5, \phi(a_1, \ldots, a_n)) \) and return this to Bob; as this is distributed identically to what Bob receives from Alice, yet the simulator knew only \( \phi(a_1, \ldots, a_n) \), Bob learns nothing beyond whether the formula was satisfied or not. \( \Box \)

As observed by Boneh et al., the above protocol is not secure against a malicious Bob. As an example, if Bob sends Alice encryptions of values that are not bits, then he can potentially learn if and how these values were used by seeing if \( \phi(a_1, \ldots, a_n) \) is itself a bit or not. To augment this protocol to be secure even for a malicious Bob, we again adopt the approach of Boneh et al. Now, in addition to generating the set of ciphertexts \( \{c_{1i}, c_{2i}\}_i \), Bob can also generate, for each \( i \), a zero-knowledge proof \( \pi_i \) that \( c_{1i} \) and \( c_{2i} \) are encryptions of the same value, and that that value is a bit. To see how such proofs can be generated, we refer the reader to Section 6. To also prevent against Bob giving Alice a set of ciphertexts that he does not actually know how to decrypt, we can add an extra interaction in between Steps 1 and 2 in which Alice ensures that Bob really can decrypt by sending him a set of challenge ciphertexts and asking him to return the corresponding plaintexts. She will then only continue with Step 2 if the plaintexts are correct and all of the proofs \( \pi_i \) verify.

**Theorem B.4.** If duplicate SGH holds, the above protocol is a secure two-party computation for a semi-honest Alice and a malicious Bob.

**Proof.** (Sketch.) Once again, the IND-CPA security of the encryption scheme guarantees that Alice will learn nothing about Bob’s assignment. In addition, the zero-knowledge property of the proof guarantees that these also reveal no information about the assignment \( (a_1, \ldots, a_n) \); i.e., to simulate the proofs in addition to the ciphertexts, it would suffice to run the zero-knowledge simulator. As for Alice’s security against a malicious Bob, by the soundness of the proof, Bob is unable to generate a proof \( \pi_i \) that verifies and yet the ciphertexts \( c_{1i} \) and \( c_{2i} \) do not encrypt a bit. Bob is therefore constrained to behave as he would in the honest protocol, and thus security reduces to the semi-honest case. \( \Box \)

On its own, it is perhaps not immediately clear why Bob would be interested in this type of restricted evaluation. Consider, however, the following example: Bob is a government employee who has recently, for whatever reason, had his security clearance downgraded, and Alice is in possession of a database that Bob wishes to access certain elements of. Because of his downgraded clearance, however, there
are now certain entries in the database that Bob is not granted permission to access. To ensure that Bob does not access these entries, a censor Carol can be inserted into the above process as follows: Bob encrypts his values just as he did in the honest PIR scheme; i.e., if he is interested in the \((i,j)\)-th entry then he sets \(x_i = y_j = 1\) and all other variables to 0. He then encrypts these values, using only type 1 and type 2 encryptions,\(^9\) to get a set of ciphertexts \(\{c_{1i}, c_{2i}\}\) and passes these ciphertexts to Carol. Now, for all entries \((i',j')\) that Bob should not be allowed to access, Carol can add noise to the appropriate ciphertexts as follows: first, for all \(i'\) such that there is a corresponding \(j'\) such that access to the \((i',j')\)-th entry should be disallowed (and analogously for all \(j'\) such that there is a corresponding \(i'\)), Carol can pick random values \(r_1, r_2 \in \mathbb{Z}/N\mathbb{Z}\) and compute \(c'_{1i'} := c_{1i'} \cdot g^{r_1}\) and \(c'_{2i'} := c_{2i'} \cdot g^{r_2}\); note that this changes the type of the \(c_{1i'}\) ciphertext from 1 to 3, and the type of the \(c_{2i'}\) ciphertext from 2 to 4. Carol then passes these modified ciphertexts along to Alice, who can return the result straight to Bob.

By the properties discussed in Section 5, we know that if access to the \((i,j)\)-th entry is restricted then Bob will get back an encryption of garbage rather than \(D_{i,j}\). In addition, the IND-CPA security of the encryption scheme guarantees that Carol can restrict access to certain entries without learning anything about which entry Bob is trying to access. Although Alice does learn that the request has been passed through a censor, without knowledge of \(f_1\) she still cannot “undo” the censoring process and thus, as desired, neither Alice nor Carol will learn which entry Bob was trying to access, and Bob will get back either (1) \(D_{i,j}\) if his security clearance permits access to the \((i,j)\)-th entry, (2) nothing if Alice chooses to abort, or (3) some garbage value to indicate that he is not permitted to access the \((i,j)\)-th entry.

\(^9\)We note that it does not actually cause any problems for Bob to use types 3 and 4 encryption as well, but it doesn’t seem to provide any benefit to Bob either.