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Preface (Part II)
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Preface (Parts I, II, III)

As a text, this book is intended for upper division undergraduate and beginning graduate students in mathematics, applied mathematics, and fields of science and engineering that rely heavily on mathematical methods. However, it has been organized with particular concern for workers in these diverse fields who want to review the subject of linear algebra. In other words, we have written a book which we hope will still be referred to long after any final exam is over. As a result, we have included far more material than can possibly be covered in a single semester or quarter. This accomplishes at least two things. First, it provides the basis for a wide range of possible courses that can be tailored to the needs of the student or the desire of the instructor. And second, it becomes much easier for the student to later learn the basics of several more advanced topics such as tensors and infinite-dimensional vector spaces from a point of view coherent with elementary linear algebra. Indeed, we hope that this text will be quite useful for self-study. Because of this, our proofs are extremely detailed and should allow the instructor extra time to work out exercises and provide additional examples if desired.
A major concern in writing this book has been to develop a text that addresses the exceptional diversity of the audience that needs to know something about the subject of linear algebra. Although seldom explicitly acknowledged, one of the central difficulties in teaching a linear algebra course to advanced students is that they have been exposed to the basic background material from many different sources and points of view. An experienced mathematician will see the essential equivalence of these points of view, but these same differences seem large and very formidable to the students. An engineering student for example, can waste an inordinate amount of time because of some trivial mathematical concept missing from their background. A mathematics student might have had a concept from a different point of view and not realize the equivalence of that point of view to the one currently required. Although such problems can arise in any advanced mathematics course, they seem to be particularly acute in linear algebra.

To address this problem of student diversity, we have written a very self-contained text by including a large amount of background material necessary for a more advanced understanding of linear algebra. The most elementary of this material constitutes Chapter 0, and some basic analysis is presented in three appendices. In addition, we present a thorough introduction to those aspects of abstract algebra, including groups, rings, fields and polynomials over fields, that relate directly to linear algebra. This material includes both points that may seem “trivial” as well as more advanced background material. While trivial points can be quickly skipped by the reader who knows them already, they can cause discouraging delays for some students if omitted. It is for this reason that we have tried to err on the side of over-explaining concepts, especially when these concepts appear in slightly altered forms. The more advanced reader can gloss over these details, but they are there for those who need them. We hope that more experienced mathematicians will forgive our repetitive justification of numerous facts throughout the text.

A glance at the Contents shows that we have covered those topics normally included in any linear algebra text although, as explained above, to a greater level of detail than other books. Where we differ significantly in content from most linear algebra texts however, is in our treatment of canonical forms (Chapter 8), tensors (Chapter 11), and infinite-dimensional vector spaces (Chapter 12). In particular, our treatment of the Jordan and rational canonical forms in Chapter 8 is based entirely on invariant factors and the
Smith normal form of a matrix. We feel this approach is well worth the effort required to learn it since the result is, at least conceptually, a constructive algorithm for computing the Jordan and rational forms of a matrix. However, later sections of the chapter tie together this approach with the more standard treatment in terms of cyclic subspaces. Chapter 11 presents the basic formalism of tensors as they are most commonly used by applied mathematicians, physicists and engineers. While most students first learn this material in a course on differential geometry, it is clear that virtually all the theory can be easily presented at this level, and the extension to differentiable manifolds then becomes only a technical exercise. Since this approach is all that most scientists ever need, we leave more general treatments to advanced courses on abstract algebra. Finally, Chapter 12 serves as an introduction to the theory of infinite-dimensional vector spaces. We felt it is desirable to give the student some idea of the problems associated with infinite-dimensional spaces and how they are to be handled. And in addition, physics students and others studying quantum mechanics should have some understanding of how linear operators and their adjoints are properly defined in a Hilbert space.

One major topic we have not treated at all is that of numerical methods. The main reason for this (other than that the book would have become too unwieldy) is that we feel at this level, the student who needs to know such techniques usually takes a separate course devoted entirely to the subject of numerical analysis. However, as a natural supplement to the present text, we suggest the very readable “Numerical Analysis” by I. Jacques and C. Judd (Chapman and Hall, 1987).

The problems in this text have been accumulated over 25 years of teaching the subject of linear algebra. The more of these problems that the students work the better. Be particularly wary of the attitude that assumes that some of these problems are “obvious” and need not be written out or precisely articulated. There are many surprises in the problems that will be missed from this approach! While these exercises are of varying degrees of difficulty, we have not distinguished any as being particularly difficult. However, the level of difficulty ranges from routine calculations that everyone reading this book should be able to complete, to some that will require a fair amount of thought from most students.

Because of the wide range of backgrounds, interests and goals of both students and instructors, there is little point in our recommending a particular
course outline based on this book. We prefer instead to leave it up to each teacher individually to decide exactly what material should be covered to meet the needs of the students. While at least portions of the first seven chapters should be read in order, the remaining chapters are essentially independent of each other. Those sections that are essentially applications of previous concepts, or else are not necessary for the rest of the book are denoted by an asterisk (*).

Now for one last comment on our notation. We use the symbol ■ to denote the end of a proof, and / to denote the end of an example. Sections are labeled in the format “Chapter.Section,” and exercises are labeled in the format “Chapter.Section.Exercise.” For example, Exercise 2.3.4 refers to Exercise 4 of Section 2.3, i.e., Section 3 of Chapter 2. Books listed in the bibliography are referred to by author and copyright date.
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We are now ready to elaborate on the material of Sections 2.4, 2.5 and 5.1. Throughout this chapter, the field $\mathcal{F}$ will be assumed to be either the real or complex number system unless otherwise noted.

9.1 BILINEAR FUNCTIONALS

Recall from Section 5.1 that the vector space $V^* = L(V, \mathcal{F})$: $V \rightarrow \mathcal{F}$ is defined to be the space of linear functionals on $V$. In other words, if $\phi \in V^*$, then for every $u, v \in V$ and $a, b \in \mathcal{F}$ we have

$$\phi(au + bv) = a\phi(u) + b\phi(v) \in \mathcal{F}.$$ 

The space $V^*$ is called the **dual space** of $V$. If $V$ is finite-dimensional, then viewing $\mathcal{F}$ as a one-dimensional vector space (over $\mathcal{F}$), it follows from Theorem 5.4 that $\dim V^* = \dim V$. In particular, given a basis $\{e_i\}$ for $V$, the proof of Theorem 5.4 showed that a unique basis $\{\omega^i\}$ for $V^*$ is defined by the requirement that

$$\omega^i(e_j) = \delta^i_j$$

where we now again use superscripts to denote basis vectors in the dual space. We refer to the basis $\{\omega^i\}$ for $V^*$ as the basis **dual** to the basis $\{e_i\}$ for $V$. 
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Elements of $V^*$ are usually referred to as 1-forms, and are commonly denoted by Greek letters such as $\alpha$, $\phi$, $\theta$ and so forth. Similarly, we often refer to the $\omega^i$ as basis 1-forms.

Since applying Theorem 5.4 to the special case of $V^*$ directly may be somewhat confusing, let us briefly go through a slightly different approach to defining a basis for $V^*$.

Suppose we are given a basis $\{e_1, \ldots, e_n\}$ for a finite-dimensional vector space $V$. Given any set of $n$ scalars $\phi_i$, we define the linear functionals $\phi \in V^* = L(V, F)$ by $\phi(e_i) = \phi_i$. According to Theorem 5.1, this mapping is unique. In particular, we define $n$ linear functionals $\omega^i$ by $\omega^i(e_j) = \delta^i_j$. Conversely, given any linear functional $\phi \in V^*$, we define the $n$ scalars $\phi_i$ by $\phi_i = \phi(e_i)$. Then, given any $\phi \in V^*$ and any $v = \sum v^j e_j \in V$, we have on the one hand

$$\phi(v) = \phi(\sum v^j e_j) = \sum v^j \phi(e_j) = \sum \phi_i v^i$$

while on the other hand

$$\omega^i(v) = \omega^i(\sum v^j e_j) = \sum v^j \omega^i(e_j) = \sum v^j \delta^i_j = v^i.$$ 

Therefore $\phi(v) = \sum \phi_i \omega^i(v)$ for any $v \in V$, and we conclude that $\phi = \sum \phi_i \omega^i$. This shows that the $\omega^i$ span $V^*$, and we claim that they are in fact a basis for $V^*$.

To show that the $\omega^i$ are linearly independent, suppose $\sum a_i \omega^i = 0$. We must show that every $a_i = 0$. But for any $j = 1, \ldots, n$ we have

$$0 = \sum a_i \omega^i(e_j) = \sum a_i \delta^i_j = a_j$$

which verifies our claim. This completes the proof that $\{\omega^i\}$ forms a basis for $V^*$.

There is another common way of denoting the action of $V^*$ on $V$ that is quite similar to the notation used for an inner product. In this approach, the action of the dual basis $\{\omega^i\}$ for $V^*$ on the basis $\{e_j\}$ for $V$ is denoted by writing $\omega^i(e_j)$ as

$$\langle \omega^i, e_j \rangle = \delta^i_j.$$ 

However, it should be carefully noted that this is not an inner product. In particular, the entry on the left inside the bracket is an element of $V^*$, while the entry on the right is an element of $V$. Furthermore, from the definition of $V^*$ as a linear vector space, it follows that $\langle \ , \rangle$ is linear in both entries. In other words, if $\phi, \theta \in V^*$, and if $u, v \in V$ and $a, b \in F$, we have
\[ \langle a\phi + b\theta, u \rangle = a \langle \phi, u \rangle + b \langle \theta, u \rangle \]
\[ \langle \phi, au + bv \rangle = a \langle \phi, u \rangle + b \langle \phi, v \rangle. \]

These relations define what we shall call a **bilinear functional** \( \langle \cdot, \cdot \rangle : V^* \times V \to \mathcal{F} \) on \( V^* \) and \( V \) (compare this with definition IP1 of an inner product given in Section 2.4).

We summarize these results as a theorem.

**Theorem 9.1** Let \( \{e_1, \ldots, e_n\} \) be a basis for \( V \), and let \( \{\omega^1, \ldots, \omega^n\} \) be the corresponding dual basis for \( V^* \) defined by \( \omega^i(e_j) = \delta^i_j \). Then any \( v \in V \) can be written in the forms
\[
v = \sum_{i=1}^{n} v^i e_i = \sum_{i=1}^{n} \omega^i(v)e_i = \sum_{i=1}^{n} \langle \omega^i, v \rangle e_i
\]
and any \( \phi \in V^* \) can be written as
\[
\phi = \sum_{i=1}^{n} \phi_i \omega^i = \sum_{i=1}^{n} \phi(e_i)\omega^i = \sum_{i=1}^{n} \langle \phi, e_i \rangle \omega^i.
\]

This theorem provides us with a simple interpretation of the dual basis. In particular, since we already know that any \( v \in V \) has the expansion \( v = \sum v^i e_i \) in terms of a basis \( \{e_i\} \), we see that \( \omega^i(v) = \langle \omega^i, v \rangle = v^i \) is just the \( i \)th coordinate of \( v \). In other words, \( \omega^i \) is just the \( i \)th coordinate function on \( V \) (relative to the basis \( \{e_i\} \)).

Let us make another observation. If we write \( v = \sum v^i e_i \) and recall that \( \phi(e_i) = \phi_i \), then (as we saw above) the linearity of \( \phi \) results in
\[
\langle \phi, v \rangle = \phi(v) = \phi(\sum v^i e_i) = \sum v^i \phi(e_i) = \sum v^i \phi_i
\]
which looks very much like the standard inner product on \( \mathbb{R}^n \). In fact, if \( V \) is an inner product space, we shall see that the components of an element \( \phi \in V^* \) may be related in a direct way to the components of some vector in \( V \) (see Section 11.10).

It is also useful to note that given any nonzero \( v \in V \), there exists \( \phi \in V^* \) with the property that \( \phi(v) \neq 0 \). To see this, we use Theorem 2.10 to first extend \( v \) to a basis \( \{v, v_2, \ldots, v_n\} \) for \( V \). Then, according to Theorem 5.1, there exists a unique linear transformation \( \phi: V \to \mathcal{F} \) such that \( \phi(v) = 1 \) and \( \phi(v_i) = 0 \) for \( i = 2, \ldots, n \). This \( \phi \) so defined clearly has the desired property. An important consequence of this comes from noting that if \( v_1, v_2 \in V \) with \( v_1 \neq v_2 \), then \( v_1 - v_2 \neq 0 \), and thus there exists \( \phi \in V^* \) such that...
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\[ 0 \neq \phi(v_1 - v_2) = \phi(v_1) - \phi(v_2) . \]

This proves our next result.

**Theorem 9.2** If \( V \) is finite-dimensional and \( v_1, v_2 \in V \) with \( v_1 \neq v_2 \), then there exists \( \phi \in V^* \) with the property that \( \phi(v_1) \neq \phi(v_2) \).

**Example 9.1** Consider the space \( V = \mathbb{R}^2 \) consisting of all column vectors of the form

\[ v = \begin{pmatrix} v^1 \\ v^2 \end{pmatrix} . \]

Relative to the standard basis we have

\[ v = v^1 \begin{pmatrix} 1 \\ 0 \end{pmatrix} + v^2 \begin{pmatrix} 0 \\ 1 \end{pmatrix} = v^1 e^1 + v^2 e^2 . \]

If \( \phi \in V^* \), then \( \phi(v) = \sum \phi_i v^i \), and we may represent \( \phi \) by the row vector \( \phi = (\phi_1, \phi_2) \). In particular, if we write the dual basis as \( \omega^1 = (a_1, b_1) \), then we have

\[ 1 = \omega^1(e_1) = (a_1, b_1) \begin{pmatrix} 1 \\ 0 \end{pmatrix} = a_1 \]

\[ 0 = \omega^1(e_2) = (a_1, b_1) \begin{pmatrix} 0 \\ 1 \end{pmatrix} = b_1 \]

\[ 0 = \omega^2(e_1) = (a_2, b_2) \begin{pmatrix} 1 \\ 0 \end{pmatrix} = a_2 \]

\[ 1 = \omega^2(e_2) = (a_2, b_2) \begin{pmatrix} 0 \\ 1 \end{pmatrix} = b_2 \]

so that \( \omega^1 = (1, 0) \) and \( \omega^2 = (0, 1) \). Note that, for example,

\[ \omega^1(v) = (1, 0) \begin{pmatrix} v^1 \\ v^2 \end{pmatrix} = v^1 \]

as it should. //
Exercises

1. Find the basis dual to the given basis for each of the following:
   (a) \( \mathbb{R}^2 \) with basis \( e_1 = (2, 1), e_2 = (3, 1) \).
   (b) \( \mathbb{R}^3 \) with basis \( e_1 = (1, -1, 3), e_2 = (0, 1, -1), e_3 = (0, 3, -2) \).

2. Let \( V \) be the space of all real polynomials of degree \( \leq 1 \). Define \( \omega^1, \omega^2 \in V^* \) by
   \[
   \omega^1(f) = \int_0^1 f(x) \, dx \quad \text{and} \quad \omega^2(f) = \int_0^2 f(x) \, dx.
   \]
   Find a basis \( \{e_1, e_2\} \) for \( V \) that is dual to \( \{\omega^1, \omega^2\} \).

3. Let \( V \) be the vector space of all polynomials of degree \( \leq 2 \). Define the linear functionals \( \omega^1, \omega^2, \omega^3 \in V^* \) by
   \[
   \omega^1(f) = \int_0^1 f(x) \, dx, \quad \omega^2(f) = f'(1), \quad \omega^3(f) = f(0)
   \]
   where \( f'(x) \) is the usual derivative of \( f(x) \). Find the basis \( \{e_i\} \) for \( V \) which is dual to \( \{\omega^j\} \).

4. (a) Let \( u, v \in V \) and suppose that \( \phi(u) = 0 \) implies \( \phi(v) = 0 \) for all \( \phi \in V^* \). Show that \( v = ku \) for some scalar \( k \).
   (b) Let \( \phi, \sigma \in V^* \) and suppose that \( \phi(v) = 0 \) implies \( \sigma(v) = 0 \) for all \( v \in V \). Show that \( \sigma = k\phi \) for some scalar \( k \).

5. Let \( V = \mathcal{F}[x] \), and for a \( \in \mathcal{F} \), define \( \phi_a : V \to \mathcal{F} \) by \( \phi_a(f) = f(a) \). Show that:
   (a) \( \phi_a \) is linear, i.e., that \( \phi_a \in V^* \).
   (b) If \( a \neq b \), then \( \phi_a \neq \phi_b \).

6. Let \( V \) be finite-dimensional and \( W \) a subspace of \( V \). If \( \phi \in W^* \), prove that \( \phi \) can be extended to a linear functional \( \Phi \in V^* \), i.e., \( \Phi(w) = \phi(w) \) for all \( w \in W \).

9.2 DOUBLE DUALS AND ANNIHILATORS

We now discuss the similarity between the dual space and inner products. To elaborate on this relationship, let \( V \) be finite-dimensional over the real field \( \mathbb{R} \) with an inner product \( \langle \cdot, \cdot \rangle : V \times V \to \mathcal{F} \) defined on it. (There should be no confusion between the inner product on \( V \) and the action of a bilinear functional on \( V^* \times V \) because both entries in the inner product expressions are elements of \( V \).) In fact, throughout this section we may relax our definition of inner product somewhat as follows. Referring to our definition in Section 2.4,
we keep properties (IP1) and (IP2), but instead of (IP3) we require that if \( u \in V \) and \( \langle u, v \rangle = 0 \) for all \( v \in V \), then \( u = 0 \). Such an inner product is said to be nondegenerate. The reader should be able to see easily that (IP3) implies nondegeneracy, and hence all inner products we have used so far in this book have been nondegenerate. (In Section 11.10 we will see an example of an inner product space with the property that \( \langle u, u \rangle = 0 \) for some \( u \neq 0 \).)

If we leave out the second vector entry in the inner product \( \langle u, \cdot \rangle \), then what we have left is essentially a linear functional on \( V \). In other words, given any \( u \in V \), we define a linear functional \( L_u : V^* \to \mathbb{F} \) by

\[
L_u(v) = \langle u, v \rangle
\]

for all \( v \in V \). From the definition of a (real) inner product, it is easy to see that this functional is indeed linear. Furthermore, it also has the property that

\[
L_{au + bv} = aL_u + bL_v
\]

for all \( u, v \in V \) and \( a, b \in \mathbb{F} \). What we have therefore done is define a linear mapping \( L : V \to V^* \) by \( L(u) = L_u \) for all \( u \in V \). Since the inner product is nondegenerate, we see that if \( u \neq 0 \) then \( L_u(v) = \langle u, v \rangle \) can not vanish for all \( v \in V \), and hence \( L_u \neq 0 \). This means that \( \text{Ker } L = \{0\} \), and hence the mapping must be one-to-one (Theorem 5.5). But both \( V \) and \( V^* \) are of dimension \( n \), and therefore this mapping is actually an isomorphism of \( V \) onto \( V^* \). This proves our next theorem.

**Theorem 9.3** Let \( V \) be finite-dimensional over \( \mathbb{R} \), and assume that \( V \) has a nondegenerate inner product defined on it. Then the mapping \( u \mapsto L_u \) is an isomorphism of \( V \) onto \( V^* \).

Looking at this isomorphism as a mapping from \( V^* \) onto \( V \), we can reword this theorem as follows.

**Corollary** Let \( V \) be as in Theorem 9.3. Then, given any linear functional \( L \in V^* \), there exists a unique \( u \in V \) such that \( L(v) = \langle u, v \rangle = L_u(v) \) for all \( v \in V \). In other words, given any \( L \in V^* \), there exists a unique \( u \in V \) such that \( L_u = L \).

Note that if \( V \) is a vector space over \( \mathbb{C} \) with the more general Hermitian inner product defined on it, then the definition \( L_u(v) = \langle u, v \rangle \) shows that \( L_{au} = a^*L_u \), and the mapping \( u \mapsto L_u \) is no longer an isomorphism of \( V \) onto \( V^* \). Such a mapping is not even linear, and is in fact called **antilinear** (or **conjugate linear**). We will return to this more general case later.
Let us now consider vector spaces $V$ and $V^*$ over an arbitrary (i.e., possibly complex) field $\mathcal{F}$. Since $V^*$ is a vector space, we can equally well define the space of linear functionals on $V^*$. By a procedure similar to that followed above, the expression $\langle \ , u \rangle$ for a fixed $u \in V$ defines a linear functional on $V^*$ (note that here $\langle \ , \rangle$ is a bilinear functional and not an inner product). In other words, we define the function $f_u: V^* \to \mathcal{F}$ by

$$f_u(\phi) = \langle \phi, u \rangle = \phi(u)$$

for all $\phi \in V^*$. It follows that for all $a, b \in \mathcal{F}$ and $\phi, \omega \in V^*$ we have

$$f_u(a\phi + b\omega) = \langle a\phi + b\omega, u \rangle = a\langle \phi, u \rangle + b\langle \omega, u \rangle = af_u(\phi) + bf_u(\omega)$$

and hence $f_u$ is a linear functional from $V^*$ to $\mathcal{F}$. In other words, $f_u$ is in the dual space of $V^*$. This space is called the double dual (or second dual) of $V$, and is denoted by $V^{**}$.

Note that Theorem 9.3 shows us that $V^*$ is isomorphic to $V$ for any finite-dimensional $V$, and hence $V^*$ is also finite-dimensional. But then applying Theorem 9.3 again, we see that $V^{**}$ is isomorphic to $V^*$, and therefore $V$ is isomorphic to $V^{**}$. Our next theorem verifies this fact by explicit construction of an isomorphism from $V$ onto $V^{**}$.

**Theorem 9.4** Let $V$ be finite-dimensional over $\mathcal{F}$, and for each $u \in V$ define the function $f_u: V^* \to \mathcal{F}$ by $f_u(\phi) = \phi(u)$ for all $\phi \in V^*$. Then the mapping $f: u \mapsto f_u$ is an isomorphism of $V$ onto $V^{**}$.

**Proof** We first show that the mapping $f: u \mapsto f_u$ defined above is linear. For any $u, v \in V$ and $a, b \in \mathcal{F}$ we see that

$$f_{au+bv}(\phi) = \langle \phi, au+bv \rangle$$

$$= a\langle \phi, u \rangle + b\langle \phi, v \rangle$$

$$= af_u(\phi) + bf_v(\phi)$$

$$= (af_u + bf_v)(\phi)$$.

Since this holds for all $\phi \in V^*$, it follows that $f_{au+bv} = af_u + bf_v$, and hence the mapping $f$ is indeed linear (so it defines a vector space homomorphism).

Now let $u \in V$ be an arbitrary nonzero vector. By Theorem 9.2 (with $v_1 = u$ and $v_2 = 0$) there exists a $\phi \in V^*$ such that $f_u(\phi) = \langle \phi, u \rangle \neq 0$, and hence clearly $f_u \neq 0$. Since it is obviously true that $f_0 = 0$, it follows that $\text{Ker } f = \{0\}$, and thus we have a one-to-one mapping from $V$ into $V^{**}$ (Theorem 5.5).
Finally, since $V$ is finite-dimensional, we see that $\dim V = \dim V^* = \dim V^{**}$, and hence the mapping $f$ must be onto (since it is one-to-one).

The isomorphism $f: u \mapsto f_u$ defined in Theorem 9.4 is called the **natural** (or **evaluation** mapping of $V$ into $V^{**}$. (We remark without proof that even if $V$ is infinite-dimensional this mapping is linear and injective, but is not surjective.) Because of this isomorphism, we will make the identification $V = V^{**}$ from now on, and hence also view $V$ as the space of linear functionals on $V^*$. Furthermore, if $\{\omega^i\}$ is a basis for $V^*$, then the dual basis $\{e_i\}$ for $V$ will be taken to be the basis for $V^{**}$. In other words, we may write

$$\omega^i(e_j) = e_j(\omega^i) = \delta^i_j$$

so that

$$\phi(v) = v(\phi) = \sum \phi_i v^i.$$  

Now let $S$ be an arbitrary subset of a vector space $V$. We call the set of elements $\phi \in V^*$ with the property that $\phi(v) = 0$ for all $v \in S$ the **annihilator** of $S$, and we denote it by $S^0$. In other words,

$$S^0 = \{\phi \in V^*: \phi(v) = 0 \text{ for all } v \in S\}.$$ 

It is easy to see that $S^0$ is a subspace of $V^*$. Indeed, suppose that $\phi, \omega \in S^0$, let $a, b \in \mathcal{F}$ and let $v \in S$ be arbitrary. Then

$$(a\phi + b\omega)(v) = a\phi(v) + b\omega(v) = 0 + 0 = 0$$

so that $a\phi + b\omega \in S^0$. Note also that we clearly have $0 \in S^0$, and if $T \subseteq S$, then $S^0 \subseteq T^0$.

If we let $S$ be the linear span of a subset $S \subseteq V$, then it is easy to see that $S^0 = S^0$. Indeed, if $u \in S$ is arbitrary, then there exist scalars $a_i, \ldots, a_r$ such that $u = \sum a_i v^i$ for some set of vectors $\{v^1, \ldots, v^r\} \subseteq S$. But then for any $\phi \in S^0$ we have

$$\phi(u) = \phi(\sum a_i v^i) = \sum a_i \phi(v^i) = 0$$

and hence $\phi \in S^0$. Conversely, if $\phi \in S^0$ then $\phi$ annihilates every $v \in S$ and hence $\phi \in S^0$. The main conclusion to deduce from this observation is that to find the annihilator of a subspace $W$ of $V$, it suffices to find the linear functionals that annihilate any basis for $W$ (see Example 9.2 below).
Just as we talked about the second dual of a vector space, we may define the space $S^{00}$ in the obvious manner by

$$S^{00} = (S^0)^0 = \{ v \in V : \phi(v) = 0 \text{ for all } \phi \in S^0 \}.$$  

This is allowed because of our identification of $V$ and $V^{**}$ under the isomorphism $u \mapsto f_u$. To be precise, note that if $v \in S \subset V$ is arbitrary, then for any $\phi \in S^0$ we have $f_v(\phi) = \phi(v) = 0$, and hence $f_v \in (S^0)^0 = S^{00}$. But by our identification of $v$ and $f_v$ (i.e., the identification of $V$ and $V^{**}$) it follows that $v \in S^{00}$, and thus $S \subset S^{00}$. If $S$ happens to be subspace of $V$, then we can in fact say more than this.

**Theorem 9.5** Let $V$ be finite-dimensional and $W$ a subspace of $V$. Then

(a) $\dim W^0 = \dim V - \dim W$.

(b) $W^{00} = W$.

**Proof** (a) Assume that $\dim V = n$ and $\dim W = m \leq n$. If we choose a basis $\{w_1, \ldots, w_m\}$ for $W$, then we may extend this to a basis

$$\{w_1, \ldots, w_m, v_1, \ldots, v_{n-m}\}$$

for $V$ (Theorem 2.10). Corresponding to this basis for $V$, we define the dual basis

$$\{\phi^1, \ldots, \phi^m, \theta^1, \ldots, \theta^{n-m}\}$$

for $V^*$. By definition of dual basis we then have $\theta^i(v_j) = \delta^i_j$ and $\theta^i(w_j) = 0$ for all $w_j$. This shows that $\theta^i \in W^0$ for each $i = 1, \ldots, n - m$. We claim that $\{\theta^i\}$ forms a basis for $W^0$.

Since each $\theta^i$ is an element of a basis for $V^*$, the set $\{\theta^i\}$ must be linearly independent. Now let $\sigma \in W^0$ be arbitrary. Applying Theorem 9.1 (and remembering that $w_i \in W$) we have

$$\sigma = \sum_{i=1}^m \langle \sigma, w_i \rangle \phi^i + \sum_{j=1}^{n-m} \langle \sigma, v_j \rangle \theta^j = \sum_{j=1}^{n-m} \langle \sigma, v_j \rangle \theta^j.$$  

This shows that the $\theta^i$ also span $W^0$, and hence they form a basis for $W^0$. Therefore $\dim W^0 = n - m = \dim V - \dim W$.

(b) Recall that the discussion preceding this theorem showed that $W \subset W^{00}$. To show that $W = W^{00}$, we need only show that $\dim W = \dim W^{00}$. However, since $W^0$ is a subspace of $V^*$ and $\dim V^* = \dim V$, we may apply part (a) to obtain
\[
\dim W^{00} = \dim V^* - \dim W^0 \\
= \dim V^* - (\dim V - \dim W) \\
= \dim W \ .
\]

**Example 9.2**  Let \( W \subset \mathbb{R}^4 \) be the two-dimensional subspace spanned by the (column) vectors \( w_1 = (1, 2, -3, 4) \) and \( w_2 = (0, 1, 4, -1) \). To find a basis for \( W^0 \), we seek \( \dim W^0 = 4 - 2 = 2 \) independent linear functionals \( \phi \) of the form \( \phi(x, y, z, t) = ax + by + cz + dt \) such that \( \phi(w_1) = \phi(w_2) = 0 \). (This is just \( \phi(w) = \sum \phi_i w^i \) where \( w = (x, y, z, t) \) and \( \phi = (a, b, c, d) \).) This means that we must solve the set of linear equations

\[
\begin{align*}
\phi(1, 2, -3, 4) &= a + 2b - 3c + 4t = 0 \\
\phi(0, 1, 4, -1) &= b + 4c - t = 0
\end{align*}
\]

which are already in row-echelon form with \( c \) and \( t \) as free variables (see Section 3.5). We are therefore free to choose any two distinct sets of values we like for \( c \) and \( t \) in order to obtain independent solutions.

If we let \( c = 1 \) and \( t = 0 \), then we obtain \( a = 11 \) and \( b = -4 \) which yields the linear functional \( \phi^1(x, y, z, t) = 11x - 4y + z \). If we let \( c = 0 \) and \( t = 1 \), then we obtain \( a = -6 \) and \( b = 1 \) so that \( \phi^2(x, y, z, t) = -6x + y + t \). Therefore a basis for \( W^0 \) is given by the pair \( \{\phi^1, \phi^2\} \). In component form, these basis (row) vectors are simply

\[
\phi^1 = (11, -4, 1, 0) \\
\phi^2 = (-6, 1, 0, 1) \ .
\]

This example suggests a general approach to finding the annihilator of a subspace \( W \) of \( \mathcal{F}^n \). To see this, first suppose that we have \( m \leq n \) linear equations in \( n \) unknowns:

\[
\sum_{j=1}^{n} a_{ij}x_j = 0
\]

for each \( i = 1, \ldots, m \). If we define the \( m \) linear functionals \( \phi^i \) by

\[
\phi^i(x_1, \ldots, x_n) = \sum_{j=1}^{n} a_{ij}x_j
\]

then we see that the solution space of our system of equations is nothing more than the subspace of \( \mathcal{F}^n \) that is annihilated by \( \{\phi^1\} \). Recalling the material of Section 3.5, we know that the solution space to this system is found by row-reducing the matrix \( A = (a_{ij}) \). Note also that the row vectors \( A_i \) are just the
coordinates of the linear functional $\phi^i$ relative to the basis of $F^n*$ that is dual to the standard basis for $F^n$.

Now suppose that for each $i = 1, \ldots, m$ we are given the vector $n$-tuple $v_i = (a_{i1}, \ldots, a_{in}) \in F^n$. What we would like to do is find the annihilator of the subspace $W \subseteq F^n$ that is spanned by the vectors $v_i$. From the previous section (and the above example) we know that any linear functional $\phi$ on $F^n$ must have the form $\phi(x_1, \ldots, x_n) = \sum_{i=1}^{n} c_i x_i$, and hence the annihilator we seek satisfies the condition

$$\phi(v_i) = \phi(a_{i1}, \ldots, a_{im}) = \sum_{j=1}^{n} a_{ij} c_j = 0$$

for each $i = 1, \ldots, m$. In other words, the annihilator $(c_1, \ldots, c_n)$ is a solution of the homogeneous system

$$\sum_{j=1}^{n} a_{ij} c_j = 0.$$

**Example 9.3** Let $W \subseteq \mathbb{R}^5$ be spanned by the four vectors

$$v_1 = (2, -2, 3, 4, -1) \quad v_2 = (-1, 1, 2, 5, 2)$$
$$v_3 = (0, 0, -1, -2, 3) \quad v_4 = (1, -1, 2, 3, 0).$$

Then $W^0$ is found by row-reducing the matrix $A$ whose rows are the basis vectors of $W$:

$$A = \begin{pmatrix}
    2 & -2 & 3 & 4 & -1 \\
    -1 & 1 & 2 & 5 & 2 \\
    0 & 0 & -1 & -2 & 3 \\
    1 & -1 & 2 & 3 & 0
\end{pmatrix}.$$  

Using standard techniques, the reduced matrix is easily found to be

$$\begin{pmatrix}
    1 & -1 & 0 & -1 & 0 \\
    0 & 0 & 1 & 2 & 0 \\
    0 & 0 & 0 & 0 & 1 \\
    0 & 0 & 0 & 0 & 0
\end{pmatrix}.$$  

This is equivalent to the equations

$$c_1 - c_2 - c_4 = 0,$$
$$c_3 + 2c_4 = 0,$$
$$c_5 = 0.$$
and hence the free variables are \( c_2 \) and \( c_4 \). Note that the row-reduced form of \( A \) shows that \( \dim W = 3 \), and hence \( \dim W^0 = 5 - 3 = 2 \). Choosing \( c_2 = 1 \) and \( c_4 = 0 \) yields \( c_1 = 1 \) and \( c_3 = 0 \), and hence one of the basis vectors for \( W^0 \) is given by \( \phi^1 = (1, 1, 0, 0, 0) \). Similarly, choosing \( c_2 = 0 \) and \( c_4 = 1 \) results in the other basis vector \( \phi^2 = (1, 0, -2, 1, 0) \). //

Exercises

1. Let \( U \) and \( W \) be subspaces of \( V \) (which may be infinite-dimensional). Prove that:
   (a) \( (U + W)^0 = U^0 \cap W^0 \).
   (b) \( (U \cap W)^0 = U^0 + W^0 \).
   Compare with Exercise 2.5.2.

2. Let \( V \) be finite-dimensional and \( W \) a subspace of \( V \). Prove that \( W^* \) is isomorphic to \( V^*/W^0 \) and (independently of Theorem 9.5) also that
   \[
   \dim W^0 = \dim V - \dim W.
   \]
   [Hint: Consider the mapping \( T: V^* \rightarrow W^* \) defined by \( T\phi = \phi_w \) where \( \phi_w \) is the restriction of \( \phi \in V^* \) to \( W \). Show that \( T \) is a surjective linear transformation and that \( \ker T = W^0 \). Now apply Exercise 1.5.11 and Theorems 5.4 and 7.34.]

3. Let \( V \) be an \( n \)-dimensional vector space. An \((n - 1)\)-dimensional subspace of \( V \) is said to be a \textbf{hyperspace} (or \textbf{hyperplane}). If \( W \) is an \( m \)-dimensional subspace of \( V \), show that \( W \) is the intersection of \( n - m \) hyperspaces in \( V \).

4. Let \( U \) and \( W \) be subspaces of a finite-dimensional vectors space \( V \). Prove that \( U = W \) if and only if \( U^0 = W^0 \).

5. Let \( \{e_1, \ldots, e_5\} \) be the standard basis for \( \mathbb{R}^5 \), and let \( W \subset \mathbb{R}^5 \) be spanned by the three vectors
   \[
   w_1 = e_1 + 2e_2 + e_3
   \]
   \[
   w_2 = e_2 + 3e_3 + 3e_4 + e_5
   \]
   \[
   w_3 = e_1 + 4e_2 + 6e_3 + 4e_4 + e_5.
   \]
   Find a basis for \( W^0 \).
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Suppose \( U \) and \( V \) are vector spaces over a field \( \mathcal{F} \), and let \( U^* \) and \( V^* \) be the corresponding dual spaces. We will show that any \( T \in L(U, V) \) induces a linear transformation \( T^* \in L(V^*, U^*) \) in a natural way. We begin by recalling our discussion in Section 5.4 on the relationship between two bases for a vector space. In particular, if a space \( V \) has two bases \( \{e_i\} \) and \( \{\overline{e}_i\} \), we seek the relationship between the corresponding dual bases \( \{\omega^i\} \) and \( \{\overline{\omega}^i\} \) for \( V^* \). This is given by the following theorem.

**Theorem 9.6** Let \( \{e_i\} \) and \( \{\overline{e}_i\} \) be two bases for a finite-dimensional vector space \( V \), and let \( \{\omega^i\} \) and \( \{\overline{\omega}^i\} \) be the corresponding dual bases for \( V^* \). If \( P \) is the transition matrix from the basis \( \{e_i\} \) to the basis \( \{\overline{e}_i\} \), then \( (P^\top)^T \) is the transition matrix from the \( \{\omega^i\} \) basis to the \( \{\overline{\omega}^i\} \) basis.

**Proof** Let \( \dim V = n \). By definition of \( P = (p_{ij}) \) we have

\[
\overline{e}_i = \sum_{j=1}^{n} e_j p_{ji}
\]

for each \( i = 1, \ldots, n \). Similarly, let us define the (transition) matrix \( Q = (q_{ij}) \) by the requirement that

\[
\overline{\omega}^i = \sum_{j=1}^{n} \omega^j q_{ji}.
\]

We must show that \( Q = (P^\top)^T \). To see this, first note that the \( i \)th column of \( Q \) is \( Q^i = (q_{i1}, \ldots, q_{in}) \) and the \( j \)th row of \( P^\top \) is \( P^\top_j = (p^\top_{j1}, \ldots, p^\top_{jn}) \). From the definition of dual bases, we then see that

\[
\delta^i_j = \langle \overline{\omega}^i, \overline{e}_j \rangle \sum_k \omega^k q_{ki} = \sum_k q_{ki} p^\top_{kj} \langle \omega^k, e_r \rangle = \sum_k q_{ki} p^\top_{kj} = \sum_k p^\top_{kj} q_{ki} = (P^\top Q)_{ji}.
\]

In other words, \( P^\top Q = I \). Since \( P \) is a transition matrix it is nonsingular, and hence this shows that \( Q = (P^\top)^{-1} = (P^{-1})^T \) (Theorem 3.21, Corollary 4).  

Now suppose that \( T \in L(V, U) \). We define a mapping \( T^* : U^* \rightarrow V^* \) by the rule

\[
T^* \phi = \phi \circ T
\]

for all \( \phi \in U^* \). (The mapping \( T^* \) is frequently written \( T^\dagger \).) In other words, for any \( v \in V \) we have
To show that $T^*\phi$ is indeed an element of $V^*$, we simply note that for $v_1, v_2 \in V$ and $a, b \in F$ we have (using the linearity of $T$ and $\phi$)

\[
(T^*\phi)(av_1 + bv_2) = \phi(T(av_1 + bv_2)) \\
= \phi(aT(v_1) + bT(v_2)) \\
= a\phi(T(v_1)) + b\phi(T(v_2)) \\
= a(T^*\phi)(v_1) + b(T^*\phi)(v_2)
\]

(this also follows directly from Theorem 5.2). Furthermore, it is easy to see that the mapping $T^*$ is linear since for any $\phi, \theta \in U^*$ and $a, b \in F$ we have

\[
T^*(a\phi + b\theta) = (a\phi + b\theta) \circ T = a(\phi \circ T) + b(\theta \circ T) = a(T^*\phi) + b(T^*\theta)
\]

Hence we have proven the next result.

**Theorem 9.7** Suppose $T \in L(V, U)$, and define the mapping $T^* : U^* \to V^*$ by $T^*\phi = \phi \circ T$ for all $\phi \in U^*$. Then $T^* \in L(U^*, V^*)$.

The linear mapping $T^*$ defined in this theorem is called the **transpose** of the linear transformation $T$. The reason for the name transpose is shown in the next theorem. Note that we make a slight change in our notation for elements of the dual space in order to keep everything as simple as possible.

**Theorem 9.8** Let $T \in L(V, U)$ have matrix representation $A = (a_{ij})$ with respect to the bases $\{v_1, \ldots, v_m\}$ for $V$ and $\{u_1, \ldots, u_n\}$ for $U$. Let the dual spaces $V^*$ and $U^*$ have the corresponding dual bases $\{v^i\}$ and $\{u^i\}$. Then the matrix representation of $T^* \in L(U^*, V^*)$ with respect to these bases for $U^*$ and $V^*$ is given by $A^T$.

**Proof** By definition of $A = (a_{ij})$ we have

\[
Tv_i = \sum_{j=1}^{n} u_j a_{ji}
\]

for each $i = 1, \ldots, m$. Define the matrix representation $B = (b_{ij})$ of $T^*$ by

\[
T^*u^i = \sum_{j=1}^{m} v^j b_{ji}
\]

for each $i = 1, \ldots, n$. Applying the left side of this equation to an arbitrary basis vector $v_k$, we find
\[(T^*\bar{u}^i)v_k = \bar{u}^i(Tv_k) = \bar{u}^i(\sum u_ja_{jk}) = \sum \bar{u}^i(u_j)a_{jk} = \sum \delta^i_ja_{jk} = a_{ik}\]

while the right side yields

\[\sum \delta_{i_j}^j b_k = \sum \delta_{i_j}^j = b_{ki} \cdot\]

Therefore \(b_{ki} = a_{ik} = a^T_{ki}\), and thus \(B = A^T\) \(\blacksquare\).

**Example 9.4**  If \(T \in L(V, U)\), let us show that \(\ker T^* = (\im T)^0\). (Remember that \(T^*: U^* \to V^*\).) Let \(\phi \in \ker T^*\) be arbitrary, so that \(0 = T^*\phi = \phi \circ T\). If \(u \in U\) is any element in \(\im T\), then there exists \(v \in V\) such that \(u = Tv\). Hence

\[\phi(u) = \phi(Tv) = (T^*\phi)v = 0\]

and thus \(\phi \in (\im T)^0\). This shows that \(\ker T^* \subset (\im T)^0\).

Now suppose \(\theta \in (\im T)^0\) so that \(\theta(u) = 0\) for all \(u \in \im T\). Then for any \(v \in V\) we have

\[(T^*\theta)v = \theta(Tv) \in \theta(\im T) = 0\]

and hence \(T^*\theta = 0\). This shows that \(\theta \in \ker T^*\) and therefore \((\im T)^0 \subset \ker T^*\). Combined with the previous result, we see that \(\ker T^* = (\im T)^0\). \(\blacksquare\)

**Example 9.5**  Suppose \(T \in L(V, U)\) and recall that \(r(T)\) is defined to be the number \(\dim(\im T)\). We will show that \(r(T) = r(T^*)\). From Theorem 9.5 we have

\[\dim(\im T)^0 = \dim U - \dim(\im T) = \dim U - r(T)\]

and from the previous example it follows that

\[\nul T^* = \dim(\ker T^*) = \dim(\im T)^0\]

Therefore (using Theorem 5.6) we see that

\[r(T^*) = \dim U^* - \nul T^* = \dim U - \nul T^* = \dim U - \dim(\im T)^0 = r(T)\]
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Exercises

1. Suppose $A \in M_{m \times n}(\mathcal{F})$. Use Example 9.5 to give a simple proof that $\text{rr}(A) = \text{cr}(A)$.

2. Let $V = \mathbb{R}^2$ and define $\phi \in V^*$ by $\phi(x, y) = 3x - 2y$. For each of the following linear transformations $T \in L(\mathbb{R}^3, \mathbb{R}^2)$, find $(T^*\phi)(x, y, z)$:
   (a) $T(x, y, z) = (x + y, y + z)$.
   (b) $T(x, y, z) = (x + y + z, 2x - y)$.

3. If $S \in L(U, V)$ and $T \in L(V, W)$, prove that $(T \circ S)^* = S^* \circ T^*$.

4. Let $V$ be finite-dimensional, and suppose that $T \in L(V)$. Show that the mapping $T \mapsto T^*$ defines an isomorphism of $L(V)$ onto $L(V^*)$.

5. Let $V = \mathbb{R}[x]$, suppose $a, b \in \mathbb{R}$ are fixed, and define $\phi \in V^*$ by
   $$\phi(f) = \int_a^b f(x) \, dx.$$  
   If $D$ is the usual differentiation operator on $V$, find $D^*\phi$.

6. Let $V = M_n(\mathcal{F})$, let $B \in V$ be fixed, and define $T \in L(V)$ by
   $$T(A) = AB - BA.$$  
   If $\phi \in V^*$ is defined by $\phi(A) = \text{Tr } A$, find $T^*\phi$.

9.4 BILINEAR FORMS

In order to facilitate our treatment of operators (as well as our later discussion of the tensor product), it is worth generalizing slightly some of what we have done so far in this chapter. Let $U$ and $V$ be vector spaces over $\mathcal{F}$. We say that a mapping $f: U \times V \rightarrow \mathcal{F}$ is bilinear if it has the following properties for all $u_i, u_2 \in U$, $v_1, v_2 \in V$ and all $a, b \in \mathcal{F}$:

1. $f(au_1 + bu_2, v_i) = af(u_1, v_i) + bf(u_2, v_i)$.
2. $f(u_i, av_1 + bv_2) = af(u_i, v_1) + bf(u_i, v_2)$.

In other words, $f$ is bilinear if for each $v \in V$ the mapping $u \mapsto f(u, v)$ is linear, and if for each $u \in U$ the mapping $v \mapsto f(u, v)$ is linear. In the particular case that $V = U$, then the bilinear map $f: V \times V \rightarrow \mathcal{F}$ is called a bilinear form on $V$. (Note that a bilinear form is defined on $V \times V$, while a bilinear functional was defined on $V^* \times V$.) Rather than write expressions like
f(u, v), we will sometimes write the bilinear map as (u, v) if there is no need to refer to the mapping f explicitly. While this notation is used to denote several different operations, the context generally makes it clear exactly what is meant.

We say that the bilinear map f: U × V → ℱ is **nondegenerate** if f(u, v) = 0 for all v ∈ V implies that u = 0, and f(u, v) = 0 for all u ∈ U implies that v = 0.

**Example 9.6** Suppose A = (aij) ∈ Mn(F). Then we may interpret A as a bilinear form on ℱn as follows. In terms of the standard basis {e_i} for ℱn, any X ∈ ℱn may be written as X = Σ x_i e_i, and hence for all X, Y ∈ ℱn we define the bilinear form f_A by

\[ f_A(X, Y) = \sum_{i,j} a_{ij} x_i y_j = X^T A Y. \]

Here the row vector X^T is the transpose of the column vector X, and the expression X^T A Y is just the usual matrix product. It should be easy for the reader to verify that f_A is actually a bilinear form on ℱn.

**Example 9.7** Suppose α, β ∈ V*. Since α and β are linear, we may define a bilinear form f: V × V → ℱ by

\[ f(u, v) = α(u)β(v) \]

for all u, v ∈ V. This form is usually denoted by α ⊗ β and is called the **tensor product** of α and β. In other words, the tensor product of two elements α, β ∈ V* is defined for all u, v ∈ V by

\[ (α ⊗ β)(u, v) = α(u)β(v). \]

We may also define the bilinear form g: V × V → ℱ by

\[ g(u, v) = α(u)β(v) - α(v)β(u). \]

We leave it to the reader to show that this is indeed a bilinear form. The mapping g is usually denoted by α ∧ β, and is called the **wedge product** or the **antisymmetric tensor product** of α and β. In other words

\[ (α ∧ β)(u, v) = α(u)β(v) - α(v)β(u). \]

Note that α ∧ β is just α ⊗ β - β ⊗ α. //
Generalizing Example 9.6 leads to the following theorem.

**Theorem 9.9** Given a bilinear map \( f: \mathcal{F}^m \times \mathcal{F}^n \to \mathcal{F} \), there exists a unique matrix \( A \in M_{m \times n}(\mathcal{F}) \) such that \( f = f_A \). In other words, there exists a unique matrix \( A \) such that \( f(X, Y) = X^TAY \) for all \( X \in \mathcal{F}^m \) and \( Y \in \mathcal{F}^n \).

**Proof** In terms of the standard bases for \( \mathcal{F}^m \) and \( \mathcal{F}^n \), we have the column vectors \( X = \sum_{i=1}^{m} x^i e_i \in \mathcal{F}^m \) and \( Y = \sum_{j=1}^{n} y^j e_j \in \mathcal{F}^n \). Using the bilinearity of \( f \) we then have

\[
f(X, Y) = f(\sum_{i} x^i e_i, \sum_{j} y^j e_j) = \sum_{i,j} x^i y^j f(e_i, e_j).
\]

If we define \( a_{ij} = f(e_i, e_j) \), then we see that our expression becomes

\[
f(X, Y) = \sum_{i,j} x^i y^j a_{ij} = X^TAY.
\]

To prove the uniqueness of the matrix \( A \), suppose there exists a matrix \( A' \) such that \( f = f_{A'} \). Then for all \( X \in \mathcal{F}^m \) and \( Y \in \mathcal{F}^n \) we have

\[
f(X, Y) = X^TAY = X^T A' Y
\]

and hence \( X^T(A - A')Y = 0 \). Now let \( C = A - A' \) so that

\[
X^T CY = \sum_{i,j} c_{ij} x^i y^j = 0
\]

for all \( X \in \mathcal{F}^m \) and \( Y \in \mathcal{F}^n \). In particular, choosing \( X = e_i \) and \( Y = e_j \), we find that \( c_{ij} = 0 \) for every \( i \) and \( j \). Thus \( C = 0 \) so that \( A = A' \). \( \blacksquare \)

The matrix \( A \) defined in this theorem is said to **represent** the bilinear map \( f \) relative to the standard bases for \( \mathcal{F}^m \) and \( \mathcal{F}^n \). It thus appears that \( f \) is represented by the \( mn \) elements \( a_{ij} = f(e_i, e_j) \). It is extremely important to realize that the elements \( a_{ij} \) are **defined** by the expression \( f(e_i, e_j) \) and, conversely, given a matrix \( A = (a_{ij}) \), we **define** the expression \( f(e_i, e_j) \) by requiring that \( f(e_i, e_j) = a_{ij} \). In other words, to say that we are given a bilinear map \( f: \mathcal{F}^m \times \mathcal{F}^n \to \mathcal{F} \) means that we are given values of \( f(e_i, e_j) \) for each \( i \) and \( j \). Then, given these values, we can evaluate expressions of the form \( f(X, Y) = \sum_{i,j} x^i y^j f(e_i, e_j) \). Conversely, if we are given each of the \( f(e_i, e_j) \), then we have defined a bilinear map on \( \mathcal{F}^m \times \mathcal{F}^n \).
We denote the set of all bilinear maps on $U$ and $V$ by $\mathcal{B}(U \times V, \mathcal{F})$, and the set of all bilinear forms as simply $\mathcal{B}(V) = \mathcal{B}(V \times V, \mathcal{F})$. It is easy to make $\mathcal{B}(U \times V, \mathcal{F})$ into a vector space over $\mathcal{F}$. To do so, we simply define
\[(af + bg)(u, v) = af(u, v) + bg(u, v)\]
for any $f, g \in \mathcal{B}(U \times V, \mathcal{F})$ and $a, b \in \mathcal{F}$. The reader should have no trouble showing that $af + bg$ is itself a bilinear mapping.

It is left to the reader (see Exercise 9.4.1) to show that the association $A \mapsto f_A$ defined in Theorem 9.9 is actually an isomorphism between $M_{mxn}(\mathcal{F})$ and $\mathcal{B}(\mathcal{F}^m \times \mathcal{F}^n, \mathcal{F})$. More generally, it should be clear that Theorem 9.9 applies equally well to any pair of finite-dimensional vector spaces $U$ and $V$, and from now on we shall treat it as such.

**Theorem 9.10** Let $V$ be finite-dimensional over $\mathcal{F}$, and let $V^*$ have basis $\{\omega^i\}$. Define the elements $f^{ij} \in \mathcal{B}(V)$ by
\[f^{ij}(u, v) = \omega^i(u)\omega^j(v)\]
for all $u, v \in V$. Then $\{f^{ij}\}$ forms a basis for $\mathcal{B}(V)$ which thus has dimension $(\dim V)^2$.

**Proof** Let $\{e_r\}$ be the basis for $V$ dual to the $\{\omega^i\}$ basis for $V^*$, and define $a_{ij} = f(e_r, e_s)$. Given any $f \in \mathcal{B}(V)$, we claim that $f = \sum_i \sum_j a_{ij}f^{ij}$. To prove this, it suffices to show that $f(e_r, e_s) = (\sum_i \sum_j a_{ij}f^{ij})(e_r, e_s)$ for all $r$ and $s$. We first note that
\[(\sum_i \sum_j a_{ij}f^{ij})(e_r, e_s) = \sum_i \sum_j a_{ij}\omega^i(e_r)\omega^j(e_s) = \sum_i \sum_j a_{ij}\delta^i_r\delta^j_s = a_{rs} = f(e_r, e_s).\]

Since $f$ is bilinear, it follows from this that $f(u, v) = (\sum_i \sum_j a_{ij}f^{ij})(u, v)$ for all $u, v \in V$ so that $f = \sum_i \sum_j a_{ij}f^{ij}$. Hence $\{f^{ij}\}$ spans $\mathcal{B}(V)$.

Now suppose that $\sum_i \sum_j a_{ij}f^{ij} = 0$ (note that this 0 is actually an element of $\mathcal{B}(V)$). Applying this to $(e_r, e_s)$ and using the above result, we see that
\[0 = (\sum_i \sum_j a_{ij}f^{ij})(e_r, e_s) = a_{rs}.\]

Therefore $\{f^{ij}\}$ is linearly independent and hence forms a basis for $\mathcal{B}(V)$. □
It should be mentioned in passing that the functions $f_{ij}$ defined in Theorem 9.10 can be written as the tensor product $\omega^i \otimes \omega^j : V \times V \rightarrow \mathcal{F}$ (see Example 9.7). Thus the set of bilinear forms $\omega^i \otimes \omega^j$ forms a basis for the space $V^* \otimes V^*$ which is called the tensor product of the two spaces $V^*$. This remark is not meant to be a complete treatment by any means, and we will return to these ideas in Chapter 11.

We also note that if $\{e_i\}$ is a basis for $V$ and $\dim V = n$, then the matrix $A$ of any $f \in \mathcal{B}(V)$ has elements $a_{ij} = f(e_i, e_j)$, and hence $A = (a_{ij})$ has $n^2$ independent elements. Thus, $\dim \mathcal{B}(V) = n^2$ as we saw above.

**Theorem 9.11** Let $P$ be the transition matrix from a basis $\{e_i\}$ for $V$ to a new basis $\{e_i'\}$. If $A$ is the matrix of $f \in \mathcal{B}(V)$ relative to $\{e_i\}$, then $A' = P^T A P$ is the matrix of $f$ relative to the basis $\{e_i'\}$.

**Proof** Let $X, Y \in V$ be arbitrary. In Section 5.4 we showed that the transition matrix $P = (p_{ij})$ defined by $e_i' = P(e_i) = \sum p_{ij} e_j$ also transforms the components of $X = \sum x^i e_i = \sum x^j e_j$ as $x^i = \sum p_{ij} x^j$. In matrix notation, this may be written as $[X]_e = [X]_{e'}$ (see Theorem 5.17), and hence $[X]_e^T = [X]_{e'}^T P^T$. From Theorem 9.9 we then have

$$f(X, Y) = [X]_e^T A [Y]_e = [X]_{e'}^T [P]_e^T A [P]_e [Y]_{e'} = [X]_{e'}^T A' [Y]_{e'}.$$  

Since $X$ and $Y$ are arbitrary, this shows that $A' = P^T A P$ is the unique representation of $f$ in the new basis $\{e_i'\}$.  

Just as the transition matrix led to the definition of a similarity transformation, we now say that a matrix $B$ is congruent to a matrix $A$ if there exists a nonsingular matrix $P$ such that $B = P^T A P$. It was shown in Exercise 5.2.12 that if $P$ is nonsingular, then $r(AP) = r(PA) = r(A)$. Since $P$ is nonsingular, $r(P)$ = $r(P^T)$, and hence $r(B) = r(P^T A P) = r(AP) = r(A)$. In other words, congruent matrices have the same rank. We are therefore justified in defining the rank $r(f)$ of a bilinear form $f$ on $V$ to be the rank of any matrix representation of $f$. We leave it to the reader to show that $f$ is nondegenerate if and only if $r(f) = \dim V$ (see Exercise 9.4.3).

**Exercises**

1. Show that the association $A \mapsto f_A$ defined in Theorem 9.9 is an isomorphism between $M_{m \times m}(\mathcal{F})$ and $\mathcal{B}(\mathcal{F}^m \times \mathcal{F}^n, \mathcal{F})$.  

2. Let \( V = M_{m \times n}(F) \) and suppose \( A \in M_n(F) \) is fixed. Then for any \( X, Y \in V \) we define the mapping \( f_A : V \times V \to F \) by \( f_A(X, Y) = \text{Tr}(X^TAY) \). Show that this defines a bilinear form on \( V \).

3. Prove that a bilinear form \( f \) on \( V \) is nondegenerate if and only if \( r(f) = \dim V \).

4. (a) Let \( V = \mathbb{R}^3 \) and define \( f \in \mathcal{B}(V) \) by

\[
  f(X, Y) = 3x_1y_1 - 2x_1y_2 + 5x_2^2y_1^2 + 7x_2y_2^2 - 8x_2^2y_3^2 + 4x_3^2y_2^2 - x_3^3y^3.
\]

Write out \( f(X, Y) \) as a matrix product \( X^TAY \).

(b) Suppose \( A \in M_n(F) \) and let \( f(X, Y) = X^TAY \) for \( X, Y \in F^n \). Show that \( f \in \mathcal{B}(F^n) \).

5. Let \( V = \mathbb{R}^2 \) and define \( f \in \mathcal{B}(V) \) by

\[
  f(X, Y) = 2x_1y_1 - 3x_1y_2^2 + x_2^2y_2^2.
\]

(a) Find the matrix representation \( A \) of \( f \) relative to the basis \( v_1 = (1, 0), \ v_2 = (1, 1) \).

(b) Find the matrix representation \( B \) of \( f \) relative to the basis \( \overline{v}_1 = (2, 1), \ \overline{v}_2 = (1, -1) \).

(c) Find the transition matrix \( P \) from the basis \( \{v_i\} \) to the basis \( \{\overline{v}_i\} \) and verify that \( B = P^TAP \).

6. Let \( V = M_n(\mathbb{C}) \), and for all \( A, B \in V \) define

\[
  f(A, B) = n \text{Tr}(AB) - (\text{Tr} A)(\text{Tr} B).
\]

(a) Show that this defines a bilinear form on \( V \).

(b) Let \( U \subset V \) be the subspace of traceless matrices. Show that \( f \) is degenerate, but that \( f|_U = f|U \) is nondegenerate.

(c) Let \( W \subset V \) be the subspace of all traceless skew-Hermitian matrices \( A \) (i.e., \( \text{Tr} A = 0 \) and \( A^* = -A \)). Show that \( f|_W = f|W \) is negative definite, i.e., that \( f|_W(A, A) < 0 \) for all nonzero \( A \in W \).

(d) Let \( \overline{V} \subset V \) be the set of all matrices \( A \in V \) with the property that \( f(A, B) = 0 \) for all \( B \in V \). Show that \( \overline{V} \) is a subspace of \( V \). Give an explicit description of \( \overline{V} \) and find its dimension.
9.5 SYMMETRIC AND ANTISYMMETRIC BILINEAR FORMS

An extremely important type of bilinear form is one for which \( f(u, u) = 0 \) for all \( u \in V \). Such forms are said to be **alternating**. If \( f \) is alternating, then for every \( u, v \in V \) we have

\[
0 = f(u + v, u + v) = f(u, u) + f(u, v) + f(v, u) + f(v, v) = f(u, v) + f(v, u)
\]

and hence

\[
f(u, v) = -f(v, u).
\]

A bilinear form that satisfies this condition is called **antisymmetric** (or skew-symmetric). If we let \( v = u \), then this becomes \( f(u, u) + f(u, u) = 0 \). As long as \( \mathcal{F} \) is not of characteristic 2 (see the discussion following Theorem 4.3; this is equivalent to the statement that \( 1 + 1 \neq 0 \) in \( \mathcal{F} \)), we can conclude that \( f(u, u) = 0 \). Thus, as long as the base field \( \mathcal{F} \) is not of characteristic 2, alternating and antisymmetric forms are equivalent. We will always assume that \( 1 + 1 \neq 0 \) in \( \mathcal{F} \) unless otherwise noted, and hence we always assume the equivalence of alternating and antisymmetric forms.

It is also worth pointing out the simple fact that the diagonal matrix elements of any representation of an alternating (or antisymmetric) bilinear form will necessarily be zero. This is because the diagonal elements are given by \( a_{ii} = f(e_i, e_i) = 0 \).

**Theorem 9.12** Let \( f \in \mathcal{B}(V) \) be alternating. Then there exists a basis for \( V \) in which the matrix \( A \) of \( f \) takes the block diagonal form

\[
A = M \oplus \cdots \oplus M \oplus 0 \oplus \cdots \oplus 0
\]

where 0 is the 1 x 1 matrix (0), and

\[
M = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

Moreover, the number of blocks consisting of the matrix \( M \) is just \((1/2)r(f)\).

**Proof** We first note that the theorem is clearly true if \( f = 0 \). Next we note that if \( \dim V = 1 \), then any vector \( v_i \in V \) is of the form \( v_i = a_i u \) for some basis vector \( u \) and scalar \( a_i \). Therefore, for any \( v_1, v_2 \in V \) we have
\[ f(v_1, v_2) = f(a_1 u, a_2 u) = a_1 a_2 f(u, u) = 0 \]

so that again \( f = 0 \). We now assume that \( f \neq 0 \) and that \( \dim V > 1 \), and proceed by induction on \( \dim V \). In other words, we assume the theorem is true for \( \dim V < n \), and proceed to show that it is also true for \( \dim V = n \).

Since \( \dim V > 1 \) and \( f \neq 0 \), there exist nonzero vectors \( u_1, u_2 \in V \) such that \( f(u_1, u_2) \neq 0 \). Moreover, we can always multiply \( u_i \) by the appropriate scalar so that

\[ f(u_1, u_2) = 1 = -f(u_2, u_1) \]

It is also true that \( u_1 \) and \( u_2 \) must be linearly independent because if \( u_2 = ku_1 \), then \( f(u_1, u_2) = f(u_1, ku_1) = kf(u_1, u_1) = 0 \). We can now define the two-dimensional subspace \( U \subseteq V \) spanned by the vectors \( \{u_1, u_2\} \). By definition, the matrix \( (a_{ij}) \in M_2(\mathbb{F}) \) of \( f \) restricted to \( U \) is given by \( a_{ij} = f(u_i, u_j) \), and hence it is easy to see that \( (a_{ij}) \) is given by the matrix \( M \) defined in the statement of the theorem.

Since any \( u \in U \) is of the form \( u = a u_1 + b u_2 \), we see that

\[ f(u, u_i) = af(u_1, u_i) + bf(u_2, u_i) = -b \]

and

\[ f(u, u_2) = af(u_1, u_2) + bf(u_2, u_2) = a \]

Now define the set

\[ W = \{ w \in V : f(w, u) = 0 \text{ for every } u \in U \} \]

We claim that \( V = U \oplus W \) (compare this with Theorem 2.22). To show that \( U \cap W = \{0\} \), we assume that \( v \in U \cap W \). Then \( v \in U \) has the form \( v = \alpha u_1 + \beta u_2 \) for some scalars \( \alpha \) and \( \beta \). But \( v \in W \) so that \( 0 = f(v, u_1) = -\beta \) and \( 0 = f(v, u_2) = \alpha \), and hence \( v = 0 \).

We now show that \( V = U + W \). Let \( v \in V \) be arbitrary, and define the vectors

\[ u = f(v, u_2)u_1 - f(v, u_1)u_2 \in U \]
\[ w = v - u \in W \]

If we can show that \( w \in W \), then we will have shown that \( v = u + w \in U + W \) as desired. But this is easy to do since we have

\[ f(u, u_1) = f(v, u_2)f(u_1, u_1) - f(v, u_1)f(u_2, u_1) = f(v, u_1) \]
\[ f(u, u_2) = f(v, u_2)f(u_1, u_2) - f(v, u_1)f(u_2, u_2) = f(v, u_2) \]

and therefore we find that
\[ f(w, u_1) = f(v - u, u_1) = f(v, u_1) - f(u, u_1) = 0 \]
\[ f(w, u_2) = f(v - u, u_2) = f(v, u_2) - f(u, u_2) = 0 \]

These equations show that \( f(w, u) = 0 \) for every \( u \in U \), and thus \( w \in W \). This completes the proof that \( V = U \oplus W \), and hence it follows that \( \dim W = \dim V - \dim U = n - 2 < n \).

Next we note that the restriction of \( f \) to \( W \) is just an alternating bilinear form on \( W \), and therefore, by our induction hypothesis, there exists a basis \( \{u_3, \ldots, u_n\} \) for \( W \) such that the matrix of \( f \) restricted to \( W \) has the desired form. But the matrix of \( V \) is the direct sum of the matrices of \( U \) and \( W \), where the matrix of \( U \) was shown above to be \( M \). Therefore \( \{u_1, u_2, \ldots, u_n\} \) is a basis for \( V \) in which the matrix of \( f \) has the desired form.

Finally, it should be clear that the rows of the matrix of \( f \) that are made up of the portion \( M \oplus \cdots \oplus M \) are necessarily linearly independent (by definition of direct sum and the fact that the rows of \( M \) are independent). Since each \( M \) contains two rows, we see that \( r(f) = r(f) \) is precisely twice the number of \( M \) matrices in the direct sum.

**Corollary 1**  Any nonzero alternating bilinear form must have even rank.

**Proof**  Since the number of \( M \) blocks in the matrix of \( f \) is \((1/2)r(f)\), it follows that \( r(f) \) must be an even number.

**Corollary 2**  If there exists a nondegenerate, alternating form on \( V \), then \( \dim V \) is even.

**Proof**  This is Exercise 9.5.7.

If \( f \in \mathcal{B}(V) \) is alternating, then the matrix elements \( a_{ij} \) representing \( f \) relative to any basis \( \{e_i\} \) for \( V \) are given by

\[ a_{ij} = f(e_i, e_j) = -f(e_j, e_i) = -a_{ji} \]

Any matrix \( A = (a_{ij}) \in M_n(\mathbb{F}) \) with the property that \( a_{ij} = -a_{ji} \) (i.e., \( A = -A^T \)) is said to be **antisymmetric**. If we are given any element \( a_{ij} \) of an antisymmetric matrix, then we automatically know \( a_{ji} \). Because of this, we say that \( a_{ij} \) and \( a_{ji} \) are not **independent**. Since the diagonal elements of any such antisymmetric matrix must be zero, this means that the maximum number of independent elements in \( A \) is given by \((n^2 - n)/2\). Therefore, the subspace of \( \mathcal{B}(V) \) consisting of nondegenerate alternating bilinear forms is of dimension \( n(n - 1)/2 \).
Another extremely important class of bilinear forms on $V$ is that for which $f(u, v) = f(v, u)$ for all $u, v \in V$. In this case we say that $f$ is \textbf{symmetric}, and we have the matrix representation

$$a_{ij} = f(e_i, e_j) = f(e_j, e_i) = a_{ji}.$$

As expected, any matrix $A = (a_{ij})$ with the property that $a_{ij} = a_{ji}$ (i.e., $A = A^T$) is said to be \textbf{symmetric}. In this case, the number of independent elements of $A$ is $[(n^2 - n)/2] + n = (n^2 + n)/2$, and hence the subspace of $B(V)$ consisting of symmetric bilinear forms has dimension $n(n + 1)/2$.

It is also easy to prove generally that a matrix $A \in M_n(F)$ represents a symmetric bilinear form on $V$ if and only if $A$ is a symmetric matrix. Indeed, if $f$ is a symmetric bilinear form, then for all $X, Y \in V$ we have

$$X^T A Y = f(X, Y) = f(Y, X) = Y^T A X.$$

But $X^T A Y$ is just a $1 \times 1$ matrix, and hence $(X^T A Y)^T = X^T A Y$. Therefore (using Theorem 3.18) we have

$$Y^T A X = X^T A Y = (X^T A Y)^T = Y^T A^T X^T = Y^T A^T X.$$

Since $X$ and $Y$ are arbitrary, this implies that $A = A^T$. Conversely, suppose that $A$ is a symmetric matrix. Then for all $X, Y \in V$ we have

$$X^T A Y = (X^T A Y)^T = Y^T A^T X^T = Y^T A X$$

so that $A$ represents a symmetric bilinear form. The analogous result holds for antisymmetric bilinear forms as well (see Exercise 9.5.2).

Note that adding the dimensions of the symmetric and antisymmetric subspaces of $B(V)$ we find

$$n(n - 1)/2 + n(n + 1)/2 = n^2 = \dim B(V).$$

This should not be surprising since, for an arbitrary bilinear form $f \in B(V)$ and any $X, Y \in V$, we can always write

$$f(X, Y) = (1/2)[f(X, Y) + f(Y, X)] + (1/2)[f(X, Y) - f(Y, X)].$$

In other words, any bilinear form can always be written as the sum of a symmetric and an antisymmetric bilinear form.
There is another particular type of form that is worth distinguishing. In particular, let $V$ be finite-dimensional over $\mathcal{F}$, and let $f = (\ , \ )$ be a symmetric bilinear form on $V$. We define the mapping $q: V \to \mathcal{F}$ by

$$q(X) = f(X, X) = (X, X)$$

for every $X \in V$. The mapping $q$ is called the **quadratic form associated** with the symmetric bilinear form $f$. It is clear that (by definition) $q$ is represented by a symmetric matrix $A$, and hence it may be written in the alternative form

$$q(X) = X^TAX = \sum_{i,j} a_{ij}x^i x^j = \sum_i a_{ii}(x^i)^2 + 2\sum_{i<j} a_{ij}x^i x^j .$$

This expression for $q$ in terms of the variables $x^i$ is called the **quadratic polynomial** corresponding to the symmetric matrix $A$. In the case where $A$ happens to be a diagonal matrix, then $a_{ij} = 0$ for $i \neq j$ and we are left with the simple form $q(X) = a_{ii}(x^i)^2 + \cdots + a_{nn}(x^n)^2$. In other words, the quadratic polynomial corresponding to a diagonal matrix contains no “cross product” terms.

While we will show below that every quadratic form has a diagonal representation, let us first look at a special case.

**Example 9.8**  Consider the *real* quadratic polynomial on $\mathcal{F}^n$ defined by

$$q(Y) = \sum_{i,j} b_{ij} y^i y^j$$

(where $b_{ij} = b_{ji}$ as usual for a quadratic form). If it happens that $b_{11} = 0$ but, for example, that $b_{12} \neq 0$, then we make the substitutions

$$y^1 = x^1 + x^2$$
$$y^2 = x^1 - x^2$$
$$y^i = x^i \text{ for } i = 3, \ldots, n .$$

A little algebra (which you should check) then shows that $q(Y)$ takes the form

$$q(Y) = \sum_{i,j} c_{ij} x^i x^j$$

where now $c_{11} \neq 0$. This means that we can focus our attention on the case $q(X) = \sum_{i,j} a_{ij} x^i x^j$ where it is assumed that $a_{11} \neq 0$. 
Thus, given the real quadratic form \( q(X) = \sum_{i,j} a_{ij} x^i x^j \) where \( a_{11} \neq 0 \), let us make the substitutions

\[
\begin{align*}
  x^1 &= y^1 - (1/a_{11})[a_{12} y^2 + \cdots + a_{1n} y^n] \\
  x^i &= y^i \quad \text{for each } i = 2, \ldots, n .
\end{align*}
\]

Some more algebra shows that \( q(X) \) now takes the form

\[
q(x^1, \ldots, x^n) = a_{11}(y^1)^2 + q'(y^2, \ldots, y^n)
\]

where \( q' \) is a new quadratic polynomial. Continuing this process, we eventually arrive at a new set of variables in which \( q \) has a diagonal representation. This is called **completing the square**.

Given any quadratic form \( q \), it is possible to fully recover the values of \( f \) from those of \( q \). To show this, let \( u, v \in V \) be arbitrary. Then

\[
q(u + v) = \langle u + v, u + v \rangle \\
= \langle u, u \rangle + \langle u, v \rangle + \langle v, u \rangle + \langle v, v \rangle \\
= q(u) + 2f(u, v) + q(v)
\]

and therefore

\[
f(u, v) = (1/2)[q(u + v) - q(u) - q(v)] .
\]

This equation is called the **polar form** of \( f \).

**Theorem 9.13** Let \( f \) be a symmetric bilinear form on a finite-dimensional space \( V \). Then there exists a basis \( \{e_i\} \) for \( V \) in which \( f \) is represented by a diagonal matrix. Alternatively, if \( f \) is represented by a (symmetric) matrix \( A \) in one basis, then there exists a nonsingular transition matrix \( P \) to the basis \( \{e_i\} \) such that \( P^T A P \) is diagonal.

**Proof** Since the theorem clearly holds if either \( f = 0 \) or \( \dim V = 1 \), we assume that \( f \neq 0 \) and \( \dim V = n > 1 \), and proceed by induction on \( \dim V \). If \( q(u) = f(u, u) = 0 \) for all \( u \in V \), then the polar form of \( f \) shows that \( f = 0 \), a contradiction. Therefore, there must exist a vector \( v_i \in V \) such that \( f(v_i, v_i) \neq 0 \). Now let \( U \) be the (one-dimensional) subspace of \( V \) spanned by \( v_i \), and define the subspace \( W = \{ u \in V : f(u, v_i) = 0 \} \). We claim that \( V = U \oplus W \).

Suppose \( v \in U \cap W \). Then \( v \in U \) implies that \( v = kv_i \) for some scalar \( k \), and hence \( v \in W \) implies \( 0 = f(v, v_i) = k f(v_i, v_i) \). But since \( f(v_i, v_i) \neq 0 \) we must have \( k = 0 \), and thus \( v = kv_i = 0 \). This shows that \( U \cap W = \{0\} \).
Now let \( v \in V \) be arbitrary, and define

\[
w = v - \left[ \frac{f(v, v_i)}{f(v_i, v_i)} \right] v_i .
\]

Then

\[
f(w, v_i) = f(v, v_i) - \left[ \frac{f(v, v_i)}{f(v_i, v_i)} \right] f(v_i, v_i) = 0
\]

and hence \( w \in W \). Since the definition of \( w \) shows that any \( v \in V \) is the sum of \( w \in W \) and an element of \( U \), we have shown that \( V = U + W \), and hence \( V = U \oplus W \).

We now consider the restriction of \( f \) to \( W \), which is just a symmetric bilinear form on \( W \). Since \( \dim W = \dim V - \dim U = n - 1 \), our induction hypothesis shows there exists a basis \( \{e_2, \ldots, e_n\} \) for \( W \) such that \( f(e_i, e_j) = 0 \) for all \( i \neq j \) where \( i, j = 2, \ldots, n \). But the definition of \( W \) shows that \( f(e_i, v_i) = 0 \) for each \( i = 2, \ldots, n \), and thus if we define \( e_1 = v_1 \), the basis \( \{e_1, \ldots, e_n\} \) for \( V \) has the property that \( f(e_i, e_j) = 0 \) for all \( i \neq j \) where now \( i, j = 1, \ldots, n \). This shows that the matrix of \( f \) in the basis \( \{e_i\} \) is diagonal. The alternate statement in the theorem follows from Theorem 9.11. \( \blacksquare \)

In the next section, we shall show explicitly how this diagonalization can be carried out.

**Exercises**

1. (a) Show that if \( f \) is a nondegenerate, antisymmetric bilinear form on \( V \), then \( n = \dim V \) is even.

   (b) Show that there exists a basis for \( V \) in which the matrix of \( f \) takes the block matrix form

\[
\begin{pmatrix}
0 & D \\
-D & 0
\end{pmatrix}
\]

where \( D \) is the \((n/2) \times (n/2)\) matrix

\[
\begin{pmatrix}
0 & \cdots & 0 & 1 \\
0 & \cdots & 1 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
1 & \cdots & 0 & 0
\end{pmatrix}
\]

2. Show that a matrix \( A \in M_n(\mathbb{F}) \) represents an antisymmetric bilinear form on \( V \) if and only if \( A \) is antisymmetric.
3. Reduce each of the following quadratic forms to diagonal form:
   (a) \( q(x, y, z) = 2x^2 - 8xy + y^2 - 16xz + 14yz + 5z^2 \).
   (b) \( q(x, y, z) = x^2 - xz + y^2 \).
   (c) \( q(x, y, z) = xy + y^2 + 4xz + z^2 \).
   (d) \( q(x, y, z) = xy + yz \).

4. (a) Find all antisymmetric bilinear forms on \( \mathbb{R}^3 \).
   (b) Find a basis for the space of all antisymmetric bilinear forms on \( \mathbb{R}^n \).

5. Let \( V \) be finite-dimensional over \( \mathbb{C} \). Prove:
   (a) The equation
   \[
   (Ef)(u, v) = (1/2)[f(u, v) - f(v, u)]
   \]
   for every \( f \in \mathcal{B}(V) \) defines a linear operator \( E \) on \( \mathcal{B}(V) \).
   (b) \( E \) is a projection, i.e., \( E^2 = E \).
   (c) If \( T \in \mathcal{L}(V) \), the equation
   \[
   (T^\dagger f)(u, v) = f(Tu, Tv)
   \]
   defines a linear operator \( T^\dagger \) on \( \mathcal{B}(V) \).
   (d) \( E T^\dagger = T^\dagger E \) for all \( T \in \mathcal{B}(V) \).

6. Let \( V \) be finite-dimensional over \( \mathbb{C} \), and suppose \( f, g \in \mathcal{B}(V) \) are antisymmetric. Show there exists an invertible \( T \in \mathcal{L}(V) \) such that \( f(Tu, Tv) = g(u, v) \) for all \( u, v \in V \) if and only if \( f \) and \( g \) have the same rank.
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Now that we know any symmetric bilinear form \( f \) can be diagonalized, let us look at how this can actually be carried out. After this discussion, we will give an example that should clarify everything. (The algorithm that we are about to describe may be taken as an independent proof of Theorem 9.13.) Let the (symmetric) matrix representation of \( f \) be \( A = (a_{ij}) \in \mathcal{M}_n(\mathcal{F}) \), and first assume that \( a_{11} \neq 0 \). For each \( i = 2, \ldots, n \) we multiply the \( i \)th row of \( A \) by \( a_{11} \), and then add \(-a_{1i}\) times the first row to this new \( i \)th row. In other words, this combination of two elementary row operations results in \( A_i \rightarrow a_{1i}A_i - a_{1i}A_1 \). Following this procedure for each \( i = 2, \ldots, n \) yields the first column of \( A \) in
the form \( A^1 = (a_{i1}, 0, \ldots, 0) \) (remember that this is a column vector, not a row vector). We now want to put the first row of A into the same form. However, this is easy because A is symmetric. We thus perform exactly the same operations (in the same sequence), but on columns instead of rows, resulting in \( A^1 \rightarrow a_{i1}A^1 - a_{i1}A^T \). Therefore the first row is also transformed into the form \( A_1 = (a_{i1}, 0, \ldots, 0) \). In other words, this sequence of operations results in the transformed A having the block matrix form

\[
\begin{pmatrix}
  a_{11} & 0 \\
  0 & B
\end{pmatrix}
\]

where B is a matrix of size less than that of A. We can also write this in the form \((a_{i1}) \oplus B\).

Now look carefully at what we did for the case of \( i = 2 \). Let us denote the multiplication operation by the elementary matrix \( E_m \), and the addition operation by \( E_a \) (see Section 3.8). Then what was done in performing the row operations was simply to carry out the multiplication \((E_aE_m)A\). Next, because A is symmetric, we carried out exactly the same operations but applied to the columns instead of the rows. As we saw at the end of Section 3.8, this is equivalent to the multiplication \( A(E_m^T E_a^T) \). In other words, for \( i = 2 \) we effectively carried out the multiplication

\[
E_aE_mE_m^T E_a^T.
\]

For each succeeding value of \( i \) we then carried out this same procedure, and the final net effect on \( A \) was simply a multiplication of the form

\[
E_s \cdots E_i AE_i^T \cdots E_s^T
\]

which resulted in the block matrix \((a_{i1}) \oplus B\) shown above. Furthermore, note that if we let

\[
S = E_i^T \cdots E_s^T = (E_s \cdots E_i)^T,
\]

then \((a_{i1}) \oplus B = S^T AS\) must be symmetric since \((S^T AS)^T = S^T A^T S = S^T AS\). This means that in fact the matrix B must also be symmetric.

We can now repeat this procedure on the matrix B and, by induction, we eventually arrive at a diagonal representation of A given by

\[
D = E_r \cdots E_i AE_i^T \cdots E_r^T
\]

for some set of elementary row transformations \( E_i \). But from Theorems 9.11 and 9.13, we know that \( D = P^T AP \), and therefore \( P^T \) is given by the product
$e_r \cdots e_r(I) = E_r \cdots E_1$ of elementary row operations applied to the identity matrix exactly as they were applied to $A$. It should be emphasized that we were able to arrive at this conclusion only because $A$ is symmetric, thereby allowing each column operation to be the transpose of the corresponding row operation. Note however, that while the order of the row and column operations performed is important within their own group, the associativity of the matrix product allows the column operations (as a group) to be performed independently of the row operations.

We still must take into account the case where $a_{ii} = 0$. If $a_{ii} = 0$ but $a_{ij} \neq 0$ for some $i > 1$, then we can bring $a_{ij}$ into the first diagonal position by interchanging the $i^{th}$ row and column with the first row and column respectively. We then follow the procedure given above. If $a_{ii} = 0$ for every $i = 1, \ldots, n$, then we can pick any $a_{ij} \neq 0$ and apply the operations $A_i \rightarrow A_i + A_j$ and $A^i \rightarrow A^i + A^j$. This puts $2a_{ij} \neq 0$ into the $i^{th}$ diagonal position, and allows us to proceed as in the previous case (which then goes into the first case treated). (Note also that this last procedure requires that our field is not of characteristic 2 because we assumed that $a_{ij} + a_{ij} = 2a_{ij} \neq 0$.)

**Example 9.9** Let us find the transition matrix $P$ such that $D = P^T A P$ is diagonal, with $A$ given by

$$
egin{pmatrix}
1 & -3 & 2 \\
-3 & 7 & -5 \\
2 & -5 & 8
\end{pmatrix}.
$$

We begin by forming the matrix $(A | I)$:

$$
egin{pmatrix}
1 & -3 & 2 & | & 1 & 0 & 0 \\
-3 & 7 & -5 & | & 0 & 1 & 0 \\
2 & -5 & 8 & | & 0 & 0 & 1
\end{pmatrix}.
$$

Now carry out the following sequence of elementary row operations to both $A$ and $I$, and identical column operations to $A$ only:

$$
A_2 + 3A_3 \rightarrow
\begin{pmatrix}
1 & -3 & 2 & | & 1 & 0 & 0 \\
0 & -2 & 1 & | & 3 & 1 & 0 \\
0 & 1 & 4 & | & -2 & 0 & 1
\end{pmatrix},
$$

$$
A_3 - 2A_1 \rightarrow
\begin{pmatrix}
1 & -3 & 2 & | & 1 & 0 & 0 \\
0 & -2 & 1 & | & 3 & 1 & 0 \\
0 & 1 & 4 & | & -2 & 0 & 1
\end{pmatrix}.
$$
We have thus diagonalized $A$, and the final form of the matrix $(A - I)$ is just $(D \Delta P^T)$. //

Since Theorem 9.13 tells us that every symmetric bilinear form has a diagonal representation, it follows that the associated quadratic form $q(X)$ has the diagonal representation

$$q(X) = X^T A X = a_1(x_1)^2 + \cdots + a_n(x_n)^2$$

where $A$ is the diagonal matrix representing the (symmetric) bilinear form.

Let us now specialize this discussion somewhat and consider only real symmetric bilinear forms. We begin by noting that in general, the diagonal representation of a symmetric bilinear form $f$ has positive, negative, and zero entries. We can always renumber the basis vectors so that the positive entries appear first, followed by the negative entries and then the zero entries. It is in fact true, as we now show, that any other diagonal representation of $f$ has the same number of positive and negative entries. If there are $P$ positive entries and $N$ negative entries, then the difference $S = P - N$ is called the signature of $f$.

**Theorem 9.14** Let $f \in \mathcal{B}(V)$ be a real symmetric bilinear form. Then every diagonal representation of $f$ has the same number of positive and negative entries.
**Proof** Let \( \{e_1, \ldots, e_n\} \) be the basis for \( V \) in which the matrix of \( f \) is diagonal (see Theorem 9.13). By suitably numbering the \( e_i \), we may assume that the first \( P \) entries are positive and the next \( N \) entries are negative (also note that there could be \( n - P - N \) zero entries). Now let \( \{e'_1, \ldots, e'_n\} \) be another basis for \( V \) in which the matrix of \( f \) is also diagonal. Again, assume that the first \( P' \) entries are positive and the next \( N' \) entries are negative. Since the rank of \( f \) is just the rank of any matrix representation of \( f \), and since the rank of a matrix is just the dimension of its row (or column) space, it is clear that \( r(f) = P + N = P' + N' \). Because of this, we need only show that \( P = P' \).

Let \( U \) be the linear span of the \( P \) vectors \( \{e_1, \ldots, e_P\} \), let \( W \) be the linear span of \( \{e'_{P+1}, \ldots, e'_n\} \), and note that \( \dim U = P \) and \( \dim W = n - P' \). Then for all nonzero vectors \( u \in U \) and \( w \in W \), we have \( f(u, u) > 0 \) and \( f(w, w) \leq 0 \) (this inequality is \( \leq \) and not \( < \) because if \( P' + N' \neq n \), then the last of the basis vectors that span \( W \) will define a diagonal element in the matrix of \( f \) that is \( 0 \)). Hence it follows that \( U \cap W = \{0\} \), and therefore (by Theorem 2.11)

\[
\dim(U + W) = \dim U + \dim W - \dim(U \cap W) = P + n - P' - 0 = P - P' + n.
\]

Since \( U \) and \( W \) are subspaces of \( V \), it follows that \( \dim(U + W) \leq \dim V = n \), and therefore \( P - P' + n \leq n \). This shows that \( P \leq P' \). Had we let \( U \) be the span of \( \{e'_1, \ldots, e'_{P'}\} \) and \( W \) be the span of \( \{e_{P+1}, \ldots, e_n\} \), we would have found that \( P' \leq P \). Therefore \( P = P' \) as claimed. \( \blacksquare \)

While Theorem 9.13 showed that any quadratic form has a diagonal representation, the important special case of a real quadratic form allows an even simpler representation. This corollary is known as **Sylvester’s theorem** or the **law of inertia**.

**Corollary** Let \( f \) be a real symmetric bilinear form. Then \( f \) has a unique diagonal representation of the form

\[
\begin{pmatrix}
I_r & \\
-I_s & \\
0_t
\end{pmatrix}
\]

where \( I_r \) and \( I_s \) are the \( r \times r \) and \( s \times s \) unit matrices, and \( 0_t \) is the \( t \times t \) zero matrix. In particular, the associated quadratic form \( q \) has a representation of the form

\[
q(x_1, \ldots, x_n) = (x_1)^2 + \cdots + (x_r)^2 - (x_{r+1})^2 - \cdots - (x_{r+s})^2.
\]
Proof Let $f$ be represented by a (real) symmetric $n \times n$ matrix $A$. By Theorem 9.14, there exists a nonsingular matrix $P_1$ such that $D = P_1^TAP_1 = (d_{ij})$ is a diagonal representation of $f$ with a unique number $r$ of positive entries followed by a unique number $s$ of negative entries. We let $t = n - r - s$ be the unique number of zero entries in $D$. Now let $P_2$ be the diagonal matrix with diagonal entries

$$
(P_2)_{ii} = \begin{cases} \frac{1}{\sqrt{d_{ii}}} & \text{for } i = 1, \ldots, r \\ \frac{1}{\sqrt{-d_{ii}}} & \text{for } i = r + 1, \ldots, r + s \\ 1 & \text{for } i = r + s + 1, \ldots, n \end{cases}
$$

Since $P_2$ is diagonal, it is obvious that $(P_2)^T = P_2$. We leave it to the reader to multiply out the matrices and show that

$$
P_2^TDP_2 = P_2^TP_1^TAP_1 = (P_1P_2)^TA(P_1P_2)
$$

is a congruence transformation that takes $A$ into the desired form.

We say that a real symmetric bilinear form $f \in \mathcal{B}(V)$ is nonnegative (or positive semidefinite) if $q(X) = X^TAX = \sum_{i,j} a_{ij}x_i^j = f(X,X) \geq 0$ for all $X \in V$, and we say that $f$ is positive definite if $q(X) > 0$ for all nonzero $X \in V$. In particular, from Theorem 9.14 we see that $f$ is nonnegative semidefinite if and only if the signature $S = r(f) \leq \dim V$, and $f$ will be positive definite if and only if $S = \dim V$.

Example 9.10 The quadratic form $(x^1)^2 - 4x^1x^2 + 5(x^2)^2$ is positive definite because it can be written in the form

$$(x^1 - 2x^2)^2 + (x^2)^2$$

which is nonnegative for all real values of $x^1$ and $x^2$, and is zero only if $x^1 = x^2 = 0$.

The quadratic form $(x^1)^2 + (x^2)^2 + 2(x^3)^2 - 2x^1x^3 - 2x^2x^3$ can be written in the form

$$(x^1 - x^3)^2 + (x^2 - x^3)^2.$$ 

Since this is nonnegative for all real values of $x^1$, $x^2$ and $x^3$ but is zero for nonzero values (e.g., $x^1 = x^2 = x^3 \neq 0$), this quadratic form is nonnegative but not positive definite.
Exercises

1. Determine the rank and signature of the following real quadratic forms:
   (a) $x^2 + 2xy + y^2$.
   (b) $x^2 + xy + 2xz + 2y^2 + 4yz + 2z^2$.

2. Find the transition matrix $P$ such that $P^TAP$ is diagonal where $A$ is given by:

   \[
   (a) \begin{pmatrix} 1 & 2 & -3 \\ 2 & 5 & -4 \\ -3 & -4 & 8 \end{pmatrix} \quad (b) \begin{pmatrix} 0 & 1 & 1 \\ 1 & -2 & 2 \\ 1 & 2 & -1 \end{pmatrix} \\
   (c) \begin{pmatrix} 1 & 1 & -2 & -3 \\ 1 & 2 & -5 & -1 \\ -2 & -5 & 6 & 9 \\ -3 & -1 & 9 & 11 \end{pmatrix}
   \]

3. Let $f$ be the symmetric bilinear form associated with the real quadratic form $q(x, y) = ax^2 + bxy + cy^2$. Show that:
   (a) $f$ is nondegenerate if and only if $b^2 - 4ac \neq 0$.
   (b) $f$ is positive definite if and only if $a > 0$ and $b^2 - 4ac < 0$.

4. If $A$ is a real, symmetric, positive definite matrix, show there exists a nonsingular matrix $P$ such that $A = P^T P$.

The remaining exercises are all related.

5. Let $V$ be finite-dimensional over $\mathbb{C}$, let $S$ be the subspace of all symmetric bilinear forms on $V$, and let $Q$ be the set of all quadratic forms on $V$.
   (a) Show that $Q$ is a subspace of all functions from $V$ to $\mathbb{C}$.
   (b) Suppose $T \in L(V)$ and $q \in Q$. Show that the equation $(T^\dagger q)(v) = q(Tv)$ defines a quadratic form $T^\dagger q$ on $V$.
   (c) Show that the function $T^\dagger$ is a linear operator on $Q$, and show that $T^\dagger$ is invertible if and only if $T$ is invertible.

6. (a) Let $q$ be the quadratic form on $\mathbb{R}^2$ defined by $q(x, y) = ax^2 + 2bxy + cy^2$ (where $a \neq 0$). Find an invertible $T \in L(\mathbb{R}^2)$ such that

   \[(T^\dagger q)(x, y) = ax^2 + (c - b^2/a)y^2.\]
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[Hint: Complete the square to find $T^{-1}$ (and hence $T$).]

(b) Let $q$ be the quadratic form on $\mathbb{R}^2$ defined by $q(x, y) = 2bxy$. Find an invertible $T \in L(\mathbb{R}^2)$ such that

$$(T^\dagger q)(x, y) = 2bx^2 - 2by^2.$$ 

(c) Let $q$ be the quadratic form on $\mathbb{R}^3$ defined by $q(x, y, z) = xy + 2xz + z^2$. Find an invertible $T \in L(\mathbb{R}^3)$ such that

$$(T^\dagger q)(x, y, z) = x^2 - y^2 + z^2.$$ 

7. Suppose $A \in M_n(\mathbb{R})$ is symmetric, and define a quadratic form $q$ on $\mathbb{R}^n$ by

$$q(X) = \sum_{i,j=1}^{n} a_{ij} x_i x_j.$$ 

Show there exists $T \in L(\mathbb{R}^n)$ such that

$$(T^\dagger q)(X) = \sum_{i=1}^{n} c_i (x_i)^2$$ 

where each $c_i$ is either 0 or $\pm 1$.

9.7 HERMITIAN FORMS

Let us now briefly consider how some of the results of the previous sections carry over to the case of bilinear forms over the complex number field. Much of this material will be elaborated on in the next chapter.

We say that a mapping $f: V \times V \to \mathbb{C}$ is a **Hermitian form** on $V$ if for all $u, u', v \in V$ and $a, b \in \mathbb{C}$ we have

1. $f(au + bu', v) = a^* f(u, v) + b^* f(u', v).$
2. $f(u, v) = f(v, u)^*.$

(We should point out that many authors define a Hermitian form by requiring that the scalars $a$ and $b$ on the right hand side of property (1) not be the complex conjugates as we have defined it. In this case, the scalars on the right hand side of property (3) below will be the complex conjugates of what we
have shown.) As was the case for the Hermitian inner product (see Section 2.4), we see that

\[ f(u, av_1 + bv_2) = f(au_1 + bv_2, u) = [a^* f(v_1, u) + b^* f(v_2, u)]^* \]

\[ = af(v_1, u)^* + bf(v_2, u)^* = af(u, v_1) + bf(u, v_2) \]

which we state as

(3) \( f(u, av_1 + bv_2) = af(u, v_1) + bf(u, v_2). \)

Since \( f(u, u) = f(u, u)^* \) it follows that \( f(u, u) \in \mathbb{R} \) for all \( u \in V \).

Along with a Hermitian form \( f \) is the associated Hermitian quadratic form \( q: V \to \mathbb{R} \) defined by \( q(u) = f(u, u) \) for all \( u \in V \). A little algebra (Exercise 9.7.1) shows that \( f \) may be obtained from \( q \) by the polar form expression of \( f \) which is

\[ f(u, v) = (1/4)(q(u + v) - q(u - v)) - (i/4)(q(u + iv) - q(u - iv)) . \]

We also say that \( f \) is nonnegative semidefinite if \( q(u) = f(u, u) \geq 0 \) for all \( u \in V \), and positive definite if \( q(u) = f(u, u) > 0 \) for all nonzero \( u \in V \). For example, the usual Hermitian inner product on \( \mathbb{C}^n \) is a positive definite form since for every nonzero \( X = (x_1, \ldots, x_n) \in \mathbb{C}^n \) we have

\[ q(X) = f(X, X) = \sum_{i=1}^{n} (x_i)^* x_i = \sum_{i=1}^{n} |x_i|^2 > 0 . \]

As we defined in Section 8.1, we say that a matrix \( H = (h_{ij}) \in M_n(\mathbb{C}) \) is Hermitian if \( h_{ij} = h_{ji}^* \). In other words, \( H \) is Hermitian if \( H = H^{\dagger} \). We denote the operation of taking the transpose along with taking the complex conjugate of a matrix \( A \) by \( A^\dagger \) (read “\( A \) dagger”). In other words, \( A^\dagger = A^{\ast T} \). For reasons that will become clear in the next chapter, we frequently call \( A^\dagger \) the (Hermitian) adjoint of \( A \). Thus \( H \) is Hermitian if \( H^\dagger = H \).

Note also that for any scalar \( k \) we have \( k^\dagger = k^* \). Furthermore, using Theorem 3.18(d), we see that

\[ (AB)^\dagger = (AB)^* T = (A^* B^* )^T = B^\dagger A^\dagger . \]

By induction, this obviously extends to any finite product of matrices. It is also clear that

\[ A^\dagger \dagger = A . \]
Example 9.11  Let $H$ be a Hermitian matrix. We show that $f(X, Y) = X^\dagger HY$ defines a Hermitian form on $\mathbb{C}^n$. Let $X_1, X_2, Y \in \mathbb{C}^n$ be arbitrary, and let $a, b \in \mathbb{C}$. Then (using Theorem 3.18(a))

$$f(aX_1 + bX_2, Y) = (aX_1 + bX_2)^\dagger HY$$

$$= (a^*X_1^\dagger + b^*X_2^\dagger)HY$$

$$= a^*X_1^\dagger HY + b^*X_2^\dagger HY$$

$$= a^*f(X_1, Y) + b^*f(X_2, Y)$$

which shows that $f(X, Y)$ satisfies property (1) of a Hermitian form. Now, since $X^\dagger HY$ is a (complex) scalar we have $(X^\dagger HY)^T = X^\dagger HY$, and therefore

$$f(X, Y)^* = (X^\dagger HY)^* = (X^\dagger HY)^\dagger = Y^\dagger HX = f(Y, X)$$

where we used the fact that $H^\dagger = H$. Thus $f(X, Y)$ satisfies property (2), and hence defines a Hermitian form on $\mathbb{C}^n$.

It is probably worth pointing out that $X^\dagger HY$ will not be a Hermitian form if the alternative definition mentioned above is used. In this case, one must use $f(X, Y) = X^T HY^*$ (see Exercise 9.7.2).  //

Now let $V$ have basis $\{e_i\}$, and let $f$ be a Hermitian form on $V$. Then for any $X = \sum_i x_i e_i$ and $Y = \sum_i y_i e_i$ in $V$, we see that

$$f(X, Y) = f(\sum_i x_i e_i, \sum_i y_i e_i) = \sum_{i,j} x_i^* y_j f(e_i, e_j) .$$

Just as we did in Theorem 9.9, we define the matrix elements $h_{ij}$ representing a Hermitian form $f$ by $h_{ij} = f(e_i, e_j)$. Note that since $f(e_i, e_j) = f(e_j, e_i)^*$, we see that the diagonal elements of $H = (h_{ii})$ must be real. Using this definition for the matrix elements of $f$, we then have

$$f(X, Y) = \sum_{i,j} x_i^* h_{ij} y_j = X^\dagger HY .$$

Following the proof of Theorem 9.9, this shows that any Hermitian form $f$ has a unique representation in terms of the Hermitian matrix $H$.

If we want to make explicit the basis referred to in this expression, we write $f(X, Y) = [X]_e^\dagger H[Y]_e$ where it is understood that the elements $h_{ij}$ are defined with respect to the basis $\{e_i\}$. Finally, let us prove the complex analogues of Theorems 9.11 and 9.14.
\textbf{Theorem 9.15} Let $f$ be a Hermitian form on $V$, and let $P$ be the transition matrix from a basis $\{e_i\}$ for $V$ to a new basis $\{e'_i\}$. If $H$ is the matrix of $f$ with respect to the basis $\{e_i\}$ for $V$, then $H' = P^\dagger HP$ is the matrix of $f$ relative to the new basis $\{e'_i\}$.

\textit{Proof} We saw in the proof of Theorem 9.11 that for any $X \in V$ we have $[X]_e = P[X]_{e'}$, and hence $[X]_e^\dagger = [X]_{e'}^\dagger P^\dagger$. Therefore, for any $X, Y \in V$ we see that
\[ f(X, Y) = [X]_e^\dagger H[Y]_e = [X]_{e'}^\dagger P^\dagger HP[Y]_{e'} = [X]_{e'}^\dagger H'[Y]_{e'} \]
where $H' = P^\dagger HP$ is the (unique) matrix of $f$ relative to the basis $\{e'_i\}$. \hfill \blacksquare

\textbf{Theorem 9.16} Let $f$ be a Hermitian form on $V$. Then there exists a basis for $V$ in which the matrix of $f$ is diagonal, and every other diagonal representation of $f$ has the same number of positive and negative entries.

\textit{Proof} Using the fact that $f(u, u)$ is real for all $u \in V$ along with the appropriate polar form of $f$, it should be easy for the reader to follow the proofs of Theorems 9.13 and 9.14 and complete the proof of this theorem (see Exercise 9.7.3). \hfill \blacksquare

We note that because of this result, our earlier definition for the signature of a bilinear form applies equally well to Hermitian forms.

\textbf{Exercises}

1. Let $f$ be a Hermitian form on $V$ and $q$ the associated quadratic form. Verify the polar form
\[ f(u, v) = (1/4)[q(u + v) - q(u - v)] - (i/4)[q(u + iv) - q(u - iv)] \]

2. Verify the statement made at the end of Example 9.11.


4. Show that the algorithm described in Section 9.6 applies to Hermitian matrices if we allow multiplication by complex numbers and, instead of multiplying by $E^T$ on the right, we multiply by $E^*T$.

5. For each of the following Hermitian matrices $H$, use the results of the previous exercise to find a nonsingular matrix $P$ such that $P^THP$ is diagonal:
We now apply the results of Sections 8.1, 9.5 and 9.6 to the problem of simultaneously diagonalizing two real quadratic forms. After the proof we shall give an example of how this result applies to classical mechanics.

**Theorem 9.17** Let $X^TAX$ and $X^T BX$ be two real quadratic forms on an $n$-dimensional Euclidean space $V$, and assume that $X^TAX$ is positive definite. Then there exists a nonsingular matrix $P$ such that the transformation $X = PY$ reduces $X^TAX$ to the form

$$X^TAX = Y^TY = (y_1)^2 + \cdots + (y_n)^2$$

and $X^T BX$ to the form

$$X^T BX = Y^TDY = \lambda_1(y_1)^2 + \cdots + \lambda_n(y_n)^2$$

where $\lambda_1, \ldots, \lambda_n$ are roots of the equation

$$\det(B - \lambda A) = 0 .$$

Moreover, the $\lambda_i$ are real and positive if and only if $X^T BX$ is positive definite.

**Proof** Since $A$ is symmetric, Theorem 9.13 tells us there exists a basis for $V$ that diagonalizes $A$. Furthermore, the corollary to Theorem 9.14 and the discussion following it shows that the fact $A$ is positive definite means that the corresponding nonsingular transition matrix $R$ may be chosen so that the transformation $X = RY$ yields

$$X^TAX = Y^TY = (y_1)^2 + \cdots + (y_n)^2 .$$

Note that $Y^TY = X^TAX = Y^TR^T ARY$ implies that
We also emphasize that $R$ will not be orthogonal in general.

Now observe that $R^TBR$ is a real symmetric matrix since $B$ is, and hence (by the corollary to Theorem 8.2) there exists an orthogonal matrix $Q$ such that

$$Q^T R^T BRQ = (RQ)^T B(RQ) = \text{diag}(\lambda_1, \ldots, \lambda_n) = D$$

where the $\lambda_i$ are the eigenvalues of $R^TBR$. If we define the nonsingular (and not generally orthogonal) matrix $P = RQ$, then

$$P^T BP = D$$

and

$$P^T AP = Q^T R^T A R Q = Q^T I Q = I.$$ 

Under the transformation $X = PY$, we are then left with

$$X^T AX = Y^T P^T AP Y = Y^T Y$$

as before, while

$$X^T BX = Y^T P^T BP Y = Y^T D Y = \lambda_1 (y_1)^2 + \cdots + \lambda_n (y_n)^2$$

as desired.

Now note that by definition, the $\lambda_i$ are roots of the equation

$$\det(R^TBR - \lambda I) = 0.$$ 

Using $R^TAR = I$ this may be written as

$$\det[R^T(B - \lambda A)R] = 0.$$ 

Since $\det R = \det R^T \neq 0$, we find that (using Theorem 4.8)

$$\det(B - \lambda A) = 0.$$ 

Finally, since $B$ is a real symmetric matrix, there exists an orthogonal matrix $S$ that brings it into the form

$$S^T BS = \text{diag}(\mu_1, \ldots, \mu_n) = \bar{D}$$

where the $\mu_i$ are the eigenvalues of $B$. Writing $X = SY$, we see that
and thus \( X^T BX \) is positive definite if and only if \( Y^T D Y \) is positive definite, i.e., if and only if every \( \mu_i > 0 \). Since we saw above that

\[
P^T BP = \text{diag}(\lambda_1, \ldots, \lambda_n) = D
\]

it follows from Theorem 9.14 that the number of positive \( \mu_i \) must equal the number of positive \( \lambda_i \). Therefore \( X^T BX \) is positive definite if and only if every \( \lambda_i > 0 \). \( \blacksquare \)

**Example 9.12** Let us show how Theorem 9.17 can be of help in classical mechanics. This example requires a knowledge of both the Lagrange equations of motion and Taylor series expansions. The details of the physics are given in, e.g., the classic text by Goldstein (1980). Our purpose is simply to demonstrate the usefulness of this theorem.

Consider the small oscillations of a conservative system of \( N \) particles about a point of stable equilibrium. We assume that the position \( \mathbf{r}_i \) of the \( i \)th particle is a function of \( n \) generalized coordinates \( q_i \), and not explicitly on the time \( t \). Thus we write \( \mathbf{r}_i = \mathbf{r}_i(q_1, \ldots, q_n) \), and

\[
\frac{d\mathbf{r}_i}{dt} = \dot{\mathbf{r}}_i = \sum_{j=1}^{n} \frac{\partial \mathbf{r}_i}{\partial q_j} \dot{q}_j
\]

where we denote the derivative with respect to time by a dot.

Since the velocity \( v_i \) of the \( i \)th particle is given by \( \dot{\mathbf{r}}_i \), the kinetic energy \( T \) of the \( i \)th particle is \( (1/2)m_i(v_i)^2 = (1/2)m_i\mathbf{\dot{r}}_i \cdot \mathbf{\dot{r}}_i \), and hence the kinetic energy of the system of \( N \) particles is given by

\[
T = \sum_{i=1}^{N} \frac{1}{2} m_i \mathbf{\dot{r}}_i \cdot \mathbf{\dot{r}}_i = \sum_{j,k=1}^{n} M_{jk} \dot{q}_j \dot{q}_k
\]

where

\[
M_{jk} = \sum_{i=1}^{N} \frac{1}{2} m_i \left( \frac{\partial \mathbf{r}_i}{\partial q_j} \right) \left( \frac{\partial \mathbf{r}_i}{\partial q_k} \right) = M_{kj}.
\]

Thus the kinetic energy is a quadratic form in the generalized velocities \( \dot{q}_i \). We also assume that the equilibrium position of each \( q_i \) is at \( q_i = 0 \). Let the potential energy of the system be \( V = V(q_1, \ldots, q_n) \). Expanding \( V \) in a Taylor series expansion about the equilibrium point, we have (using an obvious notation for evaluating functions at equilibrium)

\[
V(q_1, \ldots, q_n) = V(0) + \sum_{i=1}^{n} \frac{\partial V}{\partial q_i} q_i + \frac{1}{2} \sum_{i,j=1}^{n} \left( \frac{\partial^2 V}{\partial q_i \partial q_j} \right) q_i q_j + \cdots.
\]
At equilibrium, the force on any particle vanishes, and hence we must have 
\( \frac{\partial V}{\partial q_i} = 0 \) for every \( i \). Furthermore, we may shift the zero of potential and assume that \( V(0) = 0 \) because this has no effect on the force on each particle. We may therefore write the potential as the quadratic form

\[
V = \sum_{i,j=1}^{n} b_{ij} q_i q_j
\]

where the \( b_{ij} \) are constants, and \( b_{ij} = b_{ji} \). Returning to the kinetic energy, we expand \( M_{ij} \) about the equilibrium position to obtain

\[
M_{ij}(q_1, \ldots, q_n) = M_{ij}(0) + \sum_{k=1}^{n} \left( \frac{\partial M_{ij}}{\partial q_k} \right)_0 q_k + \cdots.
\]

To a first approximation, we may keep only the first (constant) term in this expansion. Then denoting \( M_{ij}(0) \) by \( a_{ij} = a_{ji} \) we have

\[
T = \sum_{i,j=1}^{n} a_{ij} \dot{q}_i \dot{q}_j
\]

so that \( T \) is also a quadratic form.

The Lagrange equations of motion are

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) = \frac{\partial L}{\partial q_i}
\]

where \( L = T - V \) is called the Lagrangian. Since \( T \) is a function of the \( \dot{q}_i \) and \( V \) is a function of the \( q_i \), the equations of motion take the form

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_i} \right) = -\frac{\partial V}{\partial q_i}.
\]  

(*)

Now, the physical nature of the kinetic energy tells us that \( T \) must be a positive definite quadratic form, and hence we seek to diagonalize \( T \) as follows.

Define new coordinates \( q'_1, \ldots, q'_n \) by \( q_i = \sum p_{ij} q'_j \) where \( P = (p_{ij}) \) is a nonsingular constant matrix. Then differentiating with respect to time yields \( \dot{q}_i = \sum p_{ij} \dot{q}'_j \) so that the \( \dot{q}_i \) are transformed in the same manner as the \( q_i \). By Theorem 9.17, the transformation \( P \) may be chosen so that \( T \) and \( V \) take the forms

\[
T = (\dot{q}'_1)^2 + \cdots + (\dot{q}'_n)^2
\]

and

\[
V = \lambda_1(q'_1)^2 + \cdots + \lambda_n(q'_n)^2.
\]
Since \( V = 0 \) at \( q_1 = \cdots = q_n = 0 \), the fact that \( P \) is nonsingular tells us that \( V = 0 \) at \( q'_1 = \cdots = q'_n = 0 \) as well. Thus we see that \( V \) is also positive definite, and hence each \( \lambda_i > 0 \). This means that we may write \( \lambda_i = \omega_i^2 \) where each \( \omega_i \) is real and positive.

Since \( P \) is a constant matrix, the equations of motion (*) are just as valid for \( T \) and \( V \) expressed in terms of \( q'_1 \) and \( q'_i \). Therefore, substituting these expressions for \( T \) and \( V \) into (*), we obtain the equations of motion

\[
\frac{d^2 q'_i}{dt^2} = -\omega_i^2 q'_i .
\]

For each \( i = 1, \ldots, n \) the solution to this equation is

\[
q'_i = \alpha_i \cos(\omega_i t + \beta_i)
\]

where \( \alpha_i \) and \( \beta_i \) are constants to be determined from the initial conditions of the problem.

The coordinates \( q'_i \) are called the normal coordinates for the system of particles, and the form of the solution shows that the particles move according to simple harmonic motion.

For additional applications related to this example, we refer the reader to any advanced text on classical mechanics, such as those listed in the bibliography. (See, eg., Marion, chapter 13.6.)
Linear Operators

Recall that a linear transformation $T \in L(V)$ of a vector space into itself is called a (linear) operator. In this chapter we shall elaborate somewhat on the theory of operators. In so doing, we will define several important types of operators, and we will also prove some important diagonalization theorems. Much of this material is directly useful in physics and engineering as well as in mathematics. While some of this chapter overlaps with Chapter 8, we assume that the reader has studied at least Section 8.1.

10.1 LINEAR FUNCTIONALS AND ADJOINTS

Recall that in Theorem 9.3 we showed that for a finite-dimensional real inner product space $V$, the mapping $u \mapsto L_u = \langle u, \cdot \rangle$ was an isomorphism of $V$ onto $V^*$. This mapping had the property that $L_{au}v = \langle au, v \rangle = a\langle u, v \rangle = aL_u v$, and hence $L_{au} = aL_u$ for all $u \in V$ and $a \in \mathbb{R}$. However, if $V$ is a complex space with a Hermitian inner product, then $L_{au}v = \langle au, v \rangle = a^* \langle u, v \rangle = a^*L_u v$, and hence $L_{au} = a^*L_u$ which is not even linear (this was the definition of an anti-linear (or conjugate linear) transformation given in Section 9.2). Fortunately, there is a closely related result that holds even for complex vector spaces.

Let $V$ be finite-dimensional over $\mathbb{C}$, and assume that $V$ has an inner product $\langle \cdot, \cdot \rangle$ defined on it (this is just a positive definite Hermitian form on $V$). Thus for any $X, Y \in V$ we have $\langle X, Y \rangle \in \mathbb{C}$. For example, with respect to the
standard basis \( \{ e_i \} \) for \( \mathbb{C}^n \) (which is the same as the standard basis for \( \mathbb{R}^n \)), we have \( X = \sum x^i e_i \) and hence (see Example 2.13)

\[
\langle X, Y \rangle = \left( \sum_i x^i e_i, \sum_j y^j e_j \right) = \sum_{i,j} x^i y^j \delta_{ij} = \sum x^i y^j = X^* Y.
\]

Note that we are temporarily writing \( X^* T \) rather than \( X^* \). We will shortly explain the reason for this (see Theorem 10.2 below). In particular, for any \( T \in L(V) \) and \( X \in V \) we have the vector \( TX \in V \), and hence it is meaningful to write expressions of the form \( \langle TX, Y \rangle \) and \( \langle X, TY \rangle \).

Since we are dealing with finite-dimensional vector spaces, the Gram-Schmidt process (Theorem 2.21) guarantees that we can always work with an orthonormal basis. Hence, let us consider a complex inner product space \( V \) with basis \( \{ e_i \} \) such that \( \langle e_i, e_j \rangle = \delta_{ij} \). Then, just as we saw in the proof of Theorem 9.1, we now see that for any \( u = \sum u^j e_j \in V \) we have

\[
\langle e_i, u \rangle = \left( e_i, \sum_j u^j e_j \right) = \sum_j u^j \langle e_i, e_j \rangle = \sum_j u^j \delta_{ij} = u^i
\]

and thus

\[
u = \sum_i \langle e_i, u \rangle e_i.
\]

Now consider the vector \( Te_i \). Applying the result of the previous paragraph we have

\[
Te_i = \sum_i \langle e_i, Te_i \rangle e_i.
\]

But this is precisely the definition of the matrix \( A = (a_{ij}) \) that represents \( T \) relative to the basis \( \{ e_i \} \). In other words, this extremely important result shows that the matrix elements \( a_{ij} \) of the operator \( T \in L(V) \) are given by

\[
a_{ij} = \langle e_i, Te_j \rangle.
\]

It is important to note however, that this definition depended on the use of an orthonormal basis for \( V \). To see the self-consistency of this definition, we go back to our original definition of \( (a_{ij}) \) as \( Te_j = \sum_k e_k a_{kj} \). Taking the scalar product of both sides of this equation with \( e_i \) yields (using the orthonormality of the \( e_i \))

\[
\langle e_i, Te_j \rangle = \langle e_i, \sum_k e_k a_{kj} \rangle = \sum_k a_{kj} \langle e_i, e_k \rangle = \sum_k a_{kj} \delta_{ik} = a_{ij}.
\]

We now prove the complex analogue of Theorem 9.3.
Theorem 10.1 Let V be a finite-dimensional inner product space over \( \mathbb{C} \). Then, given any linear functional \( L \) on \( V \), there exists a unique \( u \in V \) such that \( Lv = \langle u, v \rangle \) for all \( v \in V \).

Proof Let \( \{ e_i \} \) be an orthonormal basis for \( V \) and define \( u = \sum_i (Le_i)^* e_i \). Now define the linear functional \( L_u \) on \( V \) by \( L_u v = \langle u, v \rangle \) for every \( v \in V \). Then, in particular, we have

\[
L_u e_i = \langle u, e_i \rangle = \langle \sum_i (Le_i)^* e_i, e_i \rangle = \sum_i \langle Le_i(e), e_i \rangle = \sum_i Le_i \delta_{ji} = Le_i .
\]

Since \( L \) and \( L_u \) agree on a basis for \( V \), they must agree on any \( v \in V \), and hence \( L = L_u = \langle u, \ \rangle \).

As to the uniqueness of the vector \( u \), suppose \( u' \in V \) has the property that \( Lv = \langle u', v \rangle \) for every \( v \in V \). Then \( L v = \langle u, v \rangle = \langle u', v \rangle \) so that \( \langle u - u', v \rangle = 0 \). Since \( v \) was arbitrary we may choose \( v = u - u' \). Then \( \langle u - u', u - u' \rangle = 0 \) which implies that (since the inner product is just a positive definite Hermitian form) \( u - u' = 0 \) or \( u = u' \).

The importance of finite-dimensionality in this theorem is shown by the following example.

Example 10.1 Let \( V = \mathbb{R}[x] \) be the (infinite-dimensional) space of all polynomials over \( \mathbb{R} \), and define an inner product on \( V \) by

\[
\langle f, g \rangle = \int_0^1 f(x)g(x) \, dx
\]

for every \( f, g \in V \). We will give an example of a linear functional \( L \) on \( V \) for which there does not exist a polynomial \( h \in V \) with the property that \( Lf = \langle h, f \rangle \) for all \( f \in V \).

To show this, define the nonzero linear functional \( L \) by

\[
Lf = f(0) .
\]

(\( L \) is nonzero since, e.g., \( L(a + x) = a \).) Now suppose there exists a polynomial \( h \in V \) such that \( Lf = f(0) = \langle h, f \rangle \) for every \( f \in V \). Then, in particular, we have

\[
L(xf) = 0f(0) = 0 = \langle h, xf \rangle
\]

for every \( f \in V \). Choosing \( f = xh \) we see that

\[
0 = \langle h, x^2 h \rangle = \int_0^1 x^2 h^2 \, dx .
\]
Since the integrand is strictly positive, this forces $h$ to be the zero polynomial. Thus we are left with $Lf = \langle h, f \rangle = \langle 0, f \rangle = 0$ for every $f \in V$, and hence $L = 0$. But this contradicts the fact that $L \neq 0$, and hence no such polynomial $h$ can exist.

Note the fact that $V$ is infinite-dimensional is required when we choose $f = xh$. The reason for this is that if $V$ consisted of all polynomials of degree $\leq$ some positive integer $N$, then $f = xh$ could have degree $> N$.

Now consider an operator $T \in L(V)$, and let $u$ be an arbitrary element of $V$. Then the mapping $L_u: V \to \mathbb{C}$ defined by $L_u v = \langle u, Tv \rangle$ for every $v \in V$ is a linear functional on $V$. Applying Theorem 10.1, we see that there exists a unique $u' \in V$ such that $\langle u, Tv \rangle = L_u v = \langle u', v \rangle$ for every $v \in V$. We now define the mapping $T^\dagger: V \to V$ by $T^\dagger u = u'$. In other words, we define the adjoint $T^\dagger$ of an operator $T \in L(V)$ by

$$\langle T^\dagger u, v \rangle = \langle u, Tv \rangle$$

for all $u, v \in V$. The mapping $T^\dagger$ is unique because $u'$ is unique for a given $u$. Thus, if $\overline{T}^\dagger u = u' = T^\dagger u$, then $(\overline{T}^\dagger - T^\dagger)u = 0$ for every $u \in V$, and hence $\overline{T}^\dagger - T^\dagger = 0$ or $\overline{T}^\dagger = T^\dagger$.

Note further that

$$\langle Tu, v \rangle = \langle v, Tu^* \rangle = \langle T^\dagger v, u^* \rangle = \langle u, T^\dagger v \rangle .$$

However, it follows from the definition that $\langle u, T^\dagger v \rangle = \langle T^\dagger u, v \rangle$. Therefore the uniqueness of the adjoint implies that $T^{\dagger\dagger} = T$.

Let us show that the map $T^\dagger$ is linear. For all $u_1, u_2, v \in V$ and $a, b \in \mathbb{C}$ we have

$$\langle T^\dagger (au_1 + bu_2), v \rangle = \langle au_1 + bu_2, Tv \rangle = a^* \langle u_1, Tv \rangle + b^* \langle u_2, Tv \rangle = a^* \langle T^\dagger u_1, v \rangle + b^* \langle T^\dagger u_2, v \rangle = \langle aT^\dagger u_1, v \rangle + \langle bT^\dagger u_2, v \rangle = \langle aT^\dagger u_1 + bT^\dagger u_2, v \rangle .$$

Since this is true for every $v \in V$, we must have

$$T^\dagger (au_1 + bu_2) = aT^\dagger u_1 + bT^\dagger u_2 .$$

Thus $T^\dagger$ is linear and $T^\dagger \in L(V)$.  

If \( \{e_i\} \) is an orthonormal basis for \( V \), then the matrix elements of \( T \) are given by \( a_{ij} = \langle e_i, Te_j \rangle \). Similarly, the matrix elements \( b_{ij} \) of \( T^\dagger \) are related to those of \( T \) because

\[
b_{ij} = \langle e_i, T^\dagger e_j \rangle = \langle Te_i, e_j \rangle = \langle e_j, Te_i \rangle^* = a_{ji}^*.\]

In other words, if \( A \) is the matrix representation of \( T \) relative to the orthonormal basis \( \{e_i\} \), then \( A^T \) is the matrix representation of \( T^\dagger \). This explains the symbol and terminology for the Hermitian adjoint used in the last chapter. Note that if \( V \) is a vector space, then the matrix representation of \( T^\dagger \) is simply \( A^T \), and we may denote the corresponding operator by \( T^T \).

We summarize this discussion in the following theorem, which is valid only in finite-dimensional vector spaces. (It is also worth pointing out that \( T^\dagger \) depends on the particular inner product defined on \( V \).)

**Theorem 10.2** Let \( T \) be a linear operator on a finite-dimensional complex inner product space \( V \). Then there exists a unique linear operator \( T^\dagger \) on \( V \) defined by \( \langle T^\dagger u, v \rangle = \langle u, Tv \rangle \) for all \( u, v \in V \). Furthermore, if \( A \) is the matrix representation of \( T \) relative to an orthonormal basis \( \{e_i\} \), then \( A^\dagger = A^T \) is the matrix representation of \( T^\dagger \) relative to this same basis. If \( V \) is a real space, then the matrix representation of \( T^\dagger \) is simply \( A^T \).

**Example 10.2** Let us give an example that shows the importance of finite-dimensionality in defining an adjoint operator. Consider the space \( V = \mathbb{R}[x] \) of all polynomials over \( \mathbb{R} \), and let the inner product be as in Example 10.1. Define the differentiation operator \( D \in L(V) \) by \( Df = df/dx \). We show that there exists no adjoint operator \( D^\dagger \) that satisfies \( \langle Df, g \rangle = \langle f, D^\dagger g \rangle \).

Using \( \langle Df, g \rangle = \langle f, D^\dagger g \rangle \), we integrate by parts to obtain

\[
\langle f, D^\dagger g \rangle = \langle Df, g \rangle = \int_0^1 (Df)g \, dx = \int_0^1 D(fg) - fDg \, dx
= (fg)(1) - (fg)(0) - \langle f, Dg \rangle.
\]

Rearranging, this general result may be written as

\[
\langle f, (D + D^\dagger)g \rangle = (fg)(1) - (fg)(0).
\]

We now let \( f = x^2(1 - x)^2p \) for any \( p \in V \). Then \( f(1) = f(0) = 0 \) so that we are left with
0 = \langle f, (D + D^\dagger)g \rangle = \int_0^1 x^2 (1 - x)^2 p(D + D^\dagger)g \, dx
= \langle x^2 (1 - x)^2 (D + D^\dagger)g, p \rangle.

Since this is true for every \( p \in V \), it follows that \( x^2 (1 - x)^2 (D + D^\dagger)g = 0 \). But \( x^2 (1 - x)^2 > 0 \) except at the endpoints, and hence we must have \( (D + D^\dagger)g = 0 \) for all \( g \in V \), and thus \( D + D^\dagger = 0 \). However, the above general result then yields

\[
0 = \langle f, (D + D^\dagger)g \rangle = (fg)(1) - (fg)(0)
\]

which is certainly not true for every \( f, g \in V \). Hence \( D^\dagger \) must not exist.

We leave it to the reader to find where the infinite-dimensionality of \( V = \mathbb{R}[x] \) enters into this example.

While this example shows that not every operator on an infinite-dimensional space has an adjoint, there are in fact some operators on some infinite-dimensional spaces that do indeed have an adjoint. A particular example of this is given in Exercise 10.1.3. In fact, the famous Riesz representation theorem asserts that any continuous linear functional on a Hilbert space does indeed have an adjoint. While this fact should be well known to anyone who has studied quantum mechanics, we defer further discussion until Chapter 12 (see Theorem 12.26).

As defined previously, an operator \( T \in L(V) \) is Hermitian (or self-adjoint) if \( T^\dagger = T \). The elementary properties of the adjoint operator \( T^\dagger \) are given in the following theorem. Note that if \( V \) is a real vector space, then the properties of the matrix representing an adjoint operator simply reduce to those of the transpose. Hence, a real Hermitian operator is represented by a (real) symmetric matrix.

**Theorem 10.3** Suppose \( S, T \in L(V) \) and \( c \in \mathbb{C} \). Then

(a) \( (S + T)^\dagger = S^\dagger + T^\dagger \).
(b) \( (cT)^\dagger = c^* T^\dagger \).
(c) \( (ST)^\dagger = T^\dagger S^\dagger \).
(d) \( T^{\dagger \dagger} = (T^\dagger)^\dagger = T \).
(e) \( I^\dagger = I \) and \( 0^\dagger = 0 \).
(f) \( (T^\dagger)^{-1} = (T^{-1})^\dagger \).

**Proof** Let \( u, v \in V \) be arbitrary. Then, from the definitions, we have

(a) \( \langle (S + T)^\dagger u, v \rangle = \langle u, (S + T)v \rangle = \langle u, Sv + Tv \rangle = \langle u, Sv \rangle + \langle u, Tv \rangle = \langle S^\dagger u, v \rangle + \langle T^\dagger u, v \rangle = \langle (S^\dagger + T^\dagger)u, v \rangle \).

(b) \( \langle (cT)^\dagger u, v \rangle = \langle c^* Tu, v \rangle = c\langle u, Tv \rangle = c\langle T^\dagger u, v \rangle = \langle c^* T^\dagger u, v \rangle \).
(c) \((ST)^\dagger u, v\) = \(\langle u, (ST)v \rangle = \langle u, S(Tv) \rangle = \langle S^\dagger u, T v \rangle\)
\[= (T^\dagger(S^\dagger u), v) = \langle (T^\dagger S^\dagger)u, v \rangle.\]

(d) This was shown in the discussion preceding Theorem 10.2.
(e) \(\langle Iu, v \rangle = \langle u, v \rangle = \langle u, Iv \rangle = \langle I^\dagger u, v \rangle.\)
\(\langle 0u, v \rangle = \langle 0, v \rangle = 0 = \langle u, 0v \rangle = \langle 0^\dagger u, v \rangle.\)

(f) \(I = I^\dagger = (T T^\dagger)^\dagger = (T^\dagger)^\ast T^\dagger\) so that \((T^\dagger)^\ast = (T^\dagger)^{-1}.\)

The proof is completed by noting that the adjoint and inverse operators are unique. 

**Corollary** If \(T \in L(V)\) is nonsingular, then so is \(T^\dagger.\)

**Proof** This follows from Theorems 10.3(f) and 5.10.

We now group together several other useful properties of operators for easy reference.

**Theorem 10.4** (a) Let \(V\) be an inner product space over either \(\mathbb{R}\) or \(\mathbb{C}\), let \(T \in L(V)\), and suppose that \(\langle u, Tv \rangle = 0\) for all \(u, v \in V\). Then \(T = 0.\)

(b) Let \(V\) be an inner product space over \(\mathbb{C}\), let \(T \in L(V)\), and suppose that \(\langle u, Tu \rangle = 0\) for all \(u \in V\). Then \(T = 0.\)

(c) Let \(V\) be a real inner product space, let \(T \in L(V)\) be Hermitian, and suppose that \(\langle u, Tu \rangle = 0\) for all \(u \in V\). Then \(T = 0.\)

**Proof** (a) Let \(u = Tv.\) Then, by definition of the inner product, we see that \((Tv, Tv) = 0\) implies \(Tv = 0\) for all \(v \in V\) which implies that \(T = 0.\)

(b) For any \(u, v \in V\) we have (by hypothesis)
\[0 = \langle u + v, T(u + v) \rangle = \langle u, Tu \rangle + \langle u, Tv \rangle + \langle v, Tu \rangle + \langle v, Tv \rangle = 0 + \langle v, Tu \rangle + 0 = \langle u, Tv \rangle + \langle v, Tu \rangle\]
\[(*)\]
Since \(v\) is arbitrary, we may replace it with \(iv\) to obtain
\[0 = i\langle u, Tv \rangle - i\langle v, Tu \rangle.\]
Dividing this by \(i\) and adding to \((*)\) results in \(0 = \langle u, Tv \rangle\) for any \(u, v \in V\). By (a), this implies that \(T = 0.\)

(c) For any \(u, v \in V\) we have \(\langle u + v, T(u + v) \rangle = 0\) which also yields \((*)\). Therefore, using \((*)\), the fact that \(T^\dagger = T,\) and the fact that \(V\) is real, we obtain
0 = \langle T^\dagger u, v \rangle + \langle v, Tu \rangle = \langle Tu, v \rangle + \langle v, Tu \rangle + \langle v, Tu \rangle
= 2\langle v, Tu \rangle.

Since this holds for any \( u, v \in V \) we have \( T = 0 \) by (a). (Note that in this particular case, \( T^\dagger = T^T \).) ■

Exercises

1. Suppose \( S, T \in \mathcal{L}(V) \).
   (a) If \( S \) and \( T \) are Hermitian, show that \( ST \) and \( TS \) are Hermitian if and only if \( [S, T] = ST - TS = 0 \).
   (b) If \( T \) is Hermitian, show that \( S^\dagger TS \) is Hermitian for all \( S \).
   (c) If \( S \) is nonsingular and \( S^\dagger TS \) is Hermitian, show that \( T \) is Hermitian.

2. Consider \( V = M_n(\mathbb{C}) \) with the inner product \( \langle A, B \rangle = \text{Tr}(B^\dagger A) \). For each \( M \in V \), define the operator \( T_M \in \mathcal{L}(V) \) by \( T_M(A) = MA \). Show that \( (T_M)^\dagger = T_M^\dagger \).

3. Consider the space \( V = \mathbb{C}[x] \). If \( f = \sum a_i x^i \in V \), we define the complex conjugate of \( f \) to be the polynomial \( f^* = \sum a_i^* x^i \in V \). In other words, if \( t \in \mathbb{R} \), then \( f^*(t) = (f(t))^* \). We define an inner product on \( V \) by

\[
\langle f, g \rangle = \int_0^1 f^*(t)g(t) \, dt.
\]

For each \( f \in V \), define the operator \( T_f \in \mathcal{L}(V) \) by \( T_f(g) = fg \). Show that \( (T_f)^\dagger = T_{f^*} \).

4. Let \( V \) be the space of all real polynomials of degree \( \leq 3 \), and define an inner product on \( V \) by

\[
\langle f, g \rangle = \int_0^1 f(x)g(x) \, dx.
\]

For any \( t \in \mathbb{R} \), find a polynomial \( h_t \in V \) such that \( \langle h_t, f \rangle = f(t) \) for all \( f \in V \).

5. If \( V \) is as in the previous exercise and \( D \) is the usual differentiation operator on \( V \), find \( D^\dagger \).

6. Let \( V = \mathbb{C}^2 \) with the standard inner product.
   (a) Define \( T \in \mathcal{L}(V) \) by \( T e_1 = (1, -2), T e_2 = (i, -1) \). If \( v = (z_1, z_2) \), find \( T^\dagger v \).
(b) Define \( T \in L(V) \) by \( T e_1 = (1 + i, 2) \), \( T e_2 = (i, i) \). Find the matrix representation of \( T^\dagger \) relative to the usual basis for \( V \). Is it true that \([T, T^\dagger] = 0\)?

7. Let \( V \) be a finite-dimensional inner product space and suppose \( T \in L(V) \). Show that \( \text{Im } T^\dagger = (\text{Ker } T)^\perp \).

8. Let \( V \) be a finite-dimensional inner product space, and suppose \( E \in L(V) \) is idempotent, i.e., \( E^2 = E \). Prove that \( E^\dagger = E \) if and only if \([E, E^\dagger] = 0\).

9. For each of the following inner product spaces \( V \) and \( L \in V^* \), find a vector \( u \in V \) such that \( L v = \langle u, v \rangle \) for all \( v \in V \):
   (a) \( V = \mathbb{R}^3 \) and \( L(x, y, z) = x - 2y + 4z \).
   (b) \( V = \mathbb{C}^2 \) and \( L(z_1, z_2) = z_1 - z_2 \).
   (c) \( V \) is the space of all real polynomials of degree \( \leq 2 \) with inner product as in Exercise 4, and \( L f = f(0) + Df(1) \). (Here \( D \) is the usual differentiation operator.)

10. (a) Let \( V = \mathbb{R}^2 \), and define \( T \in L(V) \) by \( T(x, y) = (2x + y, x - 3y) \). Find \( T^\dagger(3, 5) \).
   (b) Let \( V = \mathbb{C}^2 \), and define \( T \in L(V) \) by \( T(z_1, z_2) = (2z_1 + iz_2, (1 - i)z_1) \). Find \( T^\dagger(3 - i, 1 + i2) \).
   (c) Let \( V \) be as in Exercise 9(c), and define \( T \in L(V) \) by \( T f = 3f + Df \). Find \( T^\dagger f \) where \( f = 3x^2 - x + 4 \).

### 10.2 ISOMETRIC AND UNITARY OPERATORS

Let \( V \) be a complex inner product space with the induced norm. Another important class of operators \( U \in L(V) \) is that for which \( \|Uv\| = |v| \) for all \( v \in V \). Such operators are called **isometric** because they preserve the length of the vector \( v \). Furthermore, for any \( v, w \in V \) we see that

\[
|Uv - Uw| = |U(v - w)| = |v - w|
\]

so that \( U \) preserves distances as well. This is sometimes described by saying that \( U \) is an **isometry**.

If we write out the norm as an inner product and assume that the adjoint operator exists, we see that an isometric operator satisfies

\[
\langle v, v \rangle = \langle Uv, Uv \rangle = \langle v, (U^\dagger U)v \rangle
\]
and hence \( \langle v, (U^\dagger U - 1)v \rangle = 0 \) for any \( v \in V \). But then from Theorem 10.4(b) it follows that

\[
U^\dagger U = 1.
\]

In fact, this is sometimes taken as the definition of an isometric operator. Note that this applies equally well to an infinite-dimensional space.

*If \( V \) is finite-dimensional*, then (Theorems 3.21 and 5.13) it follows that \( U^\dagger = U^{-1} \), and hence

\[
U^\dagger U = UU^\dagger = 1.
\]

Any operator that satisfies either \( U^\dagger U = UU^\dagger = 1 \) or \( U^\dagger = U^{-1} \) is said to be **unitary**. It is clear that a unitary operator is necessarily isometric. If \( V \) is simply a real space, then unitary operators are called **orthogonal**.

Because of the importance of isometric and unitary operators in both mathematics and physics, it is worth arriving at both of these definitions from a slightly different viewpoint that also aids in our understanding of these operators. Let \( V \) be a complex vector space with an inner product defined on it. We say that an operator \( U \) is **unitary** if \( |Uv| = |v| \) for all \( v \in V \), and in addition, it has the property that it is a mapping of \( V \) onto itself. Since \( \langle Uv, v \rangle = \langle v, v \rangle \), we see that \( Uv = 0 \) if and only if \( v = 0 \), and hence \( \text{Ker } U = \{0\} \). Therefore \( U \) is one-to-one and \( U^{-1} \) exists (Theorem 5.5). Since \( U \) is surjective, the inverse is defined on all of \( V \) also. Note that there has been no mention of finite-dimensionality. This was avoided by requiring that the mapping be surjective.

Starting from \( \langle Uv, v \rangle = \langle v, v \rangle \), we may write \( \langle v, (U^\dagger U)v \rangle = \langle v, v \rangle \). As we did in the proof of Theorem 10.4, if we first substitute \( v = v_1 + iv_2 \) and then add to the first, we find that \( \langle v_1, (U^\dagger U)v_2 \rangle = \langle v_1, v_2 \rangle \). Since this holds for all \( v_1, v_2 \in V \), it follows that \( U^\dagger U = 1 \). If we now multiply this equation from the left by \( U \) we have \( UU^\dagger U = U \), and hence \( (UU^\dagger)(Uv) = Uv \) for all \( v \in V \). But as \( v \) varies over all of \( V \), so does \( Uv \) since \( U \) is surjective. We then define \( v' = Uv \) so that \( (UU^\dagger)v' = v' \) for all \( v' \in V \). This shows that \( UU^\dagger = 1 \) implies \( UU^\dagger = 1 \). What we have just done then, is show that a surjective norm-preserving operator \( U \) has the property that \( UU^\dagger = UU^\dagger = 1 \). It is important to emphasize that this approach is equally valid in infinite-dimensional spaces.

We now define an **isometric** operator \( \Omega \) to be an operator defined on all of \( V \) with the property that \( |\Omega v| = |v| \) for all \( v \in V \). This differs from a unitary operator in that we do not require that \( \Omega \) also be surjective. Again, the requirement that \( \Omega \) preserve the norm tells us that \( \Omega \) has an inverse (since it must be one-to-one), but this inverse is not necessarily defined on the whole of \( V \). For example, let \( \{e_i\} \) be an orthonormal basis for \( V \), and define the “shift operator” \( \Omega \) by

\[
\Omega(e_i) = e_{i+1}.
\]
This $\Omega$ is clearly defined on all of $V$, but the image of $\Omega$ is not all of $V$ since it does not include the vector $e_1$. Thus, $\Omega^{-1}$ is not defined on $e_1$.

Exactly as we did for unitary operators, we can show that $\Omega^\dagger \Omega = 1$ for an isometric operator $\Omega$. If $V$ happens to be finite-dimensional, then obviously $\Omega \Omega^\dagger = 1$. Thus, on a finite-dimensional space, an isometric operator is also unitary.

Finally, let us show an interesting relationship between the inverse $\Omega^{-1}$ of an isometric operator and its adjoint $\Omega^\dagger$. From $\Omega^\dagger \Omega = 1$, we may write $\Omega^\dagger (\Omega v) = v$ for every $v \in V$. If we define $\Omega v = v'$, then for every $v' \in \text{Im } \Omega$ we have $v = \Omega^{-1} v'$, and hence

$$\Omega^\dagger v' = \Omega^{-1} v' \quad \text{for } v' \in \text{Im } \Omega.$$ 

On the other hand, if $w' \in (\text{Im } \Omega)^\perp$, then automatically $\langle w', \Omega v \rangle = 0$ for every $v \in V$. Therefore this may be written as $\langle \Omega^\dagger w', v \rangle = 0$ for every $v \in V$, and hence (choose $v = \Omega^\dagger w'$)

$$\Omega^\dagger w' = 0 \quad \text{for } w' \in (\text{Im } \Omega)^\perp.$$ 

In other words, we have

$$\Omega^\dagger = \begin{cases} 
\Omega^{-1} & \text{on } \text{Im } \Omega \\
0 & \text{on } (\text{Im } \Omega)^\perp 
\end{cases}.$$ 

For instance, using our earlier example of the shift operator, we see that $\langle e_i, e_i \rangle = 0$ for $i \neq 1$, and hence $e_1 \in (\text{Im } \Omega)^\perp$. Therefore $\Omega^\dagger (e_i) = 0$, so that we clearly cannot have $\Omega \Omega^\dagger = 1$.

Our next theorem summarizes some of this discussion.

**Theorem 10.5** Let $V$ be a complex finite-dimensional inner product space. Then the following conditions on an operator $U \in L(V)$ are equivalent:

(a) $U^\dagger = U^{-1}$.

(b) $\langle Uv, Uw \rangle = \langle v, w \rangle$ for all $v, w \in V$.

(c) $Uv = \|v\|$.

**Proof** (a) $\Rightarrow$ (b): $\langle Uv, Uw \rangle = \langle v, (U^\dagger U)w \rangle = \langle v, w \rangle = \langle v, w \rangle$.

(b) $\Rightarrow$ (c): $\|Uv\| = \langle Uv, Uv \rangle^{1/2} = \langle v, v \rangle^{1/2} = \|v\|$.

(c) $\Rightarrow$ (a): $\langle v, (U^\dagger U)v \rangle = \langle Uv, Uv \rangle = \langle v, v \rangle = \langle v, v \rangle$, and therefore $\langle v, (U^\dagger U - I)v \rangle = 0$. Hence (by Theorem 10.4(b)) we must have $U^\dagger U = 1$, and thus $U^\dagger = U^{-1}$ (since $V$ is finite-dimensional).
10.2 ISOMETRIC AND UNITARY OPERATORS

From part (c) of this theorem we see that $U$ preserves the length of any vector. In particular, $U$ preserves the length of a unit vector, hence the designation “unitary.” Note also that if $v$ and $w$ are orthogonal, then $\langle v, w \rangle = 0$ and hence $\langle Uv, Uw \rangle = \langle v, w \rangle = 0$. Thus $U$ maintains orthogonality as well.

Condition (b) of this theorem is sometimes described by saying that a unitary transformation preserves inner products. In general, we say that a linear transformation (i.e., a vector space homomorphism) $T$ of an inner product space $V$ onto an inner product space $W$ (over the same field) is an inner product space isomorphism of $V$ onto $W$ if it also preserves inner products. Therefore, one may define a unitary operator as an inner product space isomorphism.

It is also worth commenting on the case of unitary operators defined on a real vector space. Since in this case the adjoint reduces to the transpose, we have $U^\dagger = U^T = U^\dagger$. If $V$ is a real vector space, then an operator $T = L(V)$ that satisfies $T^T = T^{-1}$ is said to be an orthogonal transformation. It should be clear that Theorem 10.5 also applies to real vector spaces if we replace the adjoint by the transpose. We will have more to say about orthogonal transformations below.

Theorem 10.6 Let $V$ be finite-dimensional over $\mathbb{C}$ (resp. $\mathbb{R}$). A linear transformation $U \in L(V)$ is unitary (resp. orthogonal) if and only if it takes an orthonormal basis for $V$ into an orthonormal basis for $V$.

Proof We consider the case where $V$ is complex, leaving the real case to the reader. Let $\{e_i\}$ be an orthonormal basis for $V$, and assume that $U$ is unitary. Then from Theorem 10.5(b) we have

$$\langle Ue_i, Ue_j \rangle = \langle e_i, e_j \rangle = \delta_{ij}$$

so that $\{Ue_i\}$ is also an orthonormal set. But any orthonormal set is linearly independent (Theorem 2.19), and hence $\{Ue_i\}$ forms a basis for $V$ (since there are as many of the $Ue_i$ as there are $e_i$).

Conversely, suppose that both $\{e_i\}$ and $\{Ue_i\}$ are orthonormal bases for $V$ and let $v, w \in V$ be arbitrary. Then

$$\langle v, w \rangle = (\sum_i v_i^* e_i, \sum_j w_j^* e_j) = \sum_{i,j} v_i^* w_j^* \langle e_i, e_j \rangle = \sum_{i,j} v_i^* w_j^* \delta_{ij}$$

$$= \sum_{i,j} v^* w_i^j \delta_{ij}.$$
\[ \langle Uv, Uw \rangle = (U(\sum_i v^i e_i), U(\sum_j w^j e_j)) = \sum_{i,j} v^i \ast w^j \langle Ue_i, Ue_j \rangle = \sum_{i,j} v^i \ast w^j \delta_{ij} = \sum_i v^i \ast w^j = \langle v, w \rangle. \]

This shows that \( U \) is unitary (Theorem 10.5). \[ \square \]

**Corollary** Let \( V \) and \( W \) be finite-dimensional inner product spaces over \( \mathbb{C} \). Then there exists an inner product space isomorphism of \( V \) onto \( W \) if and only if \( \dim V = \dim W \).

**Proof** Clearly \( \dim V = \dim W \) if \( V \) and \( W \) are isomorphic. On the other hand, let \( \{e_1, \ldots, e_n\} \) be an orthonormal basis for \( V \), and let \( \{\bar{e}_1, \ldots, \bar{e}_n\} \) be an orthonormal basis for \( W \). (These bases exist by Theorem 2.21.) We define the (surjective) linear transformation \( U \) by the requirement \( Ue_i = \bar{e}_i \). \( U \) is unique by Theorem 5.1. Since \( \langle Ue_i, Ue_j \rangle = \langle \bar{e}_i, \bar{e}_j \rangle = \delta_{ij} = \langle e_i, e_j \rangle \), the proof of Theorem 10.6 shows that \( U \) preserves inner products. In particular, we see that \( |Uv| = |v| \) for every \( v \in V \), and hence \( \ker U = \{0\} \) (by property (N1) of Theorem 2.17). Thus \( U \) is also one-to-one (Theorem 5.5). \[ \square \]

From Theorem 10.2 we see that a complex matrix \( A \) represents a unitary operator relative to an orthonormal basis if and only if \( A^\dagger = A^{-1} \). We therefore say that a complex matrix \( A \) is a **unitary matrix** if \( A^\dagger = A^{-1} \). In the special case that \( A \) is a real matrix with the property that \( A^T = A^{-1} \), then we say that \( A \) is an **orthogonal matrix**. (These classes of matrices were also discussed in Section 8.1.) The reason for this designation is shown in the next example, which is really nothing more than another way of looking at what we have done so far.

**Example 10.3** Suppose \( V = \mathbb{R}^n \) and \( X \in V \). In terms of an orthonormal basis \( \{e_i\} \) for \( V \) we may write \( X = \sum x^i e_i \). Now suppose we are given another orthonormal basis \( \{\bar{e}_i\} \) related to the first basis by \( \bar{e}_i = A(e_i) = \sum a_{ij} a_{il} \) for some real matrix \( \{a_{ij}\} \). Relative to this new basis we have \( A(X) = \bar{X} = \sum a_{ij} \bar{x}_i \bar{e}_j \) where \( x^i = \sum a_{ij} \bar{x}_j \) (see Section 5.4). Then

\[
\|X\|^2 = (\sum x^i e_i, \sum j x^j e_j) = \sum_i, j x^i x^j (e_i, e_j) = \sum_i, j x^i x^j \delta_{ij} = \sum_i (x^i)^2 = \sum_i, j, k a_{ij} a_{ik} \bar{x}_j \bar{x}_k = \sum_i, j, k a_{ij} A_{jk} \bar{x}_j \bar{x}_k = \sum_{j, k} (A^T A)_{jk} \bar{x}_j \bar{x}_k.
\]

If \( A \) is orthogonal, then \( A^T = A^{-1} \) so that \( (A^T A)_{jk} = \delta_{jk} \) and we are left with...
\[ |X|^2 = \sum (x_i)^2 = \sum (\bar{x}_j)^2 = |\bar{X}|^2 \]

so that the length of \( X \) is unchanged under an orthogonal transformation. An equivalent way to see this is to assume that \( A \) simply represents a rotation so that the length of a vector remains unchanged by definition. This then forces \( A \) to be an orthogonal transformation (see Exercise 10.2.2).

Another way to think of orthogonal transformations is the following. We saw in Section 2.4 that the angle \( \theta \) between two vectors \( X, Y \in \mathbb{R}^n \) is defined by

\[
\cos \theta = \frac{\langle X, Y \rangle}{|X||Y|}.
\]

Under the orthogonal transformation \( A \), we then have \( \bar{X} = A(X) \) and also

\[
\cos \bar{\theta} = \frac{\langle \bar{X}, \bar{Y} \rangle}{|\bar{X}||\bar{Y}|}.
\]

But \( |\bar{X}| = |X| \) and \( |\bar{Y}| = |Y| \), and in addition,

\[
\langle X, Y \rangle = \langle \sum_i x_i^i e_i, \sum_j y_j^j e_j \rangle = \sum_i x_i^i = \sum_j y_j^j = \sum_{i,j,k} a_{ij} \bar{x}_i \bar{y}_k
\]

so that \( \theta = \bar{\theta} \) (this also follows from the real vector space version of Theorem 10.5). Therefore an orthogonal transformation also preserves the angle between two vectors, and hence is nothing more than a rotation in \( \mathbb{R}^n \).

**Theorem 10.7** The following conditions on a matrix \( A \) are equivalent:

(a) \( A \) is unitary.

(b) The rows \( A_i \) of \( A \) form an orthonormal set.

(c) The columns \( A^i \) of \( A \) form an orthonormal set.

**Proof** We begin by noting that, using the usual inner product on \( \mathbb{C}^n \), we have

\[
(AA^\dagger)_{ij} = \sum_k a_{ik} a_k^\dagger = \sum_k \sum_{i,j,k} a_{ik} a_k^* a_{ik} = \langle A_j, A_i \rangle
\]

and

\[
(A^\dagger A)_{ij} = \sum_k a_{ik} a_k^* = \sum_k \sum_{i,j,k} a_{ik} a^* a_{ik} = \langle A^i, A^j \rangle
\]

Now, if \( A \) is unitary, then \( AA^\dagger = I \) implies \( (AA^\dagger)_{ij} = \delta_{ij} \) which then implies that \( \langle A_j, A_i \rangle = \delta_{ij} \) so that (a) is equivalent to (b). Similarly, we must have
(A^\dagger A)_{ij} = \delta_{ij} = (A^\dagger, A^\dagger) so that (a) is also equivalent to (c). Therefore (b) must also be equivalent to (c). □

Note that the equivalence of (b) and (c) in this theorem means that the rows of A form an orthonormal set if and only if the columns of A form an orthonormal set. But the rows of A are just the columns of A^T, and hence A is unitary if and only if A^T is unitary.

It should be obvious that this theorem applies just as well to orthogonal matrices. Looking at this in the other direction, we see that in this case A^T = A^\dagger so that A^T A = A A^T = I, and therefore

(A^T A)_{ij} = \sum_k a^T_{ik} a_{kj} = \delta_{ij}

(AA^T)_{ij} = \sum_k a_{ik} a^T_{kj} = \delta_{ij}.

Viewing the standard (orthonormal) basis \{e_i\} for R^n as row vectors, we have A_i = \sum_j a_{ij} e_j, and hence

\langle A_i, A_j \rangle = (\sum_k a_{ik} e_k, \sum_r a_{jr} e_r) = \sum_k a_{ik} a_{jr} \langle e_k, e_r \rangle

= \sum_k a_{ik} a_{jr} \delta_{kr} = \sum_k a_{ik} a_{jk} = \delta_{ij}.

Furthermore, it is easy to see that a similar result holds for the columns of A.

Our next theorem details several useful properties of orthogonal and unitary matrices.

**Theorem 10.8** (a) If A is an orthogonal matrix, then det A = \pm 1.

(b) If U is a unitary matrix, then |det U| = 1. Alternatively, det U = e^{i\phi} for some real number \phi.

**Proof** (a) We have AA^T = I, and hence (from Theorems 4.8 and 4.1)

1 = det I = det(AA^T) = (det A)(det A^T) = (det A)^2

so that det A = \pm 1.

(b) If UU^\dagger = I then, as above, we have

1 = det I = det(UU^\dagger) = (det U)(det U^\dagger) = (det U)(det U^T)^* = (det U)(det U)^* = |det U|^2.
Since the absolute value is defined to be positive, this shows that $|\det U| = 1$ and hence $\det U = e^{i\phi}$ for some real $\phi$.

**Example 10.4** Let us take a look at rotations in $\mathbb{R}^2$ as shown, for example, in the figure below. Recall from Example 10.3 that if we have two bases $\{e_i\}$ and $\{\bar{e}_i\}$, then they are related by a transition matrix $A = (a_{ij})$ defined by $\bar{e}_i = \sum_j a_{ij} e_j$. In addition, if $X = \sum_i x_i e_i = \sum_i \bar{x}_i \bar{e}_i$, then $x_i = \sum_j a_{ij} \bar{x}_j$. If both $\{e_i\}$ and $\{\bar{e}_i\}$ are orthonormal bases, then

$$\langle e_i, \bar{e}_j \rangle = \langle e_i, \sum_k e_k a_{kj} \rangle = \sum_k a_{kj} \langle e_i, e_k \rangle = \sum_k a_{kj} \delta_{ik} = a_{ij}.$$ 

Using the usual dot product on $\mathbb{R}^2$ as our inner product (see Section 2.4, Lemma 2.3) and referring to the figure below, we see that the elements $a_{ij}$ are given by (also see Section 0.6 for the trigonometric identities)

\[
\begin{align*}
  a_{11} &= e_1 \cdot \bar{e}_1 = |e_1| |\bar{e}_1| \cos \theta = \cos \theta \\
  a_{12} &= e_1 \cdot \bar{e}_2 = |e_1| |\bar{e}_2| \cos(\pi/2 + \theta) = -\sin \theta \\
  a_{21} &= e_2 \cdot \bar{e}_1 = |e_2| |\bar{e}_1| \cos(\pi/2 - \theta) = \sin \theta \\
  a_{22} &= e_2 \cdot \bar{e}_2 = |e_2| |\bar{e}_2| \cos \theta = \cos \theta
\end{align*}
\]

Thus the matrix $A$ is given by

$$
(a_{ij}) = \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}.
$$

We leave it to the reader to compute directly that $A^T A = AA^T = I$ and $\det A = +1$. 

**Example 10.5** Referring to the previous example, we can show that any (real) $2 \times 2$ orthogonal matrix with $\det A = +1$ has the form
\[(a_{ij}) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}\]

for some \(\theta \in \mathbb{R}\). To see this, suppose \(A\) has the form

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]

where \(a, b, c, d \in \mathbb{R}\). Since \(A\) is orthogonal, its rows form an orthonormal set, and hence we have

\[a^2 + b^2 = 1, \quad c^2 + d^2 = 1, \quad ac + bd = 0, \quad ad - bc = 1\]

where the last equation follows from \(\det A = 1\).

If \(a = 0\), then the first of these equations yields \(b = \pm 1\), the third then yields \(d = 0\), and the last yields \(-c = 1/b = \pm 1\) which is equivalent to \(c = -b\). In other words, if \(a = 0\), then \(A\) has either of the following forms:

\[
\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \quad \text{or} \quad \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\]

The first of these is of the required form if we choose \(\theta = -90^\circ = -\pi/2\), and the second is of the required form if we choose \(\theta = +90^\circ = +\pi/2\).

Now suppose that \(a \neq 0\). From the third equation we have \(c = -bd/a\), and substituting this into the second equation, we find \((a^2 + b^2)d^2 = a^2\). Using the first equation, this becomes \(a^2 = d^2\) or \(a = \pm d\). If \(a = -d\), then the third equation yields \(b = c\), and hence the last equation yields \(-a^2 - b^2 = 1\) which is impossible. Therefore \(a = d\), the third equation then yields \(c = -b\), and we are left with

\[
\begin{pmatrix} a & -c \\ c & a \end{pmatrix}.
\]

Since \(\det A = a^2 + c^2 = 1\), there exists a real number \(\theta\) such that \(a = \cos \theta\) and \(c = \sin \theta\) which gives us the desired form for \(A\).

**Exercises**

1. Let \(\text{GL}(n, \mathbb{C})\) denote the subset of \(\text{M}_n(\mathbb{C})\) consisting of all nonsingular matrices, \(U(n)\) the subset of all unitary matrices, and \(L(n)\) the set of all
nonsingular lower-triangular matrices.
(a) Show that each of these three sets forms a group.
(b) Show that any nonsingular \( n \times n \) complex matrix can be written as a product of a nonsingular upper-triangular matrix and a unitary matrix. [Hint: Use Exercises 5.4.14 and 3.7.7.]

2. Let \( V = \mathbb{R}^n \) with the standard inner product, and suppose the length of any \( X \in V \) remains unchanged under \( A \in \mathcal{L}(V) \). Show that \( A \) must be an orthogonal transformation.

3. Let \( V \) be the space of all continuous complex-valued functions defined on \([0, 2\pi]\), and define an inner product on \( V \) by
\[
\langle f , g \rangle = \frac{1}{2\pi} \int_0^{2\pi} f^*(x)g(x)\,dx
\]
Suppose there exists \( h \in V \) such that \( |h(x)| = 1 \) for all \( x \in [0, 2\pi] \), and define \( T_h \in \mathcal{L}(V) \) by \( T_hf = hf \). Prove that \( T \) is unitary.

4. Let \( W \) be a finite-dimensional subspace of an inner product space \( V \), and recall that \( V = W \oplus W^\perp \) (see Exercise 2.5.11). Define \( U \in \mathcal{L}(V) \) by
\[
U(w_1 + w_2) = w_1 - w_2
\]
where \( w_1 \in W \) and \( w_2 \in W^\perp \).
(a) Prove that \( U \) is a Hermitian operator.
(b) Let \( V = \mathbb{R}^3 \) have the standard inner product, and let \( W \subset V \) be spanned by the vector \((1, 0, 1)\). Find the matrix of \( U \) relative to the standard basis for \( V \).

5. Let \( V \) be a finite-dimensional inner product space. An operator \( \Omega \in \mathcal{L}(V) \) is said to be a partial isometry if there exists a subspace \( W \) of \( V \) such that \( |\Omega w| = |w| \) for all \( w \in W \), and \( |\Omega w|=0 \) for all \( w \in W^\perp \). Let \( \Omega \) be a partial isometry and suppose \( \{w_1, \ldots, w_k\} \) is an orthonormal basis for \( W \).
(a) Show that \( \langle \Omega u, \Omega v \rangle = \langle u, v \rangle \) for all \( u, v \in W \). [Hint: Use Exercise 2.4.7.]
(b) Show that \( \{\Omega w_1, \ldots, \Omega w_k\} \) is an orthonormal basis for \( \text{Im} \, \Omega \).
(c) Show there exists an orthonormal basis \( \{v_i\} \) for \( V \) such that the first \( k \) columns of \( [\Omega]_v \) form an orthonormal set, and the remaining columns are zero.
(d) Let \( \{u_1, \ldots, u_r\} \) be an orthonormal basis for \( (\text{Im} \, \Omega)^\perp \). Show that \( \{\Omega \, w_1, \ldots, \Omega \, w_k, u_1, \ldots, u_r\} \) is an orthonormal basis for \( V \).
(e) Suppose \( T \in \mathcal{L}(V) \) satisfies \( T(\Omega \, w_i) = w_i \) (for \( 1 \leq i \leq k \)) and \( Tu_i = 0 \) (for \( 1 \leq i \leq r \)). Show that \( T \) is well-defined, and that \( T = \Omega^\dagger \).
(f) Show that $\Omega^\dagger$ is a partial isometry.

6. Let $V$ be a complex inner product space, and suppose $H \in \mathcal{L}(V)$ is Hermitian. Show that:
   (a) $|v + iHv| = |v - iHv|$ for all $v \in V$.
   (b) $u + iHu = v + iHv$ if and only if $u = v$.
   (c) $1 + iH$ and $1 - iH$ are nonsingular.
   (d) If $V$ is finite-dimensional, then $U = (1 - iH)(1 + iH)^{-1}$ is a unitary operator. ($U$ is called the Cayley transform of $H$. This result is also true in an infinite-dimensional Hilbert space but the proof is considerably more difficult.)

10.3 NORMAL OPERATORS

We now turn our attention to characterizing the type of operator on $V$ for which there exists an orthonormal basis of eigenvectors for $V$. We begin by taking a look at some rather simple properties of the eigenvalues and eigenvectors of the operators we have been discussing.

To simplify our terminology, we remark that a complex inner product space is also called a unitary space, while a real inner product space is sometimes called a Euclidean space. If $H$ is an operator such that $H^\dagger = -H$, then $H$ is said to be anti-Hermitian (or skew-Hermitian). Furthermore, if $P$ is an operator such that $P = S^\dagger S$ for some operator $S$, then we say that $P$ is positive (or positive semidefinite or nonnegative). If $S$ also happens to be nonsingular (and hence $P$ is also nonsingular), then we say that $P$ is positive definite. Note that a positive operator is necessarily Hermitian since $(S^\dagger S)^\dagger = S^\dagger S$. The reason that $P$ is called positive is shown in part (d) of the following theorem.

**Theorem 10.9** (a) The eigenvalues of a Hermitian operator are real.
   (b) The eigenvalues of an isometry (and hence also of a unitary transformation) have absolute value one.
   (c) The eigenvalues of an anti-Hermitian operator are pure imaginary.
   (d) A positive (positive definite) operator has eigenvalues that are real and nonnegative (positive).

**Proof** (a) If $H$ is Hermitian, $v \neq 0$, and $Hv = \lambda v$, we have

$$\lambda \langle v, v \rangle = \langle v, \lambda v \rangle = \langle v, Hv \rangle = \langle H^\dagger v, v \rangle = \langle Hv, v \rangle = \langle \lambda v, v \rangle = \lambda^* \langle v, v \rangle .$$

But $\langle v, v \rangle \neq 0$, and hence $\lambda = \lambda^*$. 

(b) If $\Omega$ is an isometry, $v \neq 0$, and $\Omega v = \lambda v$, then we have (using Theorem 2.17)

$$|v| = |\Omega v| = |\lambda v| = |\lambda| |v|.$$ 

But $|v| \neq 0$, and hence $|\lambda| = 1$.

(c) If $H^\dagger = -H$, $v \neq 0$, and $Hv = \lambda v$, then

$$\lambda \langle v, v \rangle = \langle v, \lambda v \rangle = \langle v, Hv \rangle = \langle H^\dagger v, v \rangle = \langle -Hv, v \rangle = \langle -\lambda v, v \rangle$$

$$= -\lambda^* \langle v, v \rangle.$$ 

But $\langle v, v \rangle \neq 0$, and hence $\lambda = -\lambda^*$. This shows that $\lambda$ is pure imaginary.

(d) Let $P = S^\dagger S$ be a positive definite operator. If $v \neq 0$, then the fact that $S$ is nonsingular means that $Sv \neq 0$, and hence $\langle Sv, Sv \rangle = |Sv|^2 > 0$. Then, for $Pv = (S^\dagger S)v = \lambda v$, we see that

$$\lambda \langle v, v \rangle = \langle v, \lambda v \rangle = \langle v, Pv \rangle = \langle v, (S^\dagger S)v \rangle = \langle Sv, Sv \rangle.$$ 

But $\langle v, v \rangle = |v|^2 > 0$ also, and therefore we must have $\lambda > 0$.

If $P$ is positive, then $S$ is singular and the only difference is that now for $v \neq 0$ we have $\langle Sv, Sv \rangle = |Sv|^2 \geq 0$ which implies that $\lambda \geq 0$. 

We say that an operator $N$ is normal if $N^\dagger N = NN^\dagger$. Note this implies that for any $v \in V$ we have

$$\|Nv\|^2 = \langle Nv, Nv \rangle = \langle (N^\dagger N)v, v \rangle = \langle (NN^\dagger)v, v \rangle = \langle N^\dagger v, N^\dagger v \rangle$$

$$= \|N^\dagger v\|^2.$$ 

Now let $\lambda$ be a complex number. It is easy to see that if $N$ is normal then so is $N - \lambda 1$ since (from Theorem 10.3)

$$(N - \lambda 1)^\dagger (N - \lambda 1) = (N^\dagger - \lambda^* 1)(N - \lambda 1) = N^\dagger N - \lambda N^\dagger - \lambda^* N + \lambda^* \lambda 1$$

$$= (N - \lambda 1)(N^\dagger - \lambda^* 1) = (N - \lambda 1)(N - \lambda 1)^\dagger.$$ 

Using $N - \lambda 1$ instead of $N$ in the previous result we obtain

$$|Nv - \lambda v|^2 = |N^\dagger v - \lambda^* v|^2.$$ 

Since the norm is positive definite, this equation proves the next theorem.
Theorem 10.10 Let \( N \) be a normal operator and let \( \lambda \) be an eigenvalue of \( N \). Then \( Nv = \lambda v \) if and only if \( N^*v = \lambda^*v \).

In words, if \( v \) is an eigenvector of a normal operator \( N \) with eigenvalue \( \lambda \), then \( v \) is also an eigenvector of \( N^* \) with eigenvalue \( \lambda^* \). (Note it is always true that if \( \lambda \) is an eigenvalue of an operator \( T \), then \( \lambda^* \) will be an eigenvalue of \( T^* \). See Exercise 10.3.6.)

Corollary If \( N \) is normal and \( Nv = 0 \) for some \( v \in V \), then \( N^*v = 0 \).

Proof This follows from Theorem 10.10 by taking \( \lambda = \lambda^* = 0 \). Alternatively, using \( N^*N = NN^* \) along with the fact that \( Nv = 0 \), we see that

\[
\langle N^*v, N^*v \rangle = \langle v, (NN^*)v \rangle = \langle v, (N^*N)v \rangle = 0.
\]

Since the inner product is positive definite, this requires that \( N^*v = 0 \). □

Theorem 10.11 (a) Eigenvectors belonging to distinct eigenvalues of a Hermitian operator are orthogonal.

(b) Eigenvectors belonging to distinct eigenvalues of an isometric operator are orthogonal. Hence the eigenvectors of a unitary operator are orthogonal.

(c) Eigenvectors belonging to distinct eigenvalues of a normal operator are orthogonal.

Proof As we note after the proof, Hermitian and unitary operators are special cases of normal operators, and hence parts (a) and (b) follow from part (c). However, it is instructive to give independent proofs of parts (a) and (b). Assume that \( T \) is an operator on a unitary space, and \( Tv_i = \lambda_i v_i \) for \( i = 1, 2 \) with \( \lambda_1 \neq \lambda_2 \). We may then also assume without loss of generality that \( \lambda_1 \neq 0 \).

(a) If \( T = T^* \), then (using Theorem 10.9(a))

\[
\lambda_2(v_1, v_2) = \langle v_1, \lambda_2 v_2 \rangle = \langle v_1, T v_2 \rangle = \langle T^* v_1, v_2 \rangle = \langle T v_1, v_2 \rangle = \langle \lambda_1 v_1, v_2 \rangle = \lambda_1 \cdot \lambda_2 \cdot \langle v_1, v_2 \rangle.
\]

But \( \lambda_1 \neq \lambda_2 \), and hence \( \langle v_1, v_2 \rangle = 0 \).

(b) If \( T \) is isometric, then \( T^*T = 1 \) and we have

\[
\langle v_1, v_2 \rangle = \langle v_1, (T^*T)v_2 \rangle = \langle Tv_1, v_2 \rangle = \lambda_1 \cdot \lambda_2 \cdot \langle v_1, v_2 \rangle.
\]

But by Theorem 10.9(b) we have \( |\lambda_i|^2 = \lambda_i^* \lambda_i = 1 \), and thus \( \lambda_i^* = 1/\lambda_i \). Therefore, multiplying the above equation by \( \lambda_i \), we see that \( \lambda_i \langle v_1, v_2 \rangle = \lambda_i \lambda_2 \langle v_1, v_2 \rangle \).
\[\lambda_2(v_1, v_2)\] and hence, since \(\lambda_1 \neq \lambda_2\), this shows that \(\langle v_1, v_2 \rangle = 0\).

(c) If \(T\) is normal, then

\[
\langle v_1, Tv_2 \rangle = \lambda_2(v_1, v_2)
\]

while on the other hand, using Theorem 10.10 we have

\[
\langle v_1, Tv_2 \rangle = \langle T^+v_1, v_2 \rangle = \langle \lambda_1^*v_1, v_2 \rangle = \lambda_1(v_1, v_2).
\]

Thus \(\langle v_1, v_2 \rangle = 0\) since \(\lambda_1 \neq \lambda_2\). 

We note that if \(H^\dagger = H\), then \(H^\dagger H = HH = HH^\dagger\) so that any Hermitian operator is normal. Furthermore, if \(U\) is unitary, then \(U^\dagger U = UU^\dagger ( = 1)\) so that \(U\) is also normal.

A Hermitian operator \(T\) defined on a real inner product space is said to be symmetric. This is equivalent to requiring that with respect to an orthonormal basis, the matrix elements \(a_{ij}\) of \(T\) are given by

\[
a_{ij} = \langle e_i, Te_j \rangle = \langle Te_i, e_j \rangle = \langle e_j, Te_i \rangle = a_{ji}.\]

Therefore, a symmetric operator is represented by a real symmetric matrix. It is also true that antisymmetric operators (i.e., \(T^T = -T\)) and anti-Hermitian operators (\(H^\dagger = -H\)) are normal. Therefore, part (a) and the unitary case in part (b) in the above theorem are really special cases of part (c).

**Theorem 10.12**  
(a) Let \(T\) be an operator on a unitary space \(V\), and let \(W\) be a \(T\)-invariant subspace of \(V\). Then \(W^\perp\) is invariant under \(T^\dagger\).

(b) Let \(U\) be a unitary operator on a unitary space \(V\), and let \(W\) be a \(U\)-invariant subspace of \(V\). Then \(W^\perp\) is also invariant under \(U\).

**Proof**  
(a) For any \(v \in W\) we have \(Tv \in W\) since \(W\) is \(T\)-invariant. Let \(w \in W^\perp\) be arbitrary. We must show that \(T^\dagger w \in W^\perp\). But this is easy because

\[
\langle T^\dagger w, v \rangle = \langle w, Tv \rangle = 0
\]

by definition of \(W^\perp\). Thus \(T^\dagger w \in W^\perp\) so that \(W^\perp\) is invariant under \(T^\dagger\).

(b) The fact that \(U\) is unitary means \(U^\dagger = U^\ast\) exists, and hence \(U\) is nonsingular. In other words, for any \(v' \in W\) there exists \(v \in W\) such that \(Uv = v'\). Now let \(w \in W^\perp\) be arbitrary. Then

\[
\langle Uw, v' \rangle = \langle Uw, Uv \rangle = \langle w, (U^\dagger U)v \rangle = \langle w, v \rangle = 0
\]

by definition of \(W^\perp\). Thus \(Uw \in W^\perp\) so that \(W^\perp\) is invariant under \(U\). 

Recall from the discussion in Section 7.7 that the algebraic multiplicity of a given eigenvalue is the number of times the eigenvalue is repeated as a root of the characteristic polynomial. We also defined the geometric multiplicity as the number of linearly independent eigenvectors corresponding to this eigenvalue (i.e., the dimension of its eigenspace).

**Theorem 10.13** Let $H$ be a Hermitian operator on a finite-dimensional unitary space $V$. Then the algebraic multiplicity of any eigenvalue $\lambda$ of $H$ is equal to its geometric multiplicity.

**Proof** Let $V_\lambda = \{v \in V: Hv = \lambda v\}$ be the eigenspace corresponding to the eigenvalue $\lambda$. Furthermore, $V_\lambda$ is obviously invariant under $H$ since $Hv = \lambda v \in V_\lambda$ for every $v \in V_\lambda$. By Theorem 10.12(a), we then have that $V_\lambda^\perp$ is also invariant under $H^\dagger = H$. Furthermore, by Theorem 2.22 we see that $V = V_\lambda \oplus V_\lambda^\perp$. Applying Theorem 7.20, we may write $H = H_1 \oplus H_2$ where $H_1 = H|V_\lambda$ and $H_2 = H|V_\lambda^\perp$.

Let $A$ be the matrix representation of $H$, and let $A_i$ be the matrix representation of $H_i$ $(i = 1, 2)$. By Theorem 7.20, we also have $A = A_1 \oplus A_2$. Using Theorem 4.14, it then follows that the characteristic polynomial of $A$ is given by

$$\det(xI - A) = \det(xI - A_1) \det(xI - A_2).$$

Now, $H_1$ is a Hermitian operator on the finite-dimensional space $V_\lambda$ with only the single eigenvalue $\lambda$. Therefore $\lambda$ is the only root of $\det(xI - A_1) = 0$, and hence it must occur with an algebraic multiplicity equal to the dimension of $V_\lambda$ (since this is just the size of the matrix $A_1$). In other words, if $\dim V_\lambda = m$, then $\det(xI - A_1) = (x - \lambda^m)$. On the other hand, $\lambda$ is not an eigenvalue of $A_2$ by definition, and hence $\det(xI - A_2) \neq 0$. This means that $\det(xI - A)$ contains $(x - \lambda)$ as a factor exactly $m$ times.

**Corollary** Any Hermitian operator $H$ on a finite-dimensional unitary space $V$ is diagonalizable.

**Proof** Since $V$ is a unitary space, the characteristic polynomial of $H$ will factor into (not necessarily distinct) linear terms. The conclusion then follows from Theorems 10.13 and 7.26.

In fact, from Theorem 8.2 we know that any normal matrix is unitarily similar to a diagonal matrix. This means that given any normal operator $T \in L(V)$, there is an orthonormal basis for $V$ that consists of eigenvectors of $T$. 
We develop this result from an entirely different point of view in the next section.

**Exercises**

1. Let \( V \) be a unitary space and suppose \( T \in L(V) \). Define \( T_+ = (1/2)(T + T^\dagger) \) and \( T_- = (1/2i)(T - T^\dagger) \).
   (a) Show that \( T_+ \) and \( T_- \) are Hermitian, and that \( T = T_+ + iT_- \).
   (b) If \( T'_+ \) and \( T'_- \) are Hermitian operators such that \( T = T'_+ + iT'_- \), show that \( T'_+ = T_+ \) and \( T'_- = T_- \).
   (c) Prove that \( T \) is normal if and only if \( [T_+, T_-] = 0 \).

2. Let \( N \) be a normal operator on a finite-dimensional inner product space \( V \). Prove \( \ker N = \ker N^\dagger \) and \( \operatorname{Im} N = \operatorname{Im} N^\dagger \). [Hint: Prove that \( (\operatorname{Im} N^\dagger)^\perp = \ker N \), and hence that \( \operatorname{Im} N^\dagger = (\ker N)^\perp \).]

3. Let \( V \) be a finite-dimensional inner product space, and suppose \( T \in L(V) \) is both positive and unitary. Prove that \( T = 1 \).

4. Let \( H \in M_n(\mathbb{C}) \) be Hermitian. Then for any nonzero \( x \in \mathbb{C}^n \) we define the **Rayleigh quotient** to be the number
   \[
   R(x) = \frac{\langle x, Hx \rangle}{\|x\|^2}.
   \]
   Prove that \( \max \{R(x) : x \neq 0\} \) is the largest eigenvalue of \( H \), and that \( \min \{R(x) : x \neq 0\} \) is the smallest eigenvalue of \( H \).

5. Let \( V \) be a finite-dimensional unitary space, and suppose \( E \in L(V) \) is such that \( E^2 = E = E^\dagger \). Prove that \( V = \operatorname{Im} E \oplus (\operatorname{Im} E)^\perp \).

6. If \( V \) is finite-dimensional and \( T \in L(V) \) has eigenvalue \( \lambda \), show that \( T^\dagger \) has eigenvalue \( \lambda^* \).

**10.4 DIAGONALIZATION OF NORMAL OPERATORS**

We now turn to the problem of diagonalizing operators. We will discuss several of the many ways to approach this problem. Because most commonly used operators are normal, we first treat this general case in detail, leaving unitary and Hermitian operators as obvious special cases. Next, we go back
and consider the real and complex cases separately. In so doing, we will gain much insight into the structure of orthogonal and unitary transformations. While this problem was treated concisely in Chapter 8, we present an entirely different viewpoint in this section to acquaint the reader with other approaches found in the literature. If the reader has studied Chapter 8, he or she should keep in mind the rational and Jordan forms while reading this section, as many of our results (such as Theorem 10.16) follow almost trivially from our earlier work. We begin with some more elementary facts about normal transformations.

**Theorem 10.14** Let $V$ be a unitary space.

(a) If $T \in L(V)$ and $(T^\dagger T)v = 0$ for some $v \in V$, then $Tv = 0$.

(b) If $H$ is Hermitian and $H^kv = 0$ for $k \geq 1$, then $Hv = 0$.

(c) If $N$ is normal and $N^kv = 0$ for $k \geq 1$, then $Nv = 0$.

(d) If $N$ is normal, and if $(N - \lambda I)^kv = 0$ where $k \geq 1$ and $\lambda \in \mathbb{C}$, then $Nv = \lambda v$.

**Proof**

(a) Since $(T^\dagger T)v = 0$, we have $0 = \langle v, (T^\dagger T)v \rangle = \langle Tv, Tv \rangle$ which implies that $Tv = 0$ because the inner product is positive definite.

(b) We first show that if $H^{2m}v = 0$ for some positive integer $m$, then $Hv = 0$. To see this, let $T = H^{2m-1}$ and note that $T^\dagger = T$ because $H$ is Hermitian (by induction from Theorem 10.3(c)). Then $T^\dagger T = TT = H^{2m}$, and hence

$$0 = \langle H^{2m}v, v \rangle = \langle (T^\dagger T)v, v \rangle = \langle Tv, Tv \rangle$$

which implies that $0 = Tv = H^{2m-1}v$. Repeating this process, we must eventually obtain $Hv = 0$.

Now, if $H^kv = 0$, then $H^{2m}v = 0$ for any $2^m \geq k$, and therefore applying the above argument, we see that $Hv = 0$.

(c) Define the Hermitian operator $H = N^\dagger N$. Since $N$ is normal, we see that

$$(N^\dagger N)^2 = N^\dagger NN^\dagger N = N^\dagger N^2$$

and by induction,

$$(N^\dagger N)^k = N^\dagger kN^k.$$

By hypothesis, we then find that

$$H^kv = (N^\dagger N)^kv = (N^\dagger kN^k)v = 0$$
and hence \((N^+N)v = Hv = 0\) by part (b). But then \(Nv = 0\) by part (a).

(d) Since \(N\) is normal, it follows that \(N - \lambda I\) is normal, and therefore by part (c) we have \((N - \lambda I)v = 0\). ■

Just as we did for operators, we say that a matrix \(N\) is normal if \(N^+N = NN^+\). We now wish to show that any normal matrix can be diagonalized by a unitary similarity transformation. Another way to phrase this is as follows. We say that two matrices \(A, B \in M_n(\mathbb{C})\) are unitarily similar (or equivalent) if there exists a unitary matrix \(U \in M_n(\mathbb{C})\) such that \(A = U^*BU = U^{-1}BU\). Thus, we wish to show that any normal matrix is unitarily similar to a diagonal matrix. This extremely important result is quite easy to prove with what has already been shown. Let us first prove this in the case of normal operators over the complex field. (See Theorem 8.2 for another approach.)

**Theorem 10.15** Let \(N\) be a normal operator on a finite-dimensional unitary space \(V\). Then there exists an orthonormal basis for \(V\) consisting of eigenvectors of \(N\) in which the matrix of \(N\) is diagonal.

**Proof** Let \(\lambda_1, \ldots, \lambda_r\) be the distinct eigenvalues of the normal operator \(N\). (These all exist in \(\mathbb{C}\) by Theorems 6.12 and 6.13.) Then (by Theorem 7.13) the minimal polynomial \(m(x)\) for \(N\) must be of the form

\[
m(x) = (x - \lambda_1)^{n_1} \cdots (x - \lambda_r)^{n_r}
\]

where each \(n_i \geq 1\). By the primary decomposition theorem (Theorem 7.23), we can write \(V = W_1 \oplus \cdots \oplus W_r\) where \(W_i = \text{Ker}(N - \lambda_i I)^{n_i}\). In other words,

\[
(N - \lambda_i I)^{n_i} v_i = 0
\]

for every \(v_i \in W_i\). By Theorem 10.14(d), we then have \(Nv_i = \lambda_i v_i\), so that every \(v_i \in W_i\) is an eigenvector of \(N\) with eigenvalue \(\lambda_i\).

Now, the inner product on \(V\) induces an inner product on each subspace \(W_i\) in the usual and obvious way, and thus by the Gram-Schmidt process (Theorem 2.21), each \(W_i\) has an orthonormal basis relative to this induced inner product. Note that by the last result of the previous paragraph, this basis must consist of eigenvectors of \(N\).

By Theorem 10.11(c), vectors in distinct \(W_i\) are orthogonal to each other. Therefore, according to Theorem 2.15, the union of the bases of the \(W_i\) forms a basis for \(V\), which thus consists entirely of eigenvectors of \(N\). By Theorem 7.14 then, the matrix of \(N\) is diagonal in this basis. (Alternatively, we see that the matrix elements \(n_{ij}\) of \(N\) relative to the eigenvector basis \(\{e_i\}\) are given by \(n_{ij} = \langle e_i, Ne_j \rangle = \langle e_i, \lambda_j e_j \rangle = \lambda_j \delta_{ij}\).) ■
Corollary 1  Let \( N \) be a normal matrix over \( \mathbb{C} \). Then there exists a unitary matrix \( U \) such that \( U^*NU = U^tNU \) is diagonal. Moreover, the columns of \( U \) are just the eigenvectors of \( N \), and the diagonal elements of \( U^tNU \) are the eigenvalues of \( N \).

Proof  The normal matrix \( N \) defines an operator on a finite-dimensional unitary space \( V \) with the standard orthonormal basis, and therefore by Theorem 10.15, \( V \) has an orthonormal basis of eigenvectors in which the matrix \( N \) is diagonal. By Theorem 10.6, any such change of basis in \( V \) is accomplished by a unitary transformation \( U \), and by Theorem 5.18, the matrix of the operator relative to this new basis is related to the matrix \( N \) in the old basis by the similarity transformation \( U^*NU (= U^tNU) \).

Now note that the columns of \( U \) are precisely the eigenvectors of \( N \) (see the discussion preceding Example 7.4). We also recall that Theorem 7.14 tells us that the diagonal elements of the diagonal form of \( N \) are exactly the eigenvalues of \( N \).

Corollary 2  A real symmetric matrix can be diagonalized by an orthogonal matrix.

Proof  Note that a real symmetric matrix \( A \) may be considered as an operator on a finite-dimensional real inner product space \( V \). If we think of \( A \) as a complex matrix that happens to have all real elements, then \( A \) is Hermitian and hence has all real eigenvalues. This means that all the roots of the minimal polynomial for \( A \) lie in \( \mathbb{R} \). If \( \lambda_1, \ldots, \lambda_r \) are the distinct eigenvalues of \( A \), then we may proceed exactly as in the proof of Theorem 10.15 and Corollary 1 to conclude that there exists a unitary matrix \( U \) that diagonalizes \( A \). In this case, since \( W_i = \text{Ker}(A - \lambda_i I)^{n_i} \) and \( A - \lambda_i I \) is real, it follows that the eigenvectors of \( A \) are real and hence \( U \) is actually an orthogonal matrix.

Corollary 2 is also proved from an entirely different point of view in Exercise 10.4.9. This alternative approach has the advantage of presenting a very useful geometric picture of the diagonalization process.

Example 10.6  Let us diagonalize the real symmetric matrix

\[
A = \begin{pmatrix} 2 & -2 \\ -2 & 5 \end{pmatrix}.
\]

The characteristic polynomial of \( A \) is
\[ \Delta_A(x) = \det(xI - A) = (x - 2)(x - 5) - 4 = (x - 1)(x - 6) \]

and therefore the eigenvalues of A are 1 and 6. To find the eigenvectors of A, we must solve the matrix equation \((\lambda_i I - A)v_i = 0\) for the vector \(v_i\). For \(\lambda_1 = 1\) we have \(v_i = (x_i, y_i)\), and hence we find the homogeneous system of equations

\[
\begin{align*}
-x_1 + 2y_1 &= 0 \\
2x_1 - 4y_1 &= 0
\end{align*}
\]

These imply that \(x_1 = 2y_1\), and hence a nonzero solution is \(v_1 = (2, 1)\). For \(\lambda_2 = 6\) we have the equations

\[
\begin{align*}
4x_2 + 2y_2 &= 0 \\
2x_2 - y_2 &= 0
\end{align*}
\]

which yields \(v_2 = (1, -2)\).

Note that \(\langle v_1, v_2 \rangle = 0\) as it should according to Theorem 10.11, and that \(|v_1| = \sqrt{5} = |v_2|\). We then take the normalized basis vectors to be \(e_i = v_i / \sqrt{5}\) which are also eigenvectors of A. Finally, A is diagonalized by the orthogonal matrix P whose columns are just the \(e_i\):

\[
P = \begin{pmatrix} 2 / \sqrt{5} & 1 / \sqrt{5} \\ 1 / \sqrt{5} & -2 / \sqrt{5} \end{pmatrix}.
\]

We leave it to the reader to show that

\[
P^T A P = \begin{pmatrix} 1 & 0 \\ 0 & 6 \end{pmatrix}.
\]

Another important point to notice is that Theorem 10.15 tells us that even though an eigenvalue \(\lambda\) of a normal operator N may be degenerate (i.e., have algebraic multiplicity \(k > 1\)), it is always possible to find \(k\) linearly independent eigenvectors belonging to \(\lambda\). The easiest way to see this is to note that from Theorem 10.8 we have \(|\det U| = 1 \neq 0\) for any unitary matrix U. This means that the columns of the diagonalizing matrix U (which are just the eigenvectors of N) must be linearly independent. This is in fact another proof that the algebraic and geometric multiplicities of a normal (and hence Hermitian) operator must be the same.

We now consider the case of real orthogonal transformations as independent operators, not as a special case of normal operators. First we need a gen-
eral definition. Let \( V \) be an arbitrary finite-dimensional vector space over any field \( \mathcal{F} \), and suppose \( T \in \text{L}(V) \). A nonzero \( T \)-invariant subspace \( W \subseteq V \) is said to be **irreducible** if the only \( T \)-invariant subspaces contained in \( W \) are \( \{0\} \) and \( W \).

**Theorem 10.16**  
(a) Let \( V \) be a finite-dimensional vector space over an algebraically closed field \( \mathcal{F} \), and suppose \( T \in \text{L}(V) \). Then every irreducible \( T \)-invariant subspace \( W \) of \( V \) is of dimension 1.

(b) Let \( V \) be a finite-dimensional vector space over \( \mathbb{R} \), and suppose \( T \in \text{L}(V) \). Then every irreducible \( T \)-invariant subspace \( W \) of \( V \) is of dimension either 1 or 2.

**Proof** (a) Let \( W \) be an irreducible \( T \)-invariant subspace of \( V \). Then the restriction \( T_W \) of \( T \) to \( W \) is just a linear transformation on \( W \), where \( T_W(w) = Tw \in W \) for every \( w \in W \). Since \( \mathcal{F} \) is algebraically closed, the characteristic polynomial of \( T_W \) has at least one root (i.e., eigenvalue \( \lambda \)) in \( \mathcal{F} \). Therefore \( T \) has at least one (nonzero) eigenvector \( v \in W \) such that \( Tv = \lambda v \in W \). If we define \( S(v) \) to be the linear span of \( \{v\} \), then \( S(v) \) is also a \( T \)-invariant subspace of \( W \), and hence \( S(v) = W \) because \( W \) is irreducible. Therefore \( W \) is spanned by the single vector \( v \), and hence \( \dim W = 1 \).

(b) Let \( W \) be an irreducible \( T \)-invariant subspace of \( V \), and let \( m(x) \) be the minimal polynomial for \( T_W \). Therefore, the fact that \( W \) is irreducible (so that \( W \) is not a direct sum of \( T \)-invariant subspaces) along with the primary decomposition theorem (Theorem 7.23) tells us that we must have \( m(x) = f(x)^n \) where \( f(x) \in \mathbb{R}[x] \) is a prime polynomial. Furthermore, if \( n \) were greater than 1, then we claim that \( \ker f(T)^{n-1} \) would be a \( T \)-invariant subspace of \( W \) (Theorem 7.18) that is different from \( \{0\} \) and \( W \).

To see this, first suppose that \( \ker f(T)^{n-1} = \{0\} \). Then the linear transformation \( f(T)^{n-1} \) is one-to-one, and hence \( f(T)^{n-1}(W) = W \). But then

\[
0 = f(T)^n(W) = f(T)f(T)^{n-1}(W) = f(T)(W).
\]

However, \( f(T)W \neq 0 \) by definition of \( m(x) \), and hence this contradiction shows that we cannot have \( \ker f(T)^{n-1} = \{0\} \). Next, if we had \( \ker f(T)^{n-1} = W \), this would imply that \( f(T)^{n-1}(W) = 0 \) which contradicts the definition of minimal polynomial. Therefore we must have \( n = 1 \) and \( m(x) = f(x) \).

Since \( m(x) = f(x) \) is prime, it follows from the corollary to Theorem 6.15 that we must have either \( m(x) = x - a \) or \( m(x) = x^2 + ax + b \) with \( a^2 - 4ab < 0 \). If \( m(x) = x - a \), then there exists an eigenvector \( v \in W \) with \( Tv = av \in W \), and hence \( S(v) = W \) as in part (a). If \( m(x) = x^2 + ax + b \), then for any nonzero \( w \in W \) we have...
$0 = m(T)w = T^2w + aTw + bw$

and hence

$$T^2w = T(Tw) = -aTw - bw \in W.$$ 

Thus $S(w, Tw)$ is a $T$-invariant subspace of $W$ with dimension either 1 or 2. However $W$ is irreducible, and therefore we must have $W = S(w, Tw)$. ■

**Theorem 10.17** Let $V$ be a finite-dimensional Euclidean space, let $T \in \mathbb{L}(V)$ be an orthogonal transformation, and let $W$ be an irreducible $T$-invariant subspace of $V$. Then one of the following two conditions holds:

(a) $\dim W = 1$, and for any nonzero $w \in W$ we have $Tw = \pm w$.

(b) $\dim W = 2$, and there exists an orthonormal basis $\{e_1, e_2\}$ for $W$ such that the matrix representation of $T_w$ relative to this basis has the form

$$\begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}.$$

**Proof** That $\dim W$ equals 1 or 2 follows from Theorem 10.16(b). If $\dim W = 1$, then (since $W$ is $T$-invariant) there exists $\lambda \in \mathbb{R}$ such that $Tw = \lambda w$ for any (fixed) $w \in W$. But $T$ is orthogonal so that

$$\|w\| = \|Tw\| = \|\lambda w\| = |\lambda|\|w\|$$

and hence $|\lambda| = 1$. This shows that $Tw = \lambda w = \pm w$.

If $\dim W = 2$, then the desired form of the matrix of $T_w$ follows essentially from Example 10.5. Alternatively, we know that $W$ has an orthonormal basis $\{e_1, e_2\}$ by the Gram-Schmidt process. If we write $Te_1 = ae_1 + be_2$, then $\|Te_1\| = \|e_1\| = 1$ implies that $a^2 + b^2 = 1$. If we also write $Te_2 = ce_1 + de_2$, then similarly $c^2 + d^2 = 1$. Using $\langle Te_1, Te_2 \rangle = \langle e_1, e_2 \rangle = 0$ we find $ac + bd = 0$, and hence $c = -bd/a$. But then $1 = d^2(1 + b^2/a^2) = d^2/a^2$ so that $a^2 = d^2$ and $c^2 = b^2$. This means that $Te_2 = \pm(-be_1 + ae_2)$. If $Te_2 = -be_1 + ae_2$, then the matrix of $T$ is of the form

$$\begin{pmatrix}
a & -b \\
b & a
\end{pmatrix}$$

and we may choose $\theta \in \mathbb{R}$ such that $a = \cos \theta$ and $b = \sin \theta$ (since $\det T = a^2 + b^2 = 1$). However, if $Te_2 = be_1 - ae_2$, then the matrix of $T$ is

$$\begin{pmatrix}
a & b \\
b & -a
\end{pmatrix}$$
which satisfies the equation \( x^2 - 1 = (x - 1)(x + 1) = 0 \) (and has \( \det T = -1 \)). But if \( T \) satisfied this equation, then (by the primary decomposition theorem (Theorem 7.23)) \( W \) would be a direct sum of subspaces, in contradiction to the assumed irreducibility of \( W \). Therefore only the first case can occur. 

This theorem becomes quite useful when combined with the next result.

**Theorem 10.18** Let \( T \) be an orthogonal operator on a finite-dimensional Euclidean space \( V \). Then \( V = W_1 \oplus \cdots \oplus W_r \) where each \( W_i \) is an irreducible \( T \)-invariant subspace of \( V \) such that vectors belonging to distinct subspaces \( W_i \) and \( W_j \) are orthogonal.

**Proof** If \( \dim V = 1 \) there is nothing to prove, so we assume \( \dim V > 1 \) and that the theorem is true for all spaces of dimension less than \( \dim V \). Let \( W_i \) be a nonzero \( T \)-invariant subspace of least dimension. Then \( W_i \) is necessarily irreducible. By Theorem 2.22 we know that \( V = W_i \oplus W_i^\perp \) where \( \dim W_i^\perp < \dim V \), and hence we need only show that \( W_i^\perp \) is also \( T \)-invariant. But this follows from Theorem 10.12(b) applied to real unitary transformations (i.e., orthogonal transformations). This also means that \( T(W_i^\perp) \subset W_i^\perp \), and hence \( T \) is an orthogonal transformation on \( W_i^\perp \) (since it takes vectors in \( W_i^\perp \) to vectors in \( W_i^\perp \)). By induction, \( W_i^\perp \) is a direct sum of pairwise orthogonal irreducible \( T \)-invariant subspaces, and therefore so is \( V = W_i \oplus W_i^\perp \).

From Theorem 10.18, we see that if we are given an orthogonal transformation \( T \) on a finite-dimensional Euclidean space \( V \), then \( V = W_1 \oplus \cdots \oplus W_r \) is the direct sum of pairwise orthogonal irreducible \( T \)-invariant subspaces \( W_i \). But from Theorem 10.17, we see that any such subspace \( W_i \) is of dimension either 1 or 2. Moreover, Theorem 10.17 also showed that if \( \dim W_i = 1 \), then the matrix of \( T|W_i \) is either (1) or (-1), and if \( \dim W_i = 2 \), then the matrix of \( T|W_i \) is just the rotation matrix \( R_i \) given by

\[
R_i = \begin{pmatrix} \cos \theta_i & -\sin \theta_i \\ \sin \theta_i & \cos \theta_i \end{pmatrix}.
\]

Since each \( W_i \) has an orthonormal basis and the bases of distinct \( W_i \) are orthogonal, it follows that we can find an orthonormal basis for \( V \) in which the matrix of \( T \) takes the block diagonal form (see Theorem 7.20)

\[
(1) \oplus \cdots \oplus (1) \oplus (-1) \oplus \cdots \oplus (-1) \oplus R_1 \oplus \cdots \oplus R_m.
\]
These observations prove the next theorem.

**Theorem 10.19** Let $T$ be an orthogonal transformation on a finite-dimensional Euclidean space $V$. Then there exists an orthonormal basis for $V$ in which the matrix representation of $T$ takes the block diagonal form

$$M_1 \oplus \cdots \oplus M_r$$

where each $M_i$ is one of the following: $(+1)$, $(-1)$, or $R_i$.

**Exercises**

1. Prove that any nilpotent normal operator is necessarily the zero operator.

2. Let $A$ and $B$ be normal operators on a finite-dimensional unitary space $V$. For notational simplicity, let $v_a$ denote an eigenvector of $A$ corresponding to the eigenvalue $a$, let $v_b$ be an eigenvector of $B$ corresponding to the eigenvalue $b$, and let $v_{ab}$ denote a simultaneous eigenvector of $A$ and $B$, i.e., $Av_{ab} = av_{ab}$ and $Bv_{ab} = bv_{ab}$.
   (a) If there exists a basis for $V$ consisting of simultaneous eigenvectors of $A$ and $B$, show that the commutator $[A, B] = AB - BA = 0$.
   (b) If $[A, B] = 0$, show that there exists a basis for $V$ consisting entirely of simultaneous eigenvectors of $A$ and $B$. In other words, if $[A, B] = 0$, then $A$ and $B$ can be simultaneously diagonalized. *Hint: There are several ways to approach this problem. One way follows easily from Exercise 8.1.3. Another intuitive method is as follows. First assume that at least one of the operators, say $A$, is nondegenerate. Show that $Bv_a$ is an eigenvector of $A$, and that $Bv_a = bv_a$ for some scalar $b$. Next assume that both $A$ and $B$ are degenerate. Then $Av_{a,i} = av_{a,i}$ where the $v_{a,i}$ ($i = 1, \ldots, m_a$) are linearly independent eigenvectors corresponding to the eigenvalue $a$ of multiplicity $m_a$. What does the matrix representation of $A$ look like in the $\{v_{a,i}\}$ basis? Again consider $Bv_{a,i}$. What does the matrix representation of $B$ look like? Now what happens if you diagonalize $B$?*

3. If $N_1$ and $N_2$ are commuting normal operators, show that the product $N_1N_2$ is normal.

4. Let $V$ be a finite-dimensional complex (real) inner product space, and suppose $T \in \mathcal{L}(V)$. Prove that $V$ has an orthonormal basis of eigenvectors of $T$ with corresponding eigenvalues of absolute value 1 if and only if $T$ is unitary (Hermitian and orthogonal).
5. For each of the following matrices A, find an orthogonal or unitary matrix P and a diagonal matrix D such that $P^\dagger AP = D$:

(a) \[
\begin{pmatrix}
1 & 2 \\
2 & 1
\end{pmatrix}
\]
(b) \[
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\]
(c) \[
\begin{pmatrix}
2 & 3 - i3 \\
3 + i3 & 5
\end{pmatrix}
\]
(d) \[
\begin{pmatrix}
0 & 2 & 2 \\
2 & 0 & 2 \\
2 & 2 & 0
\end{pmatrix}
\]
(e) \[
\begin{pmatrix}
2 & 1 & 1 \\
1 & 2 & 1 \\
1 & 1 & 2
\end{pmatrix}
\]

6. Let A, B and C be normal operators on a finite-dimensional unitary space, and assume that $[A, B] = 0$ but $[B, C] \neq 0$. If all of these operators are nondegenerate (i.e., all eigenvalues have multiplicity equal to 1), is it true that $[A, C] \neq 0$? Explain. What if any of these are degenerate?

7. Let V be a finite-dimensional unitary space and suppose $A \in L(V)$.

(a) Prove that $\text{Tr}(AA^\dagger) = 0$ if and only if $A = 0$.

(b) Suppose $N \in L(V)$ is normal and $AN = NA$. Prove that $AN^\dagger = N^\dagger A$.

8. Let A be a positive definite real symmetric matrix on an $n$-dimensional Euclidean space V. Using the single variable formula (where $a > 0$)

$$\int_{-\infty}^{\infty} \exp(-ax^2/2) \, dx = (2\pi/a)^{1/2}$$

show that

$$\int_{-\infty}^{\infty} \exp\left( -\frac{1}{2} [\mathbf{x}, A\mathbf{x}] \right) \, d^n x = (2\pi)^{n/2} (\det A)^{-1/2}$$

where $d^n x = dx_1 \cdots dx_n$. [Hint: First consider the case where A is diagonal.]

9. (This is an independent proof of Corollary 2 of Theorem 10.15.) Let $A = (a_{ij}) \in M_3(\mathbb{R})$ be a real symmetric matrix. Thus $A: \mathbb{R}^3 \to \mathbb{R}^3$ is a Hermitian linear operator with respect to the inner product $\langle \cdot, \cdot \rangle$. Prove there exists an orthonormal basis of eigenvectors of $A$ using the following approach. (It should be clear after you have done this that the same proof will work in $\mathbb{R}^n$ just as well.)

(a) Let $S^2$ be the unit sphere in $\mathbb{R}^3$, and define $f: S^2 \to \mathbb{R}$ by

$$f(x) = \langle Ax, x \rangle.$$
Let $M = \sup f(x)$ and $m = \inf f(x)$ where the sup and inf are taken over $S^2$.
Show that there exist points $x_1, x_1' \in S^2$ such that $f(x_1) = M$ and $f(x_1') = m$.
[Hint: Use Theorem A15.]

(b) Let $C = x(t)$ be any curve on $S^2$ such that $x(0) = x_1$, and let a dot denote differentiation with respect to the parameter $t$. Note that $\dot{x}(t)$ is tangent to $C$, and hence also to $S^2$. Show that $\langle Ax_1, \dot{x}(0) \rangle = 0$, and thus deduce that $Ax_1$ is normal to the tangent plane at $x_1$. [Hint: Consider $df(x(t))/dt \mid_{t=0}$ and note that $C$ is arbitrary.]

(c) Show that $\langle \dot{x}(t), x(t) \rangle = 0$, and hence conclude that $Ax_1 = \lambda_1 x_1$. [Hint: Recall that $S^2$ is the unit sphere.]

(d) Argue that $Ax_1' = \lambda_1' x_1'$, and in general, that any critical point of $f(x) = \langle Ax, x \rangle$ on the unit sphere will be an eigenvector of $A$ with critical value (i.e., eigenvalue) $\lambda_i = \langle Ax_i, x_i \rangle$. (A critical point of $f(x)$ is a point $x_0$ where $df/dx = 0$, and the critical value of $f$ is just $f(x_0)$.)

(e) Let $[x_1]$ be the 1-dimensional subspace of $\mathbb{R}^3$ spanned by $x_1$. Show that $[x_1]$ and $[x_1]^\perp$ are both $A$-invariant subspaces of $\mathbb{R}^3$, and hence that $A$ is Hermitian on $[x_1]^\perp \subset \mathbb{R}^2$. Note that $[x_1]^\perp$ is a plane through the origin of $S^2$.

(f) Show that $f$ now must achieve its maximum at a point $x_2$ on the unit circle $S^1 \subset [x_1]^\perp$, and that $Ax_2 = \lambda_2 x_2$ with $\lambda_2 \leq \lambda_1$.

(g) Repeat this process again by considering the space $[x_2]^\perp \subset [x_1]^\perp$, and show there exists a vector $x_3 \in [x_2]^\perp$ with $Ax_3 = \lambda_3 x_3$ and $\lambda_3 \leq \lambda_2 \leq \lambda_1$.

### 10.5 THE SPECTRAL THEOREM

We now turn to another major topic of this chapter, the so-called spectral theorem. This important result is actually nothing more than another way of looking at Theorems 8.2 and 10.15. We begin with a simple version that is easy to understand and visualize if the reader will refer back to the discussion prior to Theorem 7.29.

**Theorem 10.20** Suppose $A \in \mathbb{M}_n(\mathbb{C})$ is a diagonalizable matrix with distinct eigenvalues $\lambda_1, \ldots, \lambda_r$. Then $A$ can be written in the form

$$A = \lambda_1 E_1 + \cdots + \lambda_r E_r$$

where the $E_i$ are $n \times n$ matrices with the following properties:

(a) Each $E_i$ is idempotent (i.e., $E_i^2 = E_i$).

(b) $E_i E_j = 0$ for $i \neq j$. 
(c) \( E_1 + \cdots + E_r = I \).
(d) \( AE_i = E_iA \) for every \( E_i \).

Proof. Since \( A \) is diagonalizable by assumption, let \( D = P^{-1}AP \) be the diagonal form of \( A \) for some nonsingular matrix \( P \) (whose columns are just the eigenvectors of \( A \)). Remember that the diagonal elements of \( D \) are just the eigenvalues \( \lambda_i \) of \( A \). Let \( P_i \) be the \( n \times n \) diagonal matrix with diagonal element \( 1 \) wherever a \( \lambda_i \) occurs in \( D \), and 0’s everywhere else. It should be clear that the collection \( \{P_i\} \) obeys properties (a) – (c), and that

\[
P^{-1}AP = D = \lambda_1 P_1 + \cdots + \lambda_r P_r.
\]

If we now define \( E_i = PP_iP^{-1} \), then we have

\[
A = PDP^{-1} = \lambda_1 E_1 + \cdots + \lambda_r E_r
\]

where the \( E_i \) also obey properties (a) – (c) by virtue of the fact that the \( P_i \) do. Using (a) and (b) in this last equation we find

\[
AE_i = (\lambda_1 E_1 + \cdots + \lambda_r E_r)E_i = \lambda_i E_i
\]

and similarly it follows that \( E_iA = \lambda_i E_i \) so that each \( E_i \) commutes with \( A \), i.e., \( E_iA = AE_i \).  

By way of terminology, the collection of eigenvalues \( \lambda_1, \ldots, \lambda_r \) is called the spectrum of \( A \), the sum \( E_1 + \cdots + E_r = I \) is called the resolution of the identity induced by \( A \), and the expression \( A = \lambda_1 E_1 + \cdots + \lambda_r E_r \) is called the spectral decomposition of \( A \). These definitions also apply to arbitrary normal operators as in Theorem 10.22 below.

Corollary. Let \( A \) be diagonalizable with spectral decomposition as in Theorem 10.20. If \( f(x) \in \mathbb{C}[x] \) is any polynomial, then

\[
f(A) = f(\lambda_1)E_1 + \cdots + f(\lambda_r)E_r.
\]

Proof. Using properties (a) – (c) in Theorem 10.20, it is easy to see that for any \( m > 0 \) we have

\[
A^m = \lambda_1^m E_1 + \cdots + \lambda_r^m E_r.
\]

The result for arbitrary polynomials now follows easily from this result.
Before turning to our proof of the spectral theorem, we first prove a simple but useful characterization of orthogonal projections.

**Theorem 10.21**  Let $V$ be an inner product space and suppose $E \in L(V)$. Then $E$ is an orthogonal projection if and only if $E^2 = E = E^\dagger$.

**Proof**  We first assume that $E$ is an orthogonal projection. By definition this means that $E^2 = E$, and hence we must show that $E^\dagger = E$. From Theorem 7.27 we know that $V = \operatorname{Im} E \oplus \operatorname{Ker} E = \operatorname{Im} E \oplus (\operatorname{Im} E)^\perp$. Suppose $v, w \in V$ are arbitrary. Then we may write $v = v_1 + v_2$ and $w = w_1 + w_2$ where $v_1, w_1 \in \operatorname{Im} E$ and $v_2, w_2 \in (\operatorname{Im} E)^\perp$. Therefore

$$\langle v, Ew \rangle = \langle v_1 + v_2, w_1 \rangle = \langle v_1, w_1 \rangle + \langle v_2, w_1 \rangle = \langle v_1, w_1 \rangle$$

and

$$\langle v, E^\dagger w \rangle = \langle Ew, v \rangle = \langle v_1, w_1 + w_2 \rangle = \langle v_1, w_1 \rangle + \langle v_1, w_2 \rangle = \langle v_1, w_1 \rangle .$$

In other words, $\langle v, (E - E^\dagger)w \rangle = 0$ for all $v, w \in V$, and hence $E = E^\dagger$ (by Theorem 10.4(a)).

On the other hand, if $E^2 = E = E^\dagger$, then we know from Theorem 7.27 that $E$ is a projection of $V$ on $\operatorname{Im} E$ in the direction of $\operatorname{Ker} E$, i.e., $V = \operatorname{Im} E \oplus \operatorname{Ker} E$. Therefore, we need only show that $\operatorname{Im} E$ and $\operatorname{Ker} E$ are orthogonal subspaces. To show this, let $w \in \operatorname{Im} E$ and $w' \in \operatorname{Ker} E$ be arbitrary. Then $Ew = w$ and $Ew' = 0$ so that

$$\langle w', w \rangle = \langle w', Ew \rangle = \langle E^\dagger w', w \rangle = \langle Ew', w \rangle = 0 .$$

(This was also proved independently in Exercise 10.3.5.)

We are now in a position to prove the spectral theorem for normal operators. In order to distinguish projection operators from their matrix representations in this theorem, we denote the operators by $\pi_i$ and the corresponding matrices by $E_i$.

**Theorem 10.22** *(Spectral Theorem for Normal Operators)*  Let $V$ be a finite-dimensional unitary space, and let $N$ be a normal operator on $V$ with distinct eigenvalues $\lambda_1, \ldots, \lambda_r$. Then

(a) $N = \lambda_1 \pi_1 + \cdots + \lambda_r \pi_r$ where each $\pi_i$ is the orthogonal projection of $V$ onto a subspace $W_i = \operatorname{Im} \pi_i$.

(b) $\pi_i \pi_j = 0$ for $i \neq j$. 
(c) \( \pi_1 + \cdots + \pi_r = 1 \).

(d) \( V = W_1 \oplus \cdots \oplus W_r \) where the subspaces \( W_i \) are mutually orthogonal.

(e) \( W_j = \text{Im} \, \pi_j = \text{Ker} (N - \lambda_j 1) \) is the eigenspace corresponding to \( \lambda_j \).

**Proof** Choose any orthonormal basis \( \{ e_i \} \) for \( V \), and let \( A \) be the matrix representation of \( N \) relative to this basis. As discussed following Theorem 7.6, the normal matrix \( A \) has the same eigenvalues as the normal operator \( N \). By Corollary 1 of Theorem 10.15 we know that \( A \) is diagonalizable, and hence applying Theorem 10.20 we may write

\[
A = \lambda_1 E_1 + \cdots + \lambda_r E_r
\]

where \( E_i^2 = E_i \), \( E_i E_j = 0 \) if \( i \neq j \), and \( E_1 + \cdots + E_r = I \). Furthermore, \( A \) is diagonalized by a unitary matrix \( P \), and as we saw in the proof of Theorem 10.20, \( E_i = PP_iP^\dagger \) where each \( P_i \) is a real diagonal matrix. Since each \( P_i \) is clearly Hermitian, this implies that \( E_i^\dagger = E_i \), and hence each \( E_i \) is an orthogonal projection (Theorem 10.21).

Now define \( \pi_i \in L(V) \) as that operator whose matrix representation relative to the basis \( \{ e_i \} \) is just \( E_i \). From the isomorphism between linear transformations and their representations (Theorem 5.13), it should be clear that

\[
N = \lambda_1 \pi_1 + \cdots + \lambda_r \pi_r
\]

\[
\pi_i^\dagger = \pi_i
\]

\[
\pi_i^2 = \pi_i
\]

\[
\pi_i \pi_j = 0 \quad \text{for} \quad i \neq j
\]

\[
\pi_1 + \cdots + \pi_r = 1
\]

Since \( \pi_i^2 = \pi_i = \pi_i^\dagger \), Theorem 10.21 tells us that each \( \pi_i \) is an orthogonal projection of \( V \) on the subspace \( W_i = \text{Im} \, \pi_i \). Since \( \pi_1 + \cdots + \pi_r = 1 \), we see that for any \( v \in V \) we have \( v = \pi_1 v + \cdots + \pi_r v \) so that \( V = W_1 + \cdots + W_r \). To show that this sum is direct suppose, for example, that

\[
w_1 \in W_1 \cap (W_2 + \cdots + W_r)
\]

This means that \( w_1 = w_2 + \cdots + w_r \) where \( w_i \in W_i \) for each \( i = 1, \ldots, r \). Since \( w_i \in W_i = \text{Im} \, \pi_i \), it follows that there exists \( v_i \in V \) such that \( \pi_i v_i = w_i \) for each \( i \). Then

\[
w_i = \pi_i v_i = \pi_i^2 v_i = \pi_i w_i
\]

and if \( i \neq j \), then \( \pi_i \pi_j = 0 \) implies
\[ \pi_i w_j = (\pi_i \pi_i) v_j = 0. \]

Applying \( \pi_i \) to \( w_1 = w_2 + \cdots + w_r \), we obtain \( w_1 = \pi_i w_1 = 0 \). Hence we have shown that \( W_1 \cap (W_2 + \cdots + W_r) = \{0\} \). Since this argument can clearly be applied to any of the \( W_i \), we have proved that \( V = W_1 \oplus \cdots \oplus W_r \).

Next we note that for each \( i, \pi_i \) is the orthogonal projection of \( V \) on \( W_i = \text{Im} \pi_i \) in the direction of \( W_i^\perp = \text{Ker} \pi_i \), so that \( V = W_1 \oplus \cdots \oplus W_r \). Therefore, since \( V = W_1 \oplus \cdots \oplus W_r \), it follows that for each \( j \neq i \) we must have \( W_j \subset W_i^\perp \), and hence the subspaces \( W_i \) must be mutually orthogonal. Finally, the fact that \( W_i = \text{Ker}(N - \lambda_i 1) \) was proved in Theorem 7.29.

The observant reader will have noticed the striking similarity between the spectral theorem and Theorem 7.29. In fact, part of Theorem 10.22 is essentially a corollary of Theorem 7.29. This is because a normal operator is diagonalizable, and hence satisfies the hypotheses of Theorem 7.29. However, note that in the present case we have used the existence of an inner product in our proof, whereas in Chapter 7, no such structure was assumed to exist. We leave it to the reader to use Theorems 10.15 and 7.28 to construct a simple proof of the spectral theorem that makes no reference to any matrix representation of the normal operator (see Exercise 10.5.1).

**Theorem 10.23** Let \( \sum_{j=1}^r \lambda_j E_j \) be the spectral decomposition of a normal operator \( N \) on a finite-dimensional unitary space. Then for each \( i = 1, \ldots, r \) there exists a polynomial \( f_i(x) \in \mathbb{C}[x] \) such that \( f_i(\lambda_j) = \delta_{ij} \) and \( f_i(N) = E_i \).

**Proof** For each \( i = 1, \ldots, r \) we must find a polynomial \( f_i(x) \in \mathbb{C}[x] \) with the property that \( f_i(\lambda_j) = \delta_{ij} \). It should be obvious that the polynomials \( f_i(x) \) defined by

\[ f_i(x) = \prod_{j \neq i} \frac{x - \lambda_j}{\lambda_i - \lambda_j} \]

have this property. From the corollary to Theorem 10.20 we have \( p(N) = \sum \lambda_j p(\lambda_j) E_j \) for any \( p(x) \in \mathbb{C}[x] \), and hence

\[ f_i(N) = \sum f_i(\lambda_j) E_j = \sum \delta_{ij} E_j = E_i \]
as required.
Exercises

1. Use Theorems 10.15 and 7.28 to construct a proof of Theorem 10.22 that makes no reference to any matrix representations.

2. Let $N$ be an operator on a finite-dimensional unitary space. Prove that $N$ is normal if and only if $N^* = g(N)$ for some polynomial $g$. [Hint: If $N$ is normal with eigenvalues $\lambda_1, \ldots, \lambda_r$, use Exercise 6.4.2 to show the existence of a polynomial $g$ such that $g(\lambda_i) = \lambda_i^*$ for each $i$.]

3. Let $T$ be an operator on a finite-dimensional unitary space. Prove that $T$ is unitary if and only if $T$ is normal and $|\lambda| = 1$ for every eigenvalue $\lambda$ of $T$.

4. Let $H$ be a normal operator on a finite-dimensional unitary space. Prove that $H$ is Hermitian if and only if every eigenvalue of $H$ is real.

10.6 THE MATRIX EXPONENTIAL SERIES

We now use Theorem 10.20 to prove a very useful result, namely, that any unitary matrix $U$ can be written in the form $e^{iH}$ for some Hermitian matrix $H$. Before proving this however, we must first discuss some of the theory of sequences and series of matrices. In particular, we must define just what is meant by expressions of the form $e^{iH}$. If the reader already knows something about sequences and series of numbers, then the rest of this section should present no difficulty. However, for those readers who may need some review, we have provided all of the necessary material in Appendix B.

Let $\{S_r\}$ be a sequence of complex matrices where each $S_r \in M_n(\mathbb{C})$ has entries $s_{ij}^{(r)}$. We say that $\{S_r\}$ converges to the limit $S = (s_{ij}) \in M_n(\mathbb{C})$ if each of the $n^2$ sequences $\{s_{ij}^{(r)}\}$ converges to a limit $s_{ij}$. We then write $S_r \to S$ or $\lim_{r \to \infty} S_r = S$ (or even simply $\lim S_r = S$). In other words, a sequence $\{S_r\}$ of matrices converges if and only if every entry of $S_r$ forms a convergent sequence.

Similarly, an infinite series of matrices

$$\sum_{r=1}^{\infty} A_r$$

where $A_r = (a_{ij}^{(r)})$ is said to be convergent to the sum $S = (s_{ij})$ if the sequence of partial sums

$$S_m = \sum_{r=1}^{m} A_r$$
converges to $S$. Another way to say this is that the series $\sum A_r$ converges to $S$ if and only if each of the $n^2$ series $\sum a^{(r)}_{ij}$ converges to $s_{ij}$ for each $i, j = 1, \ldots, n$. We adhere to the convention of leaving off the limits in a series if they are infinite.

Our next theorem proves several intuitively obvious properties of sequences and series of matrices.

**Theorem 10.24**

(a) Let $\{S_r\}$ be a convergent sequence of $n \times n$ matrices with limit $S$, and let $P$ be any $n \times n$ matrix. Then $PS_r \rightarrow PS$ and $S_r P \rightarrow SP$.

(b) If $S_r \rightarrow S$ and $P$ is nonsingular, then $P^{-1} S_r P \rightarrow P^{-1} SP$.

(c) If $\sum A_r$ converges to $A$ and $P$ is nonsingular, then $\sum P^{-1} A_r P$ converges to $P^{-1} AP$.

**Proof**

(a) Since $S_r \rightarrow S$, we have $\lim s^{(r)}_{ij} = s_{ij}$ for all $i, j = 1, \ldots, n$. Therefore

$$\lim (PS_r)_{ij} = \lim (\sum p_{ik} s^{(r)}_{kj}) = \sum p_{ik} \lim s^{(r)}_{kj} = \sum p_{ik} s_{kj} = (PS)_ij .$$

Since this holds for all $i, j = 1, \ldots, n$ we must have $PS_r \rightarrow PS$. It should be obvious that we also have $S_r P \rightarrow SP$.

(b) As in part (a), we have

$$\lim (P^{-1} S_r P)_{ij} = \lim (\sum p_{ik}^{-1} s^{(r)}_{jm} p_{mj}) = \sum p_{ik}^{-1} s^{(r)}_{jm} \lim p_{mj} = \sum p_{ik}^{-1} s_{jm} p_{mj} = (P^{-1} SP)_{ij} .$$

Note that we may use part (a) to formally write this as

$$\lim (P^{-1} S_r P) = P^{-1} \lim (S_r P) = P^{-1} SP .$$

(c) If we write the $m$th partial sum as

$$S_m = \sum_{r=1}^{m} P^{-1} A_r P = P^{-1} \left( \sum_{r=1}^{m} A_r \right) P$$

then we have
$$\lim_{m \to \infty} (S_m)_{ij} = \lim_{k,l} \left\{ p^{-1}_{ik} \left( \sum_{r=1}^{m} a^{(r)}_{kl} \right) p_{lj} \right\}$$

$$= \sum_{k,l} p^{-1}_{ik} p_{lj} \lim_{r=1} \sum_{r=1}^{m} a^{(r)}_{kl}$$

$$= \sum_{k,l} p^{-1}_{ik} p_{lj} a_{kl}$$

$$= p^{-1} A P \ .$$

**Theorem 10.25** For any $A = (a_{ij}) \in M_n(\mathbb{C})$ the following series converges:

$$\sum_{r=0}^{\infty} \frac{A_r}{r!} = I + A + \frac{A^2}{2!} + \cdots + \frac{A^r}{r!} + \cdots .$$

**Proof** Choose a positive real number $M > \max\{n, \ |a_{ij}|\}$ where the max is taken over all $i, j = 1, \ldots, n$. Then $|a_{ij}| < M$ and $n < M < M^2$. Now consider the term $A^2 = (b_{ij}) = (\sum_{k=1}^{n} a_{ik} a_{kj})$. We have (by Theorem 2.17, property (N3))

$$|b_{ij}| \leq \sum_{k=1}^{n} |a_{ik}||a_{kj}| \leq \sum_{k=1}^{n} M^2 = nM^2 < M^4 .$$

Proceeding by induction, suppose that for $A^r = (c_{ij})$, it has been shown that $|c_{ij}| < M^{2r}$. Then $A^{r+1} = (d_{ij})$ where

$$|d_{ij}| \leq \sum_{k=1}^{n} |a_{ik}||c_{kj}| \leq nM^2 M^{2r} = nM^2 M^{2r+1} < M^2 M^{2r+1} .$$

This proves that $A^r = (a^{(r)}_{ij})$ has the property that $|a^{(r)}_{ij}| < M^{2r}$ for every $r \geq 1$.

Now, for each of the $n^2$ terms $i, j = 1, \ldots, n$ we have

$$\sum_{r=0}^{\infty} \frac{|a^{(r)}_{ij}|}{r!} < \sum_{r=0}^{\infty} \frac{M^{2r}}{r!} = \exp(M^2)$$

so that each of these $n^2$ series (i.e., for each $i, j = 1, \ldots, n$) must converge (Theorem B26(a)). Hence the series $I + A + A^2/2! + \cdots$ must converge (Theorem B20). \[\blacksquare\]

We call the series in Theorem 10.25 the **matrix exponential series**, and denote its sum by $e^A = \exp A$. In general, the series for $e^A$ is extremely difficult, if not impossible, to evaluate. However, there are important exceptions.
Example 10.7  Let $A$ be the diagonal matrix

$$ A = \begin{pmatrix} \lambda_1 & 0 & \cdots & 0 \\ 0 & \lambda_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda_n \end{pmatrix}. $$

Then it is easy to see that

$$ A^r = \begin{pmatrix} \lambda_1^r & 0 & \cdots & 0 \\ 0 & \lambda_2^r & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda_n^r \end{pmatrix}. $$

and hence

$$ \exp A = I + A + \frac{A^2}{2!} + \cdots = \begin{pmatrix} e^{\lambda_1} & 0 & \cdots & 0 \\ 0 & e^{\lambda_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & e^{\lambda_n} \end{pmatrix}. $$

Example 10.8  Consider the $2 \times 2$ matrix

$$ J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} $$

and let

$$ A = \theta J = \begin{pmatrix} 0 & -\theta \\ \theta & 0 \end{pmatrix} $$

where $\theta \in \mathbb{R}$. Then noting that $J^2 = -I$, we see that $A^2 = -\theta^2 I$, $A^3 = -\theta^3 J$, $A^4 = \theta^4 I$, $A^5 = \theta^5 J$, $A^6 = -\theta^6 I$, and so forth. From elementary calculus we know that

$$ \sin \theta = \theta - \frac{\theta^3}{3!} + \frac{\theta^5}{5!} - \cdots $$

and

$$ \cos \theta = 1 - \frac{\theta^2}{2!} + \frac{\theta^4}{4!} - \cdots $$

and hence
\[ e^A = I + A + A^2 / 2! + \cdots = I + \theta J - \theta^2 I / 2! - \theta^3 J / 3! + \theta^4 I / 4! + \theta^5 J / 5! - \theta^6 I / 6! + \cdots = I(1 - \theta^2 / 2! + \theta^4 / 4! - \cdots) + J(\theta - \theta^3 / 3! + \theta^5 / 5! - \cdots) = (\cos \theta) I + (\sin \theta) J \, . \]

In other words, using the explicit forms of I and J we see that

\[ e^A = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \]

so that \( e^{\theta J} \) represents a rotation in \( \mathbb{R}^2 \) by an angle \( \theta \). //

**Theorem 10.26** Let \( A \in M_n(\mathbb{C}) \) be diagonalizable, and let \( \lambda_1, \ldots, \lambda_r \) be the distinct eigenvalues of \( A \). Then the matrix power series

\[ \sum_{s=0}^{\infty} a_s A^s \]

converges if and only if the series

\[ \sum_{s=0}^{\infty} a_s \lambda_i^s \]

converges for each \( i = 1, \ldots, r \).

**Proof** Since \( A \) is diagonalizable, choose a nonsingular matrix \( P \) such that \( D = P^{-1} A P \) is diagonal. It is then easy to see that for every \( s \geq 1 \) we have

\[ a_s D^s = a_s P^{-1} A^s P = P^{-1} a_s A^s P \]

where the \( n \) diagonal entries of \( D^s \) are just the numbers \( \lambda_i^s \). By Theorem 10.24(c), we know that \( \sum a_s A^s \) converges if and only if \( \sum a_s D^s \) converges. But by definition of series convergence, \( \sum a_s D^s \) converges if and only if \( \sum a_s \lambda_i^s \) converges for every \( i = 1, \ldots, r \).  

**Theorem 10.27** Let \( f(x) = a_0 + a_1 x + a_2 x^2 + \cdots \) be any power series with coefficients in \( \mathbb{C} \), and let \( A \in M_n(\mathbb{C}) \) be diagonalizable with spectral decomposition \( A = \lambda_1 E_1 + \cdots + \lambda_r E_r \). Then, if the series

\[ f(A) = a_0 I + a_1 A + a_2 A^2 + \cdots \]

converges, its sum is
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\[ f(A) = f(\lambda_i)E_i + \cdots + f(\lambda_r)E_r. \]

**Proof**  As in the proof of Theorem 10.20, let the diagonal form of \( A \) be

\[ D = P^{-1}AP = \lambda_i P_i + \cdots + \lambda_r P_r \]

so that \( E_i = PP_iP^{-1} \). Now note that

\[
P^{-1}f(A)P = a_0P^{-1}P + a_1P^{-1}AP + a_2P^{-1}APP^{-1}AP + \cdots
\]

\[
= f(P^{-1}AP)
\]

\[
= a_0I + a_1D + a_2D^2 + \cdots
\]

\[
= f(D).
\]

Using properties (a) – (c) of Theorem 10.20 applied to the \( P_i \), it is easy to see that \( D^k = \lambda_i^k P_i + \cdots + \lambda_r^k P_r \) and hence

\[ f(D) = f(\lambda_i)P_i + \cdots + f(\lambda_r)P_r. \]

Then if \( f(A) = \sum A_r \) converges, so does \( \sum P^{-1}A_rP = P^{-1}f(A)P = f(D) \) (Theorem 10.24(c)), and we have

\[ f(A) = f(PDP^{-1}) = Pf(D)P^{-1} = f(\lambda_i)E_i + \cdots + f(\lambda_r)E_r. \]

**Example 10.9**  Consider the exponential series \( e^A \) where \( A \) is diagonalizable. Then, if \( \lambda_1, \ldots, \lambda_k \) are the distinct eigenvalues of \( A \), we have the spectral decomposition \( A = \lambda_i E_i + \cdots + \lambda_k E_k \). Using \( f(A) = e^A \), Theorem 10.27 yields

\[ e^A = e^{\lambda_i}E_i + \cdots + e^{\lambda_k}E_k \]

in agreement with Example 10.7.  \( \square \)

We can now prove our earlier assertion that a unitary matrix \( U \) can be written in the form \( e^{iH} \) for some Hermitian matrix \( H \).

**Theorem 10.28**  Every unitary matrix \( U \) can be written in the form \( e^{iH} \) for some Hermitian matrix \( H \). Conversely, if \( H \) is Hermitian, then \( e^{iH} \) is unitary.

**Proof**  By Theorem 10.9(b), the distinct eigenvalues of \( U \) may be written in the form \( e^{i\lambda_i}, \ldots, e^{i\lambda_k} \) where each \( \lambda_i \) is real. Since \( U \) is also normal, it fol-
lows from Corollary 1 of Theorem 10.15 that there exists a unitary matrix $P$ such that $P^*UP = P^{-1}UP$ is diagonal. In fact

$$P^{-1}UP = e^{i\lambda_1}P_1 + \cdots + e^{i\lambda_k}P_k$$

where the $P_i$ are the idempotent matrices used in the proof of Theorem 10.20. From Example 10.7 we see that the matrix $e^{i\lambda_1}P_1 + \cdots + e^{i\lambda_k}P_k$ is just $e^{iD}$ where

$$D = \lambda_1 P_1 + \cdots + \lambda_k P_k$$

is a diagonal matrix with the $\lambda_i$ as diagonal entries. Therefore, using Theorem 10.24(c) we see that

$$U = Pe^{iD}P^{-1} = e^{iPDP^{-1}} = e^{iH}$$

where $H = PDP^{-1}$. Since $D$ is a real diagonal matrix it is clearly Hermitian, and since $P$ is unitary (so that $P^{-1} = P^\dagger$), it follows that $H^\dagger = (PDP^\dagger)^\dagger = PDP^\dagger = H$ so that $H$ is Hermitian also.

Conversely, suppose $H$ is Hermitian with distinct real eigenvalues $\lambda_1, \ldots, \lambda_k$. Since $H$ is also normal, there exists a unitary matrix $P$ that diagonalizes $H$. Then as above, we may write this diagonal matrix as

$$P^{-1}HP = \lambda_1 P_1 + \cdots + \lambda_k P_k$$

so that (from Example 10.7 again)

$$P^{-1}e^{iHP} = e^{iP^{-1}HP} = e^{i\lambda_1}P_1 + \cdots + e^{i\lambda_k}P_k .$$

Using the properties of the $P_i$, it is easy to see that the right hand side of this equation is diagonal and unitary since using

$$(e^{i\lambda_1}P_1 + \cdots + e^{i\lambda_k}P_k)^\dagger = e^{-i\lambda_1}P_1 + \cdots + e^{-i\lambda_k}P_k$$

we have

$$(e^{i\lambda_1}P_1 + \cdots + e^{i\lambda_k}P_k)(e^{i\lambda_1}P_1 + \cdots + e^{i\lambda_k}P_k)^\dagger = I$$

and

$$(e^{i\lambda_1}P_1 + \cdots + e^{i\lambda_k}P_k)(e^{i\lambda_1}P_1 + \cdots + e^{i\lambda_k}P_k)^\dagger = I .$$

Therefore the left hand side must also be unitary, and hence (using $P^{-1} = P^\dagger$)
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\[ I = (P^{-1} e^{iH} P)^\dagger (P^{-1} e^{iH} P) \]
\[ = P^\dagger (e^{iH})^\dagger PP^{-1} e^{iH} P \]
\[ = P^\dagger (e^{iH})^\dagger e^{iH} P \]

so that \( PP^{-1} = I = (e^{iH})^\dagger e^{iH} \). Similarly we see that \( e^{iH}(e^{iH})^\dagger = I \), and thus \( e^{iH} \) is unitary. □

While this theorem is also true in infinite dimensions (i.e., in a Hilbert space), its proof is considerably more difficult. The reader is referred to the books listed in the bibliography for this generalization.

Given a constant matrix \( A \), we now wish to show that

\[ \frac{d e^{tA}}{dt} = A e^{tA}. \]

To see this, we first define the derivative of a matrix \( M = M(t) \) to be that matrix whose elements are just the derivatives of the corresponding elements of \( M \). In other words, if \( M(t) = (m_{ij}(t)) \), then \( (dM/dt)_{ij} = dm_{ij}/dt \). Now note that (with \( M(t) = tA \))

\[ e^{tA} = I + tA + (tA)^2/2! + (tA)^3/3! + \cdots \]

and hence (since the \( a_{ij} \) are constant) taking the derivative with respect to \( t \) yields the desired result:

\[ \frac{d e^{tA}}{dt} = 0 + A + tA^2 + (tA)^2 A/2! + \cdots \]
\[ = A \{ I + tA + (tA)^2/2! + \cdots \} \]
\[ = A e^{tA}. \]

Next, given two matrices \( A \) and \( B \) (of compatible sizes), we recall that their commutator is the matrix \([A, B] = AB - BA = -[B, A]\). If \([A, B] = 0\), then \( AB = BA \) and we say that \( A \) and \( B \) commute. Now consider the function \( f(x) = e^{xA}B e^{-xA} \). Leaving it to the reader to verify that the product rule for derivatives also holds for matrices, we obtain (note that \( A e^{xA} = e^{xA} A \))

\[ \frac{df}{dx} = A e^{xA}B e^{-xA} - e^{xA}B e^{-xA} A = Af - fA = [A, f] \]
\[ \frac{d^2 f}{dx^2} = [A, df/dx] = [A, [A, f]] \]
\[ \vdots \]
Expanding $f(x)$ in a Taylor series about $x = 0$, we find (using $f(0) = B$)

$$f(x) = f(0) + (df/dx)_0 x + (d^2 f/dx^2)_0 x^2/2! + \cdots$$


Setting $x = 1$, we finally obtain

$$e^A Be^{-A} = B + [A, B] + [A, [A, B]]/2! + [A, [A, [A, B]]]/3! + \cdots$$

(2)

Note that setting $B = I$ shows that $e^A e^{-A} = I$ as we would hope.

In the particular case that both $A$ and $B$ commute with their commutator $[A, B]$, then we find from (2) that $e^A Be^{-A} = B + [A, B]$ and hence $e^A B = B e^A + [A, B] e^A$ or

$$[e^A, B] = [A, B] e^A .$$

(3)

**Example 10.10** We now show that if $A$ and $B$ are two matrices that both commute with their commutator $[A, B]$, then

$$e^A e^B = \exp\{A + B + [A, B]/2\} + \cdots$$

(4)

(This is sometimes referred to as **Weyl’s formula**.) To prove this, we start with the function $f(x) = e^{x A} e^{x B} e^{-x(A+B)}$. Then

$$df/dx = e^{x A} A e^{x B} e^{-x(A+B)} + e^{x A} e^{x B} B e^{-x(A+B)} - e^{x A} e^{x B} (A + B) e^{-x(A+B)}$$

$$= e^{x A} A e^{x B} e^{-x(A+B)} - e^{x A} e^{x B} A e^{-x(A+B)}$$

$$= e^{x A} [A, e^{x B}] e^{-x(A+B)}$$

(5)

As a special case, note $[A, B] = 0$ implies $df/dx = 0$ so that $f$ is independent of $x$. Since $f(0) = I$, it follows that we may choose $x = 1$ to obtain $e^A e^B e^{-A-B} = I$ or $e^A e^B = e^{A+B}$ (as long as $[A, B] = 0$).

From (3) we have (replacing $A$ by $x B$ and $B$ by $A$) $[A, e^{x B}] = x [A, B] e^{x B}$. Using this along with the fact that $A$ commutes with the commutator $[A, B]$ (so that $e^{x A} [A, B] = [A, B] e^{x A}$), we have

$$df/dx = x e^{x A} [A, B] e^{x B} e^{-x(A+B)} = x [A, B] f .$$

Since $A$ and $B$ are independent of $x$, we may formally integrate this from 0 to $x$ to obtain

$$\ln f(x)/f(0) = [A, B] x^2/2 .$$
Using \( f(0) = 1 \), this is \( f(x) = \exp\left\{ [A, B]x^2/2 \right\} \) so that setting \( x = 1 \) we find

\[
e^A e^B e^{-(A+B)} = \exp\{ [A, B]/2 \}.
\]

Finally, multiplying this equation from the right by \( e^{A+B} \) and using the fact that \([ [A, B]/2, A + B] = 0 \) yields (4). //

**Exercises**

1. (a) Let \( N \) be a normal operator on a finite-dimensional unitary space. Prove that

\[
\det e^N = e^{\text{Tr} N}.
\]

(b) Prove this holds for any \( N \in M_n(\mathbb{C}) \). [*Hint: Use either Theorem 8.1 or the fact (essentially proved at the end of Section 8.6) that the diagonalizable matrices are dense in \( M_n(\mathbb{C}) \).*]

2. If the limit of a sequence of unitary operators exists, is it also unitary? Why?

3. Let \( T \) be a unitary operator. Show that the sequence \( \{T^n: n = 0, 1, 2, \ldots\} \) contains a subsequence \( \{T^{n_k}: k = 0, 1, 2, \ldots\} \) that converges to a unitary operator. [*Hint: You will need the fact that the unit disk in \( \mathbb{C}^2 \) is compact (see Appendix A).*]

**10.7 POSITIVE OPERATORS**

Before proving the main result of this section (the polar decomposition theorem), let us briefly discuss functions of a linear transformation. We have already seen two examples of such a function. First, the exponential series \( e^A \) (which may be defined for operators exactly as for matrices) and second, if \( A \) is a normal operator with spectral decomposition \( A = \sum \lambda_i E_i \), then we saw that the linear transformation \( p(A) \) was given by \( p(A) = \sum p(\lambda_i) E_i \) where \( p(x) \) is any polynomial in \( \mathbb{C}[x] \) (Corollary to Theorem 10.20).

In order to generalize this notion, let \( N \) be a normal operator on a unitary space, and hence \( N \) has spectral decomposition \( \sum \lambda_i E_i \). If \( f \) is an arbitrary complex-valued function (defined at least at each of the \( \lambda_i \)), we define a linear transformation \( f(N) \) by

\[
f(N) = \sum f(\lambda_i) E_i.
\]
What we are particularly interested in is the function \( f(x) = \sqrt{x} \) defined for all real \( x \geq 0 \) as the positive square root of \( x \).

Recall (see Section 10.3) that we defined a positive operator \( P \) by the requirement that \( P = S^\dagger S \) for some operator \( S \). It is then clear that \( P^\dagger = P \), and hence \( P \) is normal. From Theorem 10.9(d), the eigenvalues of \( P = \sum \lambda_j E_j \) are real and non-negative, and we can define \( \sqrt{P} \) by

\[
\sqrt{P} = \sum \sqrt{\lambda_j} E_j
\]

where each \( \lambda_j \geq 0 \).

Using the properties of the \( E_j \), it is easy to see that \((\sqrt{P})^2 = P\). Furthermore, since \( E_j \) is an orthogonal projection, it follows that \( E_j^\dagger = E_j \) (Theorem 10.21), and therefore \((\sqrt{P})^\dagger = \sqrt{P} \) so that \( \sqrt{P} \) is Hermitian. Note that since \( P = S^\dagger S \) we have

\[
\langle P v, v \rangle = \langle (S^\dagger S)v, v \rangle = \langle Sv, Sv \rangle = \|Sv\|^2 \geq 0.
\]

Just as we did in the proof of Theorem 10.23, let us write \( v = \sum \lambda_j E_j v = \sum \lambda_j v_j \) where the nonzero \( v_j \) are mutually orthogonal. Then

\[
\sqrt{P}(v) = \sum \sqrt{\lambda_j} E_j v = \sum \sqrt{\lambda_j} v_j
\]

and hence we also have (using \( \langle v_j, v_k \rangle = 0 \) if \( j \neq k \))

\[
\langle \sqrt{P}(v), v \rangle = \langle \sum \sqrt{\lambda_j} v_j, \sum \lambda_j v_k \rangle = \sum \sqrt{\lambda_j} \langle v_j, v_k \rangle = \sum \sqrt{\lambda_j} \langle v_j, v_j \rangle
\]

\[
= \sum \sqrt{\lambda_j} \|v_j\|^2 \geq 0.
\]

In summary, we have shown that \( \sqrt{P} \) satisfies

(a) \((\sqrt{P})^2 = P\)

(b) \((\sqrt{P})^\dagger = \sqrt{P}\)

(c) \(\langle \sqrt{P}(v), v \rangle \geq 0\)

and it is natural to ask about the uniqueness of any operator satisfying these three properties. For example, if we let \( T = \sum \pm \sqrt{\lambda_j} E_j \), then we still have \( T^2 = \sum \lambda_j E_j = P \) regardless of the sign chosen for each term. Let us denote the fact that \( \sqrt{P} \) satisfies properties (b) and (c) above by the expression \( \sqrt{P} \geq 0 \). In other words, by the statement \( A \geq 0 \) we mean that \( A^\dagger = A \) and \( \langle Av, v \rangle \geq 0 \) for every \( v \in V \) (i.e., \( A \) is a positive Hermitian operator).

We now claim that if \( P = T^2 \) and \( T \geq 0 \), then \( T = \sqrt{P} \). To prove this, we first note that \( T \geq 0 \) implies \( T^\dagger = T \) (property (b)), and hence \( T \) must also be normal. Now let \( \sum \mu_i F_i \) be the spectral decomposition of \( T \). Then
\[ \Sigma(\mu_i)^2 F_i = T^2 = P = \Sigma \lambda_i E_i. \]

If \( v_i \neq 0 \) is an eigenvector of \( T \) corresponding to \( \mu_i \), then property (c) tells us that (using the fact that each \( \mu_i \) is real since \( T \) is Hermitian)

\[ 0 \leq \langle Tv_i, v_i \rangle = \langle \mu_i v_i, v_i \rangle = \mu_i \| v_i \|^2. \]

But \( \| v_i \| > 0 \), and hence \( \mu_i \geq 0 \). In other words, any operator \( T \geq 0 \) has non-negative eigenvalues. Since each \( \mu_i \) is distinct and nonnegative, so is each \( \mu_i^2 \), and hence each \( \mu_i^2 \) must be equal to some \( \lambda_i \). Therefore the corresponding \( F_i \) and \( E_i \) must be equal (by Theorem 10.22(e)). By suitably numbering the eigenvalues, we may write \( \mu_i^2 = \lambda_i \), and thus \( \mu_i = \sqrt{\lambda_i} \). This shows that

\[ T = \Sigma \mu_i F_i = \Sigma \sqrt{\lambda_i} E_i = \sqrt{P} \]
as claimed.

We summarize this discussion in the next result which gives us three equivalent definitions of a **positive transformation**.

**Theorem 10.29** Let \( P \) be an operator on a unitary space \( V \). Then the following conditions are equivalent:

(a) \( P = T^2 \) for some unique Hermitian operator \( T \geq 0 \).

(b) \( P = S^\dagger S \) for some operator \( S \).

(c) \( P^\dagger = P \) and \( \langle Pv, v \rangle \geq 0 \) for every \( v \in V \).

**Proof** (a) \( \Rightarrow \) (b): If \( P = T^2 \) and \( T^\dagger = T \), then \( P = TT = T^\dagger T \).

(b) \( \Rightarrow \) (c): If \( P = S^\dagger S \), then \( P^\dagger = P \) and \( \langle Pv, v \rangle = \langle S^\dagger Sv, v \rangle = \langle Sv, Sv \rangle = \| Sv \|^2 \geq 0 \).

(c) \( \Rightarrow \) (a): Note that property (c) is just our statement that \( P \geq 0 \). Since \( P^\dagger = P \), we see that \( P \) is normal, and hence we may write \( P = \Sigma \lambda_i E_i \). Defining \( T = \Sigma \sqrt{\lambda_i} E_i \), we have \( T^\dagger = T \) (since every \( E_i \) is Hermitian), and the preceding discussion shows that \( T \geq 0 \) is the unique operator with the property that \( P = T^2 \).

We remark that in the particular case that \( P \) is positive definite, then \( P = S^\dagger S \) where \( S \) is nonsingular. This means that \( P \) is also nonsingular.

Finally, we are in a position to prove the last result of this section, the so-called polar decomposition (or factorization) of an operator. While we state and prove this theorem in terms of matrices, it should be obvious by now that it applies just as well to operators.
Theorem 10.30 (Polar Decomposition) If $A \in M_n(\mathbb{C})$, then there exist unique positive Hermitian matrices $H_1, H_2 \in M_n(\mathbb{C})$ and (not necessarily unique) unitary matrices $U_1, U_2 \in M_n(\mathbb{C})$ such that $A = U_1 H_1 = H_2 U_2$. Moreover, $H_1 = (A^\dagger A)^{1/2}$ and $H_2 = (AA^\dagger)^{1/2}$. In addition, the matrices $U_1$ and $U_2$ are uniquely determined if and only if $A$ is nonsingular.

Proof Let $\lambda_1^2, \ldots, \lambda_n^2$ be the eigenvalues of the positive Hermitian matrix $A^\dagger A$, and assume the $\lambda_i$ are numbered so that $\lambda_i > 0$ for $i = 1, \ldots, k$ and $\lambda_i = 0$ for $i = k + 1, \ldots, n$ (see Theorem 10.9(d)). (Note that if $A$ is nonsingular, then $A^\dagger A$ is positive definite and hence $k = n$.) Applying Corollary 1 of Theorem 10.15, we let $\{v_1, \ldots, v_n\}$ be the corresponding orthonormal eigenvectors of $A^\dagger A$. For each $i = 1, \ldots, k$ we define the vector $w_i = Av_i/\lambda_i$. Then

$$\langle w_i, w_j \rangle = \langle Av_i/\lambda_i, Av_j/\lambda_j \rangle = \langle v_i, A^\dagger Av_j/\lambda_i \lambda_j \rangle = \langle v_i, v_j \rangle \lambda_i^2/\lambda_i \lambda_j = \delta_{ij} \lambda_i^2/\lambda_i \lambda_j$$

so that $w_1, \ldots, w_k$ are also orthonormal. We now extend these to an orthonormal basis $\{w_1, \ldots, w_n\}$ for $\mathbb{C}^n$. If we define the columns of the matrices $V, W \in M_n(\mathbb{C})$ by $V^i = v_i$ and $W^i = w_i$, then $V$ and $W$ will be unitary by Theorem 10.7.

Defining the Hermitian matrix $D \in M_n(\mathbb{C})$ by

$$D = \text{diag}(\lambda_1, \ldots, \lambda_n)$$

it is easy to see that the equations $Av_i = \lambda_i w_i$ may be written in matrix form as $AV = WD$. Using the fact that $V$ and $W$ are unitary, we define $U_1 = WV^\dagger$ and $H_1 = VDV^\dagger$ to obtain

$$A = WDV^\dagger = (WV^\dagger)(VDV^\dagger) = U_1 H_1.$$ 

Since $\det(\lambda I - VDV^\dagger) = \det(\lambda I - D)$, we see that $H_1$ and $D$ have the same nonnegative eigenvalues, and hence $H_1$ is a positive Hermitian matrix. We can now apply this result to the matrix $A^\dagger$ to write $A^\dagger = \tilde{U}_1 H_1$ or $A = \tilde{H}_1 \tilde{U}_1^\dagger = H_1 U_1^\dagger$. If we define $H_2 = \tilde{H}_1$ and $U_2 = \tilde{U}_1^\dagger$, then we obtain $A = H_2 U_2$ as desired.

We now observe that using $A = U_1 H_1$ we may write

$$A^\dagger A = H_1 U_1^\dagger U_1 H_1 = (H_1)^2$$

and similarly

$$AA^\dagger = H_2 U_2^\dagger U_2 H_2 = (H_2)^2.$$
so that $H_1$ and $H_2$ are unique even if $A$ is singular. Since $U_1$ and $U_2$ are unitary, they are necessarily nonsingular, and hence $H_1$ and $H_2$ are nonsingular if $A = U_1 H_1 = H_2 U_2$ is nonsingular. In this case, $U_1 = A H_1^{-1}$ and $U_2 = H_2^{-1} A$ will also be unique. On the other hand, suppose $A$ is singular. Then $k \neq n$ and $w_k, \ldots, w_n$ are not unique. This means that $U_1 = W V^+$ (and similarly $U_2$) is not unique. In other words, if $U_1$ and $U_2$ are unique, then $A$ must be nonsingular.

**Exercises**

1. Let $V$ be a unitary space and let $E \in L(V)$ be an orthogonal projection.
   (a) Show directly that $E$ is a positive transformation.
   (b) Show that $\|E v\| \leq \|v\|$ for all $v \in V$.

2. Prove that if $A$ and $B$ are commuting positive transformations, then $AB$ is also positive.

3. This exercise is related to Exercise 7.5.5. Prove that any representation of a finite group is equivalent to a unitary representation as follows:
   (a) Consider the matrix $X = \sum_{a \in G} D^+(a) D(a)$. Show that $X$ is Hermitian and positive definite, and hence that $X = S^2$ for some Hermitian $S$.
   (b) Show that $D(a)^+ X D(a) = X$.
   (c) Show that $U(a) = S D(a) S^{-1}$ is a unitary representation.

**Supplementary Exercises for Chapter 10**

1. Let $T$ be a linear transformation on a space $V$ with basis $\{e_1, \ldots, e_n\}$. If $T(e_i) = \sum_{j} a_{ij} e_j$ for all $i = 1, \ldots, n$ and $T(e_i) \neq c e_i$ for any scalar $c$, show that $T$ is not normal.

2. Let $A$ be a fixed $n \times n$ matrix, and let $B$ be any $n \times n$ matrix such that $A = B^2$. Assume that $B$ is similar to a diagonal matrix and has nonnegative eigenvalues $\lambda_1, \ldots, \lambda_n$. Let $p(x)$ be a polynomial such that $p(\lambda_i^2) = \lambda_i$ for each $i = 1, \ldots, n$. Show that $p(A) = B$ and hence $B$ is unique. How does this relate to our discussion of $\sqrt{P}$ for a positive operator $P$?

3. Describe all operators that are both unitary and positive.

4. Is it true that for any $A \in M_n(\mathbb{C})$, $AA^\dagger$ and $A^\dagger A$ are unitarily similar? Explain.
5. In each case, indicate whether or not the statement is true or false and give your reason.
   (a) For any $A \in M_n(\mathbb{C})$, $AA^\dagger$ has all real eigenvalues.
   (b) For any $A \in M_n(\mathbb{C})$, the eigenvalues of $AA^\dagger$ are of the form $|\lambda|^2$ where $\lambda$ is an eigenvalue of $A$.
   (c) For any $A \in M_n(\mathbb{C})$, the eigenvalues of $AA^\dagger$ are nonnegative real numbers.
   (d) For any $A \in M_n(\mathbb{C})$, $AA^\dagger$ has the same eigenvalues as $A^\dagger A$ if $A$ is nonsingular.
   (e) For any $A \in M_n(\mathbb{C})$, $\text{Tr}(AA^\dagger) = |\text{Tr } A|^2$.
   (f) For any $A \in M_n(\mathbb{C})$, $AA^\dagger$ is unitarily similar to a diagonal matrix.
   (g) For any $A \in M_n(\mathbb{C})$, $AA^\dagger$ has $n$ linearly independent eigenvectors.
   (h) For any $A \in M_n(\mathbb{C})$, the eigenvalues of $AA^\dagger$ are the same as the eigenvalues of $A^\dagger A$.
   (i) For any $A \in M_n(\mathbb{C})$, the Jordan form of $AA^\dagger$ is the same as the Jordan form of $A^\dagger A$.
   (j) For any $A \in M_n(\mathbb{C})$, the null space of $A^\dagger A$ is the same as the null space of $A$.

6. Let $S$ and $T$ be normal operators on $V$. Show that there are bases $\{u_i\}$ and $\{v_i\}$ for $V$ such that $[S]_{u} = [T]_{v}$ if and only if there are orthonormal bases $\{u'_i\}$ and $\{v'_i\}$ such that $[S]_{u'} = [T]_{v'}$.

7. Let $T$ be normal and let $k > 0$ be an integer. Show that there is a normal $S$ such that $S^k = T$.

8. Let $N$ be normal and let $p(x)$ be a polynomial over $\mathbb{C}$. Show that $p(N)$ is also normal.

9. Let $N$ be a normal operator on a unitary space $V$, let $W = \text{Ker } N$, and let $\tilde{N}$ be the transformation induced by $N$ on $V/W$. Show that $\tilde{N}$ is normal. Show that $\tilde{N}^\dagger$ is also normal.

10. Discuss the following assertion: For any linear transformation $T$ on a unitary space $V$, $TT^\dagger$ and $T^\dagger T$ have a common basis of eigenvectors.

11. Show that if $A$ and $B$ are real symmetric matrices and $A$ is positive definite, then $p(x) = \det(B - xA)$ has all real roots.
In this chapter we generalize our earlier discussion of bilinear forms, which leads in a natural manner to the concepts of tensors and tensor products. While we are aware that our approach is not the most general possible (which is to say it is not the most abstract), we feel that it is more intuitive, and hence the best way to approach the subject for the first time. In fact, our treatment is essentially all that is ever needed by physicists, engineers and applied mathematicians. More general treatments are discussed in advanced courses on abstract algebra.

The basic idea is as follows. Given a vector space $V$ with basis $\{e_i\}$, we defined the dual space $V^*$ (with basis $\{\omega^i\}$) as the space of linear functionals on $V$. In other words, if $\phi = \sum_i \phi_i \omega^i \in V^*$ and $v = \sum_i v^i e_i \in V$, then

$$\phi(v) = \langle \phi, v \rangle = \langle \sum_i \phi_i \omega^i, \sum_j v^j e_j \rangle = \sum_i \phi_i v^j \delta^i_j = \sum_i \phi_i v^i.$$ 

Next we defined the space $\mathcal{B}(V)$ of all bilinear forms on $V$ (i.e., bilinear mappings on $V \times V$), and we showed (Theorem 9.10) that $\mathcal{B}(V)$ has a basis given by $\{f^{ij} = \omega^i \otimes \omega^j\}$ where

$$f^{ij}(u, v) = \omega^i \otimes \omega^j(u, v) = \omega^i(u) \omega^j(v) = u^i v^j.$$
It is this definition of the $f_{ij}$ that we will now generalize to include linear functionals on spaces such as, for example, $V^* \times V^* \times V^* \times V \times V$.

### 11.1 Definitions

Let $V$ be a finite-dimensional vector space over $F$, and let $V^r$ denote the $r$-fold Cartesian product $V \times V \times \cdots \times V$. In other words, an element of $V^r$ is an $r$-tuple $(v_1, \ldots, v_r)$ where each $v_i \in V$. If $W$ is another vector space over $F$, then a mapping $T: V^r \to W$ is said to be **multilinear** if $T(v_1, \ldots, v_r)$ is linear in each variable. That is, $T$ is multilinear if for each $i = 1, \ldots, r$ we have

$$T(v_1, \ldots, av_i + bv_i', \ldots, v_r) = aT(v_1, \ldots, v_i, \ldots, v_r) + bT(v_1, \ldots, v_i', \ldots, v_r)$$

for all $v_i, v_i' \in V$ and $a, b \in F$. In the particular case that $W = F$, the mapping $T$ is variously called an **r-linear form** on $V$, or a **multilinear form** of **degree** $r$ on $V$, or an **r-tensor** on $V$. The set of all $r$-tensors on $V$ will be denoted by $T_r(V)$. (It is also possible to discuss multilinear mappings that take their values in $W$ rather than in $F$. See Section 11.5.)

As might be expected, we define addition and scalar multiplication on $T_r(V)$ by

$$(S + T)(v_1, \ldots, v_r) = S(v_1, \ldots, v_r) + T(v_1, \ldots, v_r)$$

$$(aT)(v_1, \ldots, v_r) = aT(v_1, \ldots, v_r)$$

for all $S, T \in T_r(V)$ and $a \in F$. It should be clear that $S + T$ and $aT$ are both $r$-tensors. With these operations, $T_1(V)$ becomes a vector space over $F$. Note that the particular case of $r = 1$ yields $T_1(V) = V^*$, i.e., the dual space of $V$, and if $r = 2$, then we obtain a bilinear form on $V$.

Although this definition takes care of most of what we will need in this chapter, it is worth going through a more general (but not really more difficult) definition as follows. The basic idea is that a tensor is a scalar-valued multilinear function with variables in both $V$ and $V^*$. Note also that by Theorem 9.4, the space of linear functions on $V^*$ is $V^{**}$ which we view as simply $V$. For example, a tensor could be a function on the space $V^* \times V \times V$. By convention, we will always write all $V^*$ variables before all $V$ variables, so that, for example, a tensor on $V \times V^* \times V$ will be replaced by a tensor on $V^* \times V \times V$. (However, not all authors adhere to this convention, so the reader should be very careful when reading the literature.)
Without further ado, we define a **tensor** $T$ on $V$ to be a multilinear map on $V^s \times V^r$:

$$T : V^s \times V^r = V^s \times \cdots \times V^s \times V \times \cdots \times V \rightarrow F$$

where $r$ is called the **covariant order** and $s$ is called the **contravariant order** of $T$. We shall say that a tensor of covariant order $r$ and contravariant order $s$ is of **type** (or **rank**) $(r, s)$. If we denote the set of all tensors of type $(r, s)$ by $T^r_s(V)$, then defining addition and scalar multiplication exactly as above, we see that $T^r_s(V)$ forms a vector space over $F$. A tensor of type $(0, s)$ is defined to be a scalar, and hence $T^0_s(V) = F$. A tensor of type $(r, 0)$ is called a **contravariant vector**, and a tensor of type $(0, r)$ is called a **covariant vector** (or simply a **covector**). In order to distinguish between these types of vectors, we denote the basis vectors for $V$ by a subscript (e.g., $e_i$), and the basis vectors for $V^*$ by a superscript (e.g., $\omega^j$). Furthermore, we will generally leave off the $V$ and simply write $T^r_s$ or $T^r$.

At this point we are virtually forced to introduce the so-called Einstein **summation convention**. This convention says that we are to sum over repeated indices in any vector or tensor expression where one index is a superscript and one is a subscript. Because of this, we write the vector components with indices in the opposite position from that of the basis vectors. This is why we have been writing $v = \sum_i v^i e_i \in V$ and $\phi = \sum_j \phi_j \omega^j \in V^*$. Thus we now simply write $v = v^i e_i$ and $\phi = \phi_j \omega^j$ where the summation is to be understood. Generally the limits of the sum will be clear. However, we will revert to the more complete notation if there is any possibility of ambiguity.

It is also worth emphasizing the trivial fact that the indices summed over are just “dummy indices.” In other words, we have $v^i e_i = v^j e_j$ and so on. Throughout this chapter we will be relabelling indices in this manner without further notice, and we will assume that the reader understands what we are doing.

Suppose $T \in T^r$, and let $\{e_1, \ldots, e_r\}$ be a basis for $V$. For each $i = 1, \ldots, r$ we define a vector $v_i = e_i a^i_1$ where, as usual, $a^i_1 \in F$ is just the $j$th component of the vector $v_i$. (Note that here the subscript $i$ is not a tensor index.) Using the multilinearity of $T$ we see that

$$T(v_1, \ldots, v_r) = T(e_{j_1} a^j_{1}, \ldots, e_{j_r} a^j_{r}) = a^j_{1} \cdots a^j_{r} T(e_{j_1}, \ldots, e_{j_r}) .$$

The $n^r$ scalars $T(e_{j_1}, \ldots, e_{j_r})$ are called the **components** of $T$ relative to the basis $\{e_i\}$, and are denoted by $T^r_{j_1 \cdots j_r}$. This terminology implies that there exists a basis for $T^r$ such that the $T^r_{j_1 \cdots j_r}$ are just the components of $T$ with
respect to this basis. We now construct this basis, which will prove that $T_r$ is of dimension $n^r$.

(We will show formally in Section 11.10 that the Kronecker symbols $\delta^i_j$ are in fact the components of a tensor, and that these components are the same in any coordinate system. However, for all practical purposes we continue to use the $\delta^i_j$ simply as a notational device, and hence we place no importance on the position of the indices, i.e., $\delta^i_j = \delta^j_i$ etc.)

For each collection $\{i_1, \ldots, i_r\}$ (where $1 \leq i_k \leq n$), we define the tensor $\Omega^{i_1 \cdots i_r}$ (not simply the components of a tensor $\Omega$) to be that element of $T_r$ whose value on the basis $\{e_j\}$ for $V$ are given by

$$\Omega^{i_1 \cdots i_r}(e_{j_1}, \ldots, e_{j_r}) = \delta^i_{j_1} \cdots \delta^i_{j_r}$$

and whose values on an arbitrary collection $\{v_1, \ldots, v_r\}$ of vectors are given by multilinearity as

$$\Omega^{h_1 \cdots h_r}(v_1, \ldots, v_r) = \Omega^{h_1 \cdots h_r}(e_{j_1} a^h_{j_1}, \ldots, e_{j_r} a^h_{j_r})$$

$$= a^h_{j_1} \cdots a^h_{j_r} \Omega^{h_1 \cdots h_r}(e_{j_1}, \ldots, e_{j_r})$$

$$= a^h_{j_1} \cdots a^h_{j_r} \delta^i_{j_1} \cdots \delta^i_{j_r}$$

$$= a^i_{j_1} \cdots a^i_{j_r}.$$ 

That this does indeed define a tensor is guaranteed by this last equation which shows that each $\Omega^{i_1 \cdots i_r}$ is in fact linear in each variable (since $v_k + v'_{k} = (a^h_{j_1} + a^{h'_{j_1}})e_{j_1}$ etc.). To prove that the $n^r$ tensors $\Omega^{i_1 \cdots i_r}$ form a basis for $T_r$, we must show that they linearly independent and span $T_r$.

Suppose that $\alpha_{i_1} \cdots i_r \Omega^{i_1 \cdots i_r} = 0$ where each $\alpha_{i_1} \cdots i_r \in F$. From the definition of $\Omega^{i_1 \cdots i_r}$, we see that applying this to any $r$-tuple $(e_{j_1}, \ldots, e_{j_r})$ of basis vectors yields $\alpha_{i_1} \cdots i_r = 0$. Since this is true for every such $r$-tuple, it follows that $\alpha_{i_1} \cdots i_r = 0$ for every $r$-tuple of indices $(i_1, \ldots, i_r)$, and hence the $\Omega^{i_1 \cdots i_r}$ are linearly independent.

Now let $T_{i_1 \cdots i_r} = T(e_{i_1}, \ldots, e_{i_r})$ and consider the tensor

$$T_{i_1 \cdots i_r} \Omega^{i_1 \cdots i_r}$$

in $T_r$. Using the definition of $\Omega^{i_1 \cdots i_r}$, we see that both $T_{i_1 \cdots i_r} \Omega^{i_1 \cdots i_r}$ and $T$ yield the same result when applied to any $r$-tuple $(e_{j_1}, \ldots, e_{j_r})$ of basis vectors, and hence they must be equal as multilinear functions on $V^r$. This shows that $\{\Omega^{i_1 \cdots i_r}\}$ spans $T_r$. 
While we have treated only the space $T_r$, it is not any more difficult to
treat the general space $T_{r,s}$. Thus, if $\{e_i\}$ is a basis for $V$, $\{\omega^j\}$ is a basis for $V^*$
and $T \in T_{r,s}$, we define the components of $T$ (relative to the given bases) by

$$T^{i_1 \cdots i_s j_1 \cdots j_r} = T(\omega^{i_1}, \ldots, \omega^{i_s}, e_{j_1}, \ldots, e_{j_r}) .$$

Defining the $n^{r+s}$ analogous tensors $\Omega_{i_1^1 \cdots i_s^1}$, it is easy to mimic the above
procedure and hence prove the following result.

**Theorem 11.1** The set $T_{r,s}$ of all tensors of type $(r,s)$ on $V$ forms a vector space
of dimension $n^{r+s}$.

**Proof** This is Exercise 11.1.1. ■

Since a tensor $T \in T_{r,s}$ is a function on $V^* \times V^r$, it would be nice if we
could write a basis (e.g., $\Omega_{i_1^1 \cdots i_s^1}$) for $T_{r,s}$ in terms of the bases $\{e_i\}$ for $V$ and
$\{\omega^j\}$ for $V^*$. We now show that this is easy to accomplish by defining a
product on $T_{r,s}$, called the tensor product. The reader is cautioned not to be
intimidated by the notational complexities, since the concepts involved are
really quite simple.

Suppose that $S \in T_{r_1, s_1}$ and $T \in T_{r_2, s_2}$. Let $u_1, \ldots, u_{r_1}, \nu_1, \ldots, \nu_{r_2}$ be
vectors in $V$, and $\alpha^1, \ldots, \alpha^{s_1}, \beta^1, \ldots, \beta^{s_2}$ be covectors in $V^*$. Note that the
product

$$S(\alpha^1, \ldots, \alpha^{s_1}, u_1, \ldots, u_{r_1}) T(\beta^1, \ldots, \beta^{s_2}, \nu_1, \ldots, \nu_{r_2})$$

is linear in each of its $r_1 + s_1 + r_2 + s_2$ variables. Hence we define the tensor
product $S \otimes T \in T_{r_1+r_2, s_1+s_2}$ (read “$S$ tensor $T$”)

by

$$(S \otimes T)(\alpha^1, \ldots, \alpha^{s_1}, \beta^1, \ldots, \beta^{s_2}, u_1, \ldots, u_{r_1}, \nu_1, \ldots, \nu_{r_2}) =
S(\alpha^1, \ldots, \alpha^{s_1}, u_1, \ldots, u_{r_1}) T(\beta^1, \ldots, \beta^{s_2}, \nu_1, \ldots, \nu_{r_2}) .$$

It is easily shown that the tensor product is both associative and distributive
(i.e., bilinear in both factors). In other words, for any scalar $a \in \mathbb{F}$ and
tensors $R$, $S$ and $T$ such that the following formulas make sense, we have

$$(R \otimes S) \otimes T = R \otimes (S \otimes T)$$

$$R \otimes (S + T) = R \otimes S + R \otimes T$$

$$(R + S) \otimes T = R \otimes T + S \otimes T$$

$$(aS) \otimes T = S \otimes (aT) = a(S \otimes T)$$
(see Exercise 11.1.2). Because of the associativity property (which is a consequence of associativity in $\mathcal{F}$), we will drop the parentheses in expressions such as the top equation and simply write $R \otimes S \otimes T$. This clearly extends to any finite product of tensors. It is important to note, however, that the tensor product is most certainly not commutative.

Now let $\{e_1, \ldots, e_n\}$ be a basis for $V$, and let $\{\omega^j\}$ be its dual basis. We claim that the set $\{\omega^j \otimes \cdots \otimes \omega^k\}$ of tensor products where $1 \leq j_k \leq n$ forms a basis for the space $\mathcal{T}_r$ of covariant tensors. To see this, we note that from the definitions of tensor product and dual space, we have

$$\omega^j \otimes \cdots \otimes \omega^k(e_{i_1}, \ldots, e_{i_s}) = \omega^j(e_{i_1}) \cdots \omega^k(e_{i_s}) = \delta^j_{i_1} \cdots \delta^k_{i_s},$$

so that $\omega^j \otimes \cdots \otimes \omega^k$ and $\Omega^j_1 \cdots j_r$ take the same values on the $r$-tuples $(e_{i_1}, \ldots, e_{i_s})$, and hence they must be equal as multilinear functions on $V^r$. Since we showed above that $\{\Omega^j_1 \cdots j_r\}$ forms a basis for $\mathcal{T}_r$, we have proved that $\{\omega^j \otimes \cdots \otimes \omega^k\}$ also forms a basis for $\mathcal{T}_r$.

The method of the previous paragraph is readily extended to the space $\mathcal{T}_r^{s}$. We must recall however, that we are treating $V^{**}$ and $V$ as the same space. If $\{e_i\}$ is a basis for $V$, then the dual basis $\{\omega^j\}$ for $V^*$ was defined by $\omega^j(e_i) = \delta^j_i$. Similarly, given a basis $\{\omega^j\}$ for $V^*$, we define the basis $\{e_i\}$ for $V^{**} = V$ by $e_i(\omega^j) = \omega^j(e_i) = \delta^j_i$. In fact, using tensor products, it is now easy to repeat Theorem 11.1 in its most useful form. Note also that the next theorem shows that a tensor is determined by its values on the bases $\{e_i\}$ and $\{\omega^j\}$.

**Theorem 11.2** Let $V$ have basis $\{e_1, \ldots, e_n\}$, and let $V^*$ have the corresponding dual basis $\{\omega^1, \ldots, \omega^n\}$. Then a basis for $\mathcal{T}_r^{s}$ is given by the collection

$$\{e_{i_1} \otimes \cdots \otimes e_{i_s} \otimes \omega^{j_1} \otimes \cdots \otimes \omega^{j_r}\}$$

where $1 \leq j_1, \ldots, j_r, i_1, \ldots, i_s \leq n$, and hence $\dim \mathcal{T}_r^{s} = n^{r+s}$.

**Proof** In view of Theorem 11.1, all that is needed is to show that

$$e_{i_1} \otimes \cdots \otimes e_{i_s} \otimes \omega^{j_1} \otimes \cdots \otimes \omega^{j_r} = \Omega_{j_1}^{i_1} \cdots j_r.$$ 

The details are left to the reader (see Exercise 11.1.1). □

Since the components of a tensor $T$ are defined with respect to a particular basis (and dual basis), we might ask about the relationship between the com-
ponents of $T$ relative to two different bases. Using the multilinearity of tensors, this is a simple problem to solve.

First, let $\{e_i\}$ be a basis for $V$ and let $\{\omega^j\}$ be its dual basis. If $\{\bar{e}_i\}$ is another basis for $V$, then there exists a nonsingular transition matrix $A = (a^i_j)$ such that

$$\bar{e}_i = e_j a^i_j . \quad (1)$$

(We emphasize that $a^i_j$ is only a matrix, not a tensor. Note also that our definition of the matrix of a linear transformation given in Section 5.3 shows that $a^i_j$ is the element of $A$ in the $j$th row and $i$th column.) Using $\langle \omega^j, e_i \rangle = \delta^j_i$, we have

$$\langle \omega^j, \bar{e}_k \rangle = \langle \omega^j, e_j a^i_k \rangle = a^i_k \langle \omega^j, e_j \rangle = a^i_k \delta^j_i = a^i_k .$$

Let us denote the inverse of the matrix $A = (a^i_j)$ by $A^{-1} = B = (b^i_j)$. In other words, $a^i_j b^j_k = \delta^i_k$ and $b^i_j a^j_k = \delta^i_k$. Multiplying $\langle \omega^j, \bar{e}_k \rangle = a^i_k \delta^j_i$ by $b^i_j$ and summing on $i$ yields

$$\langle b^i_j \omega^i, \bar{e}_k \rangle = b^i_j a^i_k = \delta^i_k .$$

But the basis $\{\bar{\omega}^i\}$ dual to $\{\bar{e}_i\}$ also must satisfy $\langle \bar{\omega}^j, \bar{e}_k \rangle = \delta^j_k$, and hence comparing this with the previous equation shows that the dual basis vectors transform as

$$\bar{\omega}^j = b^i_j \omega^i . \quad (2)$$

The reader should compare this carefully with (1). We say that the dual basis vectors transform oppositely (i.e., use the inverse transformation matrix) to the basis vectors. It is also worth emphasizing that if the nonsingular transition matrix from the basis $\{e_i\}$ to the basis $\{\bar{e}_i\}$ is given by $A$, then (according to the same convention given in Section 5.4) the corresponding nonsingular transition matrix from the basis $\{\omega^i\}$ to the basis $\{\bar{\omega}^i\}$ is given by $B^T = (A^{-1})^T$. We leave it to the reader to write out equations (1) and (2) in matrix notation to show that this is true (see Exercise 11.1.3).

We now return to the question of the relationship between the components of a tensor in two different bases. For definiteness, we will consider a tensor $T \in \mathcal{T}^2_{11}$. The analogous result for an arbitrary tensor in $\mathcal{T}^r_s$ will be quite obvious. Let $\{e_i\}$ and $\{\omega^j\}$ be a basis and dual basis for $V$ and $V^*$ respectively. Now consider another pair of bases $\{\bar{e}_i\}$ and $\{\bar{\omega}^j\}$ where $\bar{e}_i = e_j a^i_j$ and $\bar{\omega}^j = b^i_j \omega^i$. Then we have $T^{ij}_{\ k} = T(\omega^i, \omega^j, e_k)$ as well as $\bar{T}^{pq}_{\ r} = T(\bar{\omega}^p, \bar{\omega}^q, \bar{e}_r)$, and therefore
This is the classical law of transformation of the components of a tensor of type \( (1^m) \). It should be kept in mind that \( (a^i_j) \) and \( (b^i_j) \) are inverse matrices to each other. (In fact, this equation is frequently taken as the definition of a tensor (at least in older texts). In other words, according to this approach, any quantity with this transformation property is defined to be a tensor.)

In particular, the components \( v^i \) of a vector \( v = v^i e_i \) transform as

\[
v^i = b^j_i v^j
\]

while the components \( \alpha_i \) of a covector \( \alpha = \alpha_i \omega^i \) transform as

\[
\alpha_i = \alpha_j b^j_i .
\]

We leave it to the reader to verify that these transformation laws lead to the self-consistent formulas \( v = v^i e_i = v^j e_j \) and \( \alpha = \alpha_i \omega^i = \alpha_j \omega^j \) as we should expect (see Exercise 11.1.4).

We point out that these transformation laws are the origin of the terms “contravariant” and “covariant.” This is because the components of a vector transform oppositely (“contravariant”) to the basis vectors \( e_i \), while the components of dual vectors transform the same as (“covariant”) these basis vectors.

It is also worth mentioning that many authors use a prime (or some other method such as a different type of letter) for distinguishing different bases. In other words, if we have a basis \( \{e_i\} \) and we wish to transform to another basis which we denote by \( \{e'_i\} \), then this is accomplished by a transformation matrix \( (a^i_j') \) so that \( e'_i = e_a a^a_i \). In this case, we would write \( \omega^i = a^i_j \omega^j \) where \( (a^i_j) \) is the inverse of \( (a^i_j') \). In this notation, the transformation law for the tensor \( T \) used above would be written as

\[
T^i'j'k' = b^i'_j b^j'_k a^{k'}_r T^{ij}_k .
\]

Note that specifying the components of a tensor with respect to one coordinate system allows the determination of its components with respect to any other coordinate system. Because of this, we shall frequently refer to a tensor by its “generic” components. In other words, we will refer to e.g., \( T^{ij}_k \), as a “tensor” and not the more accurate description as the “components of the tensor \( T \).”
Example 11.1  For those readers who may have seen a classical treatment of tensors and have had a course in advanced calculus, we will now show how our more modern approach agrees with the classical.

If \( \{x^i\} \) is a local coordinate system on a differentiable manifold \( X \), then a (tangent) vector field \( v(x) \) on \( X \) is defined as the derivative function \( v = v^i(\partial / \partial x^i) \), so that \( v(f) = v^i(\partial f / \partial x^i) \) for every smooth function \( f: X \to \mathbb{R} \) (and where each \( v^i \) is a function of position \( x \in X \), i.e., \( v^i = v^i(x) \)). Since every vector at \( x \in X \) can in this manner be written as a linear combination of the \( \partial / \partial x^i \), we see that \( \{\partial / \partial x^i\} \) forms a basis for the tangent space at \( x \).

We now define the differential \( df \) of a function by \( df(v) = v(f) \) and thus \( df(v) \) is just the directional derivative of \( f \) in the direction of \( v \). Note that

\[
dx^i(v) = v(x^i) = v^j(\partial / \partial x^j) = v^i \delta_j^i = v^i
\]

and hence \( df(v) = v^i(\partial f / \partial x^i) = (\partial f / \partial x^i)dx^i(v) \). Since \( v \) was arbitrary, we obtain the familiar elementary formula \( df = (\partial f / \partial x^i)dx^i \). Furthermore, we see that

\[
dx^i(\partial / \partial x^j) = \partial x^i / \partial x^j = \delta_j^i
\]

so that \( \{dx^i\} \) forms the basis dual to \( \{\partial / \partial x^i\} \). In summary then, relative to the local coordinate system \( \{x^i\} \), we define a basis \( \{e^i = \partial / \partial x^i\} \) for a (tangent) space \( V \) along with the dual basis \( \{\omega^j = dx^j\} \) for the (cotangent) space \( V^* \).

If we now go to a new coordinate system \( \{\bar{x}^i\} \) in the same coordinate patch, then from calculus we obtain

\[
\partial / \partial \bar{x}^i = (\partial x^j / \partial \bar{x}^i)\partial / \partial x^j
\]

so that the expression \( \bar{e}_i = e_j a^j_i \) implies \( \bar{a}_i^j = \partial x^j / \partial \bar{x}^i \). Similarly, we also have

\[
dx^i = (\partial \bar{x}^j / \partial x^i)dx^j
\]

so that \( \bar{\omega}^j = b^j_\omega \omega^i \) implies \( b^j_\omega = \partial \bar{x}^j / \partial x^i \). Note that the chain rule from calculus shows us that

\[
a^k_\omega b^j_k = (\partial x^j / \partial \bar{x}^k)(\partial \bar{x}^k / \partial x^l) = \partial x^j / \partial x^l = \delta_j^l
\]

and thus \( (b^j_\omega) \) is indeed the inverse matrix to \( (a^j_i) \).

Using these results in the above expression for \( \bar{T}^{pq}_{r} \), we see that
\[
\begin{align*}
T_{pq}^{ij} &= \frac{\partial x^p}{\partial x^i} \frac{\partial x^q}{\partial x^j} T_{r}^{ij} \\
\end{align*}
\]

which is just the classical definition of the transformation law for a tensor of type \( (1,1) \).

We also remark that in older texts, a contravariant vector is defined to have the same transformation properties as the expression \( dx^i = \left( \frac{\partial x}{\partial \tilde{x}^i} \right) dx^j \), while a covariant vector is defined to have the same transformation properties as the expression \( \frac{\partial}{\partial \tilde{x}^i} = \left( \frac{\partial x^i}{\partial \tilde{x}^j} \right) \frac{\partial}{\partial x^j} \).

Finally, let us define a simple classical tensor operation that is frequently quite useful. To begin with, we have seen that the result of operating on a vector \( v = v^i e_i \in V \) with a dual vector \( \alpha = \alpha_i \omega^j \in V^* \) is just \( \langle \alpha, v \rangle = \alpha_i v^i \delta^j_i = \alpha_i v_i \). This is sometimes called the contraction of \( \alpha \) with \( v \). We leave it to the reader to show that the contraction is independent of the particular coordinate system used (see Exercise 11.1.5).

If we start with tensors of higher order, then we can perform the same sort of operation. For example, if we have \( S \in T^1_2 \) with components \( S^{jk} \) and \( T \in T^2_2 \) with components \( T^{pq} \), then we can form the \( (1,1) \) tensor with components \( S^{jk} T^{pq} \), or a different \( (1,1) \) tensor with components \( S^{jk} T^{pj} \) and so forth. This operation is also called contraction. Note that if we start with a \( (1) \) tensor \( T \), then we can contract the components of \( T \) to obtain the scalar \( T^i \). This is called the trace of \( T \).

### Exercises

1. (a) Prove Theorem 11.1.
   
   (b) Prove Theorem 11.2.

2. Prove the four associative and distributive properties of the tensor product given in the text following Theorem 11.1.

3. If the nonsingular transition matrix from a basis \( \{e_i\} \) to a basis \( \{\tilde{e}_i\} \) is given by \( A = (a^i_j) \), show that the transition matrix from the corresponding dual bases \( \{\omega^i\} \) and \( \{\tilde{\omega}^i\} \) is given by \( (A^{-1})^T \).

4. Using the transformation matrices \( (a^i_j) \) and \( (b^i_j) \) for the bases \( \{e_i\} \) and \( \{\tilde{e}_i\} \) and the corresponding dual bases \( \{\omega^i\} \) and \( \{\tilde{\omega}^i\} \), verify that \( v = v^i e_i = \psi^j \tilde{e}_j \) and \( \alpha = \alpha_i \omega^i = \tilde{\alpha}_i \tilde{\omega}^i \).
5. If \( v \in V \) and \( \alpha \in V^* \), show that \( \langle \alpha, v \rangle \) is independent of the particular basis chosen for \( V \). Generalize this to arbitrary tensors.

6. Let \( A_i \) be a covariant vector field (i.e., \( A_i = A_i(x) \)) with the transformation rule

\[
\bar{A}_i = \frac{\partial x^j}{\partial x^i} A_j.
\]

Show that the quantity \( \partial_j A_i = \partial A_j / \partial x^i \) does not define a tensor, but that \( F_{ij} = \partial_i A_j - \partial_j A_i \) is in fact a second-rank tensor.

### 11.2 SPECIAL TYPES OF TENSORS

In order to obtain some of the most useful results concerning tensors, we turn our attention to the space \( T_T \) of covariant tensors on \( V \). Generalizing our earlier definition for bilinear forms, we say that a tensor \( S \in T_T \) is **symmetric** if for each pair \( (i, j) \) with \( 1 \leq i, j \leq r \) and all \( v_i \in V \) we have

\[
S(v_1, \ldots, v_i, \ldots, v_j, \ldots, v_r) = S(v_1, \ldots, v_j, \ldots, v_i, \ldots, v_r).
\]

Similarly, \( A \in T_T \) is said to be **antisymmetric** (or **skew-symmetric** or **alternating**) if

\[
A(v_1, \ldots, v_i, \ldots, v_j, \ldots, v_r) = -A(v_1, \ldots, v_j, \ldots, v_i, \ldots, v_r).
\]

Note this definition implies that \( A(v_1, \ldots, v_r) = 0 \) if any two of the \( v_i \) are identical. In fact, this was the original definition of an alternating bilinear form. Furthermore, we also see that \( A(v_1, \ldots, v_r) = 0 \) if any \( v_i \) is a linear combination of the rest of the \( v_j \). In particular, this means that we must always have \( r \leq \dim V \) if we are to have a nonzero antisymmetric tensor of type \( (1)^r \) on \( V \).

It is easy to see that if \( S_1, S_2 \in T_T \) are symmetric, then so is \( aS_1 + bS_2 \) where \( a, b \in F \). Similarly, \( aA_1 + bA_2 \) is antisymmetric. Therefore the symmetric tensors form a subspace of \( T_T \) which we denote by \( \Sigma^r(V) \), and the antisymmetric tensors form another subspace of \( T_T \) which is denoted by \( A^r(V) \) (some authors denote this space by \( \wedge^r(V^*) \)). Elements of \( \wedge^r(V) \) are generally called **exterior r-forms**, or simply **r-forms**. According to this terminology, the basis vectors \( \{\omega^i\} \) for \( V^* \) are referred to as **basis 1-forms**. Note that the only element common to both of these subspaces is the zero tensor.
A particularly important example of an antisymmetric tensor is the determinant function \( \text{det} \in \mathcal{T}_n(\mathbb{R}^n) \) (see Theorem 4.9 and the discussion preceding it). Note also that the definition of a symmetric tensor translates into the obvious requirement that (e.g., in the particular case of \( \mathcal{T}_2 \)) \( S_{ij} = S_{ji} \), while an antisymmetric tensor obeys \( A_{ij} = -A_{ji} \). These definitions can also be extended to include contravariant tensors, although we shall have little need to do so.

It will be extremely convenient for us to now incorporate the treatment of permutation groups given in Section 1.2. In terms of any permutation \( \sigma \in S_r \), we may rephrase the above definitions as follows. We say that \( S \in \mathcal{T}_r \) is **symmetric** if for every collection \( v_1, \ldots, v_r \in V \) and each \( \sigma \in S_r \) we have

\[
S(v_1, \ldots, v_r) = S(v_{\sigma 1}, \ldots, v_{\sigma r})
\]

Similarly, we say that \( A \in \mathcal{T}_r \) is **antisymmetric** (or **alternating**) if either

\[
A(v_1, \ldots, v_r) = (\text{sgn } \sigma)A(v_{\sigma 1}, \ldots, v_{\sigma r})
\]

or

\[
A(v_{\sigma 1}, \ldots, v_{\sigma r}) = (\text{sgn } \sigma)A(v_1, \ldots, v_r)
\]

where the last equation follows from the first since \((\text{sgn } \sigma)^2 = 1\). Note that even if \( S, T \in \Sigma^r(V) \) are both symmetric, it need not be true that \( S \otimes T \) be symmetric (i.e., \( S \otimes T \notin \Sigma^{r+r}(V) \)). For example, if \( S_{ij} = S_{ji} \) and \( T_{pq} = T_{qp} \), it does not necessarily follow that \( S_{ij}T_{pq} = S_{ip}T_{jq} \). It is also clear that if \( A, B \in \Lambda^r(V) \), then we do not necessarily have \( A \otimes B \in \Lambda^{r+r}(V) \).

**Example 11.2** Suppose \( \alpha \in \Lambda^n(V) \), let \( \{e_1, \ldots, e_n\} \) be a basis for \( V \), and for each \( i = 1, \ldots, n \) let \( v_i = e_i a_i^1 \) where \( a_i^1 \in \mathcal{F} \). Then, using the multilinearity of \( \alpha \), we may write

\[
\alpha(v_1, \ldots, v_n) = a_1^{j_1} \cdots a_n^{j_n} \alpha(e_{j_1}, \ldots, e_{j_n})
\]

where the sums are over all \( 1 \leq j_k \leq n \). But \( \alpha \in \Lambda^n(V) \) is antisymmetric, and hence \( (e_{j_1}, \ldots, e_{j_n}) \) must be a permutation of \( (e_1, \ldots, e_n) \) in order that the \( e_{j_k} \) all be distinct (or else \( \alpha(e_{j_1}, \ldots, e_{j_n}) = 0 \)). This means that we are left with

\[
\alpha(v_1, \ldots, v_n) = \sum_j a_1^{j_1} \cdots a_n^{j_n} \alpha(e_{j_1}, \ldots, e_{j_n})
\]

where \( \sum_j \) denotes the fact that we are summing over only those values of \( j_k \) such that \((j_1, \ldots, j_n)\) is a permutation of \((1, \ldots, n)\). In other words, we have
\[ \alpha(v_1, \ldots, v_n) = \sum_{\sigma \in S_n} a^{\sigma_1} \cdots a^{\sigma_n} \alpha(e_{\sigma_1}, \ldots, e_{\sigma_n}). \]

But now, by the antisymmetry of \( \alpha \), we see that \( \alpha(e_{\sigma_1}, \ldots, e_{\sigma_n}) = (\text{sgn } \sigma) \alpha(e_1, \ldots, e_n) \) and hence we are left with

\[ \alpha(v_1, \ldots, v_n) = \sum_{\sigma \in S_n} (\text{sgn } \sigma) a^{\sigma_1} \cdots a^{\sigma_n} \alpha(e_1, \ldots, e_n). \quad (*) \]

Using the definition of determinant and the fact that \( \alpha(e_1, \ldots, e_n) \) is just some scalar, we finally obtain

\[ \alpha(v_1, \ldots, v_n) = \det(a^i_j) \alpha(e_1, \ldots, e_n). \]

Referring back to Theorem 4.9, let us consider the special case where \( \alpha(e_1, \ldots, e_n) = 1 \). Note that if \( \{\omega^j\} \) is a basis for \( V^* \), then

\[ \omega^{\sigma_j}(v_i) = \omega^{\sigma_j}(e_k a^i_k) = a^i_k \omega^{\sigma_j}(e_k) = a^i_k \delta^{\sigma_j}_k = a^{\sigma_j i}. \]

Using the definition of tensor product, we can therefore write \((*)\) as

\[ \det(a^i_j) = \alpha(v_1, \ldots, v_n) = \sum_{\sigma \in S_n} (\text{sgn } \sigma) \omega^{\sigma_1} \otimes \cdots \otimes \omega^{\sigma_n}(v_1, \ldots, v_n) \]

which implies that the determinant function is given by

\[ \alpha = \sum_{\sigma \in S_n} (\text{sgn } \sigma) \omega^{\sigma_1} \otimes \cdots \otimes \omega^{\sigma_n}. \]

In other words, if \( A \) is a matrix with columns given by \( v_1, \ldots, v_n \) then \( \det A = \alpha(v_1, \ldots, v_n) \).

While we went through many detailed manipulations in arriving at these equations, we will assume from now on that the reader understands what was done in this example, and henceforth leave out some of the intermediate steps in such calculations. ∆

At the risk of boring some readers, let us very briefly review the meaning of the binomial coefficient \( \binom{n}{r} = n!/[r!(n-r)!] \). The idea is that we want to know the number of ways of picking \( r \) distinct objects out of a collection of \( n \) distinct objects. In other words, how many combinations of \( n \) things taken \( r \) at a time are there? Well, to pick \( r \) objects, we have \( n \) choices for the first, then \( n-1 \) choices for the second, and so on down to \( n-(r-1) = n-r+1 \) choices for the \( r \)th. This gives us

\[ n(n-1) \cdots (n-r+1) = n!/(n-r)! \]
as the number of ways of picking \( r \) objects out of \( n \) if we take into account the order in which the \( r \) objects are chosen. In other words, this is the number of injections \( \text{INJ}(r, n) \) (see Section 4.6). For example, to pick three numbers in order out of the set \( \{1, 2, 3, 4\} \), we might choose \( (1, 3, 4) \), or we could choose \( (3, 1, 4) \). It is this kind of situation that we must take into account. But for each distinct collection of \( r \) objects, there are \( r! \) ways of arranging these, and hence we have over-counted each collection by a factor of \( r! \). Dividing by \( r! \) then yields the desired result.

If \( \{e_1, \ldots, e_n\} \) is a basis for \( V \) and \( T \in \bigwedge^r(V) \), then \( T \) is determined by its values \( T(e_{i_1}, \ldots, e_{i_r}) \) for \( i_1 < \cdots < i_r \). Indeed, following the same procedure as in Example 11.2, we see that if \( v_i = e_{a_i^1} \) for \( i = 1, \ldots, r \) then

\[
T(v_1, \ldots, v_r) = a_{i_1}^1 \cdots a_{i_r}^r T(e_{i_1}, \ldots, e_{i_r})
\]

where each sum is over \( 1 \leq i_k \leq n \). Furthermore, each collection \( \{e_{i_1}, \ldots, e_{i_r}\} \) must consist of distinct basis vectors in order that \( T(e_{i_1}, \ldots, e_{i_r}) \neq 0 \). But the antisymmetry of \( T \) tells us that for any \( \sigma \in S_r \), we must have

\[
T(e_{\sigma i_1}, \ldots, e_{\sigma i_r}) = (\text{sgn} \, \sigma) T(e_{i_1}, \ldots, e_{i_r})
\]

where we may choose \( i_1 < \cdots < i_r \). Thus, since the number of ways of choosing \( r \) distinct basis vectors \( \{e_{i_1}, \ldots, e_{i_r}\} \) out of the basis \( \{e_1, \ldots, e_n\} \) is \( \binom{n}{r} \), it follows that

\[
\dim \bigwedge^r(V) = \binom{n}{r} = \frac{n!}{r!(n-r)!}.
\]

We will prove this result again when we construct a specific basis for \( \bigwedge^r(V) \) (see Theorem 11.8 below).

In order to define linear transformations on \( \mathcal{T}_r \) that preserve symmetry (or antisymmetry), we define the symmetrizing mapping \( S: \mathcal{T}_r \to \mathcal{T}_r \) and alternation mapping \( A: \mathcal{T}_r \to \mathcal{T}_r \) by

\[
(\mathcal{S}T)(v_1, \ldots, v_r) = (1/r!) \sum_{\sigma \in S_r} T(v_{\sigma i_1}, \ldots, v_{\sigma i_r})
\]

and

\[
(\mathcal{A}T)(v_1, \ldots, v_r) = (1/r!) \sum_{\sigma \in S_r} (\text{sgn} \, \sigma) T(v_{\sigma i_1}, \ldots, v_{\sigma i_r})
\]

where \( T \in \mathcal{T}_r(V) \) and \( v_1, \ldots, v_r \in V \). That these are in fact linear transformations on \( \mathcal{T}_r \) follows from the observation that the mapping \( T_\sigma \) defined by

\[
T_\sigma(v_1, \ldots, v_r) = T(v_{\sigma i_1}, \ldots, v_{\sigma i_r})
\]

is linear, and any linear combination of such mappings is again a linear trans-
formation.

Given any $\sigma \in S_r$, it will be convenient for us to define the mapping $\hat{\sigma}: V^r \to V^r$ by

$$\hat{\sigma}(v_1, \ldots, v_r) = (v_{\sigma 1}, \ldots, v_{\sigma r}).$$

This mapping permutes the order of the vectors in its argument, not the labels (i.e. the indices), and hence its argument must always be $(v_1, v_2, \ldots, v_r)$ or $(w_1, w_2, \ldots, w_r)$ and so forth. Then for any $T \in T_r(V)$ we define $\sigma T \in T_r(V)$ by

$$\sigma T = T \circ \hat{\sigma}$$

which is the mapping $T_\sigma$ defined above. It should be clear that $\sigma(T_1 + T_2) = \sigma T_1 + \sigma T_2$. Note also that if we write

$$\hat{\sigma}(v_1, \ldots, v_r) = (v_{\sigma 1}, \ldots, v_{\sigma r}) = (w_1, \ldots, w_r)$$

then $w_i = v_{\sigma i}$ and therefore for any other $\tau \in S_r$ we have

$$\hat{\tau} \circ \hat{\sigma}(v_1, \ldots, v_r) = \hat{\tau}(w_1, \ldots, w_r) = (w_{\tau 1}, \ldots, w_{\tau r}) = (v_{\sigma \tau 1}, \ldots, v_{\sigma \tau r}) = \sigma_{\sigma \tau}(v_1, \ldots, v_r).$$

This shows that

$$\hat{\tau} \circ \hat{\sigma} = \sigma_{\sigma \tau}$$

and hence

$$\sigma(\tau T) = \sigma(T \circ \hat{\tau}) = T \circ (\hat{\tau} \circ \hat{\sigma}) = T \circ (\sigma_{\sigma \tau}) = (\sigma \circ \tau)T.$$

Note also that in this notation, the alternation mapping is defined as

$$\mathcal{A}T = (1/r!)\sum_{\sigma \in S_r} (\text{sgn } \sigma)(\sigma T).$$

**Theorem 11.3** The linear mappings $\mathcal{A}$ and $S$ have the following properties:

(a) $T \in \Lambda^r(V)$ if and only if $\mathcal{A}T = T$, and $T \in \Sigma^r(V)$ if and only if $ST = T$.

(b) $\mathcal{A}(T_r(V)) = \Lambda^r(V)$ and $S(T_r(V)) = \Sigma^r(V)$.

(c) $\mathcal{A}^2 = \mathcal{A}$ and $S^2 = S$, i.e., $\mathcal{A}$ and $S$ are projections.

**Proof** Since the mapping $\mathcal{A}$ is more useful, we will prove the theorem only for this case, and leave the analogous results for $S$ to the reader (see Exercise 11.2.1). Furthermore, all three statements of the theorem are interrelated, so
we prove them together.

First suppose that $T \in \Lambda^r(V)$. From the definition of antisymmetric tensor we have $T(v_{\sigma_1}, \ldots, v_{\sigma_r}) = (\text{sgn } \sigma)T(v_1, \ldots, v_r)$, and thus using the fact that the order of $S_r$ is $r!$, we see that

$$\mathcal{A}T(v_1, \ldots, v_r) = \frac{1}{r!} \sum_{\sigma \in S_r} (\text{sgn } \sigma) T(v_{\sigma_1}, \ldots, v_{\sigma_r}) = \frac{1}{r!} \sum_{\sigma \in S_r} T(v_{\sigma_1}, \ldots, v_{\sigma_r}) = T(v_1, \ldots, v_r).$$

This shows that $T \in \Lambda^r(V)$ implies $\mathcal{A}T = T$.

Next, let $T$ be any element of $\mathcal{T}_r(V)$. We may fix any particular element $\theta \in S_r$ and then apply $\mathcal{A}T$ to the vectors $v_{\theta_1}, \ldots, v_{\theta_r}$ to obtain

$$\mathcal{A}T(v_{\theta_1}, \ldots, v_{\theta_r}) = \mathcal{A}T_{\theta}(v_1, \ldots, v_r) = \frac{1}{r!} \sum_{\sigma \in S_r} (\text{sgn } \sigma) T_{\theta}(v_{\sigma_1}, \ldots, v_{\sigma_r}) = \frac{1}{r!} \sum_{\sigma \in S_r} (\text{sgn } \sigma) T(v_{\theta_1}, \ldots, v_{\theta_r}).$$

Now note that $\text{sgn } \sigma = (\text{sgn } \theta)(\text{sgn } \theta)(\text{sgn } \sigma) = (\text{sgn } \sigma\theta)(\text{sgn } \theta)$, and that $S_r = \{ \phi = \sigma\theta: \sigma \in S_r \}$ (this is essentially what was done in Theorem 4.3). We now see that the right-hand side of the above equation is just

$$\frac{1}{r!} (\text{sgn } \theta) \sum_{\sigma \in S_r} (\text{sgn } \sigma) T(v_{\sigma_1}, \ldots, v_{\sigma_r}) = \frac{1}{r!} (\text{sgn } \theta) \sum_{\phi \in S_r} (\text{sgn } \phi) T(v_{\phi_1}, \ldots, v_{\phi_r}) = (\text{sgn } \theta) \mathcal{A}T_{\theta}(v_1, \ldots, v_r)$$

which shows (by definition) that $\mathcal{A}T$ is antisymmetric. In other words, this shows that $\mathcal{A}T \in \Lambda^r(V)$ for any $T \in \mathcal{T}_r(V)$, or $\mathcal{A}(\mathcal{T}_r(V)) \subset \Lambda^r(V)$.

Since the result of the earlier paragraph showed that $T = \mathcal{A}T \in \mathcal{A}(\mathcal{T}_r(V))$ for every $T \in \Lambda^r(V)$, we see that $\Lambda^r(V) \subset \mathcal{A}(\mathcal{T}_r(V))$, and therefore $\mathcal{A}(\mathcal{T}_r(V)) = \Lambda^r(V)$. This also shows that if $\mathcal{A}T = T$, then $T$ is necessarily an element of $\Lambda^r(V)$. It then follows that for any $T \in \mathcal{T}_r(V)$ we have $\mathcal{A}T \in \Lambda^r(V)$, and hence $\mathcal{A}^2T = \mathcal{A}(\mathcal{A}T) = \mathcal{A}T$ so that $\mathcal{A}^2 = \mathcal{A}$. $\blacksquare$

Suppose $A_{i_1 \cdots i_r}$ and $T^{i_1 \cdots i_r}$ (where $r \leq n = \dim V$ and $1 \leq i_k \leq n$) are both antisymmetric tensors, and consider their contraction $A_{i_1 \cdots i_r}T^{i_1 \cdots i_r}$. For any particular set of indices $i_1, \ldots, i_r$ there will be $r!$ different ordered sets $(i_1, \ldots, i_r)$. But by antisymmetry, the values of $A_{i_1 \cdots i_r}$ corresponding to each ordered set will differ only by a sign, and similarly for $T^{i_1 \cdots i_r}$. This
means that the product of $A_{i_1 \ldots i_r}$ times $T^{i_1 \ldots i_r}$, summed over the $r!$ ordered sets $(i_1, \ldots, i_r)$ is the same as $r!$ times a single product which we choose to be the indices $i_1, \ldots, i_r$ taken in increasing order. In other words, we have

$$A_{i_1 \ldots i_r} T^{i_1 \ldots i_r} = r! A_{|i_1 \ldots i_r|} T^{i_1 \ldots i_r},$$

where $|i_1 \ldots i_r|$ denotes the fact that we are summing over increasing sets of indices only. For example, if we have antisymmetric tensors $A_{ijk}$ and $T^{ij}$ in $\mathbb{R}^3$, then

$$A_{ijk} T^{ijk} = 3! A_{|ijk|} T^{ijk} = 6 A_{123} T^{123},$$

(where, in this case of course, $A_{ijk}$ and $T^{ijk}$ can only differ by a scalar).

There is a simple but extremely useful special type of antisymmetric tensor that we now wish to define. Before doing so however, it is first convenient to introduce another useful notational device. Note that if $T^{\infty}_r(V)$, then $T^{i_1 \ldots i_r} = T^{i_1 \ldots i_r}$, while if $T^{\infty}_r(V)$, then $T_{[i_1 \ldots i_r]} = T_{i_1 \ldots i_r}$.

Now consider the vector space $\mathbb{R}^3$ with the standard orthonormal basis $\{e_1, e_2, e_3\}$. We define the antisymmetric tensor $\varepsilon \in \Lambda^3(\mathbb{R}^3)$ by the requirement that

$$\varepsilon_{123} = \varepsilon(e_1, e_2, e_3) = +1.$$
Since \( \dim \Lambda^3(\mathbb{R}^3) = 1 \), this defines all the components of \( \epsilon \) by antisymmetry: 
\[
\varepsilon_{213} = -\varepsilon_{231} = \varepsilon_{321} = -1 
\]
e.g. If \( \{\bar{e}_i = e_i^a \bar{a}_i\} \) is any other orthonormal basis for \( \mathbb{R}^3 \) related to the first basis by an (orthogonal) transition matrix \( A = (a^i_j) \) with 
\[
\text{determinant equal to } +1, 
\]
then it is easy to see that 
\[
\varepsilon(\bar{e}_1, \bar{e}_2, \bar{e}_3) = \det A = +1 
\]
also. This is because \( \varepsilon(e_1, e_2, e_3) = \text{sgn } \sigma \) where \( \sigma \) is the permutation that takes \((1, 2, 3)\) to \((i, j, k)\). Since \( \varepsilon \in \Lambda^3(\mathbb{R}^3) \), we see that \( \varepsilon_{[ijk]} = \varepsilon_{ijk} \). The tensor \( \varepsilon \) is frequently called the \textbf{Levi-Civita tensor}. However, we stress that in a non-orthonormal coordinate system, it will not generally be true that \( \varepsilon_{123} = +1 \).

While we have defined the \( \varepsilon_{ijk} \) as the components of a tensor, it is just as common to see the \textbf{Levi-Civita} (or \textbf{permutation}) \textbf{symbol} \( \varepsilon_{ijk} \) defined simply as an antisymmetric symbol with \( \varepsilon_{123} = +1 \). In fact, from now on we shall use it in this way as a convenient notation for the sign of a permutation. For notational consistency, we also define the permutation symbol \( \varepsilon^{ijk} \) to have the same values as \( \varepsilon_{ijk} \). A simple calculation shows that \( \varepsilon^{ijk} \varepsilon_{ijk} = 3! = 6 \).

It should be clear that this definition can easily be extended to an arbitrary number of dimensions. In other words, we define
\[
\varepsilon_{i_1 \ldots i_n} = \begin{cases} 
+1 & \text{if } (i_1, \ldots, i_n) \text{ is an even permutation of } (1, 2, \ldots, n) \\
-1 & \text{if } (i_1, \ldots, i_n) \text{ is an odd permutation of } (1, 2, \ldots, n) \\
0 & \text{otherwise} 
\end{cases} 
\]

This is just another way of writing \( \text{sgn } \sigma \) where \( \sigma \in S_n \). Therefore, using this symbol, we have the convenient notation for the determinant of a matrix \( A = (a^i_j) \in M_n(\mathbb{F}) \) as
\[
\det A = \varepsilon_{i_1 \ldots i_n} a^{i_1} \cdots a^{i_n} 
\]

We now wish to prove a very useful result. To keep our notation from getting too cluttered, it will be convenient for us write \( \delta^p_{pqr} = \delta^q_r \delta^p_q \delta^c_k \). Now note that \( \varepsilon_{pqr} = 6\delta^{[123]}_{pqr} \). To see that this true, simply observe that both sides are antisymmetric in \((p, q, r)\), and are equal to 1 if \((p, q, r) = (1, 2, 3)\). (This also gives us a formula for \( \varepsilon_{pqr} \) as a \( 3 \times 3 \) determinant with entries that are all Kronecker delta’s. See Exercise 11.2.4) Using \( \varepsilon^{123} = 1 \) we may write this as \( \varepsilon^{123} \varepsilon_{pqr} = 6\delta^{[123]}_{pqr} \). But now the antisymmetry in \((1, 2, 3)\) yields the general result
\[
\varepsilon^{ijk} \varepsilon_{pqr} = 6\delta^{[ijk]}_{pqr} 
\]
which is what we wanted to show. It is also possible to prove this in another manner that serves to illustrate several useful techniques in tensor algebra.

**Example 11.3** Suppose we have an arbitrary tensor \( A \in \bigwedge^3(\mathbb{R}^3) \), and hence \( A_{[ijk]} = A_{ijk} \). As noted above, the fact that \( \dim \bigwedge^3(\mathbb{R}^3) = 1 \) means that we must have \( A_{ijk} = \lambda \varepsilon_{ijk} \) for some scalar \( \lambda \in \mathbb{R} \). Then

\[
A_{ijk} \varepsilon^{ijk} \varepsilon_{pqr} = \lambda \varepsilon_{ijk} \varepsilon^{ijk} \varepsilon_{pqr} = 6 \lambda \varepsilon_{pqr} = 6 \lambda \varepsilon_{ijk} \delta^i_p \delta^j_q \delta^k_r .
\]

Because \( \varepsilon_{ijk} = \varepsilon_{[ijk]} \), we can antisymmetrize over the indices \( i, j, k \) on the right hand side of the above equation to obtain \( 6 \lambda \varepsilon_{ijk} \delta^{ijk}_{pqr} \) (write out the 6 terms if you do not believe it, and see Exercise 11.2.7). This gives us

\[
A_{ijk} \varepsilon^{ijk} \varepsilon_{pqr} = 6 \lambda \varepsilon_{ijk} \delta^{ijk}_{pqr} = 6 A_{ijk} \delta^{ijk}_{pqr} .
\]

Since the antisymmetric tensor \( A_{ijk} \) is contracted with another antisymmetric tensor on both sides of this equation, the discussion following the proof of Theorem 11.3 shows that we may write

\[
A_{ijk} \varepsilon^{ijk} \varepsilon_{pqr} = 6 A_{ijk} \delta_{pqr}^{[ijk]} \]

or

\[
A_{123} \varepsilon_{pqr}^{123} = 6 A_{123} \delta_{pqr}^{[123]} .
\]

Cancelling \( A_{123} \) then yields

\[
\varepsilon_{pqr}^{123} = 6 \delta_{pqr}^{[123]} \]

as we had above, and hence (1) again follows from this.

In the particular case that \( p = k \), we leave it to the reader to show that

\[
\varepsilon_{ijk} \varepsilon_{kqr} = 6 \delta^{ijk}_{kqr} = \delta^{ij}_{qr} - \delta^{ij}_{qr} = \delta^i_q \delta^j_r - \delta^i_r \delta^j_q .
\]

which is very useful in manipulating vectors in \( \mathbb{R}^3 \). As an example, consider the vectors \( \vec{A}, \vec{B}, \vec{C} \in \mathbb{R}^3 \) equipped with a *Cartesian* coordinate system. Abusing our notation for simplicity (alternatively, we will see formally in Example 11.12 that \( A^i = A_i \) for such an \( \vec{A} \)), we have

\[
(\vec{B} \times \vec{C})^i = \varepsilon_{ijk} B^j C^k
\]

and hence

\[
\vec{A} \cdot (\vec{B} \times \vec{C}) = A^i \varepsilon_{ijk} B^j C^k = +\varepsilon_{ijk} B^j C^k A^i = \vec{B} \cdot (\vec{C} \times \vec{A}) .
\]
Other examples are given in the exercises.

Exercises

1. Prove Theorem 11.3 for the symmetrizing mapping $S$.

2. Using the Levi-Civita symbol, prove the following vector identities in $\mathbb{R}^3$ equipped with a Cartesian coordinate system (where the vectors are actually vector fields where necessary, $f$ is differentiable, and $\nabla^i = \partial_i = \partial/\partial x^i$):
   (a) $\vec{A} \times (\vec{B} \times \vec{C}) = (\vec{A} \cdot \vec{C})\vec{B} - (\vec{A} \cdot \vec{B})\vec{C}$
   (b) $(\vec{A} \times \vec{B}) \cdot (\vec{C} \times \vec{D}) = (\vec{A} \cdot \vec{C})(\vec{B} \cdot \vec{D}) - (\vec{A} \cdot \vec{D})(\vec{B} \cdot \vec{C})$
   (c) $\nabla \times \nabla f = 0$
   (d) $\nabla \cdot (\nabla \times \vec{A}) = 0$
   (e) $\nabla \times (\nabla \times \vec{A}) = \nabla(\nabla \cdot \vec{A}) - \nabla^2 \vec{A}$
   (f) $\nabla \cdot (\vec{A} \times \vec{B}) = \vec{B} \cdot (\nabla \times \vec{A}) - \vec{A} \cdot (\nabla \times \vec{B})$
   (g) $\nabla \times (\vec{A} \times \vec{B}) = \vec{A}(\nabla \cdot \vec{B}) - \vec{B}(\nabla \cdot \vec{A}) + (\vec{B} \cdot \nabla)\vec{A} - (\vec{A} \cdot \nabla)\vec{B}$

3. Using the divergence theorem ($\int_V \nabla \cdot \vec{A} \, d^3x = \int_S \vec{n} \times \vec{A} \, da$), prove that
   $$\int_V \nabla \times \vec{A} \, d^3x = \int_S \vec{n} \times \vec{A} \, da .$$

   [Hint: Let $\vec{C}$ be a constant vector and show that $\vec{C} \cdot \int_V \nabla \times \vec{A} \, d^3x = \int_S (\vec{n} \times \vec{A}) \cdot \vec{C} \, da = \vec{C} \cdot \int_S \vec{n} \times \vec{A} \, da . ]$

4. (a) Find the expression for $\varepsilon_{pqr}$ as a $3 \times 3$ determinant with all Kronecker delta’s as entries.
   (b) Write $\varepsilon^{ijk}\varepsilon_{pqr}$ as a $3 \times 3$ determinant with all Kronecker delta’s as entries.

5. Suppose $V = \mathbb{R}^3$ and let $A_{ij}$ be antisymmetric and $S^{ij}$ be symmetric. Show that $A_{ij}S^{ij} = 0$ in two ways:
   (a) Write out all terms in the sum and show that they cancel in pairs.
   (b) Justify each of the following equalities:
   $$A_{ij}S^{ij} = A_{ij}S^{ji} = -A_{ji}S^{ij} = -A_{ij}S^{ij} = 0 .$$

6. Show that a second-rank tensor $T_{ij}$ can be written in the form $T_{ij} = T_{(ij)} + T_{[ij]}$, but that a third-rank tensor can not. (The complete solution for ten-
7. Let $A_{i_1 \cdots i_r}$ be antisymmetric, and suppose $T^{i_1 \cdots i_r \cdots \cdot}$ is an arbitrary tensor. Show that

$$A_{i_1 \cdots i_r} T^{i_1 \cdots i_r \cdots \cdot} = A_{i_1 \cdots i_r} T[i_1 \cdots i_r] \cdots \cdot .$$

8. (a) Let $A = (a_{ij})$ be a 3 x 3 matrix. Show

$$\epsilon_{ijk} a^i_p a^j_q a^k_r = (\det A) \epsilon_{pqr} .$$

(b) Let $A$ be a linear transformation, and let $y_{(i)} = Ax_{(i)}$. Show

$$\det[y_{(1)}, \ldots, y_{(n)}] = (\det A) \det[x_{(1)}, \ldots, x_{(n)}] .$$

9. Show that under orthogonal transformations $A = (a_{ij})$ in $\mathbb{R}^3$, the vector cross product $\bar{x} = \bar{y} \times \bar{z}$ transforms as $\bar{x}^i = \epsilon_{ijk} \bar{y}^j \bar{z}^k = (\det A) a^i_j x^j$. Discuss the difference between the cases $\det A = +1$ and $\det A = -1$.

11.3 THE EXTERIOR PRODUCT

We have seen that the tensor product of two elements of $\Lambda^r(V)$ is not generally another element of $\Lambda^{r+s}(V)$. However, using the mapping $A$ we can define another product on $\Lambda^r(V)$ that turns out to be of great use. We adopt the convention of denoting elements of $\Lambda^r(V)$ by Greek letters such as $\alpha$, $\beta$, etc., which should not be confused with elements of the permutation group $S_r$.

If $\alpha \in \Lambda^r(V)$ and $\beta \in \Lambda^s(V)$, we define their exterior product (or wedge product) $\alpha \wedge \beta$ to be the mapping from $\Lambda^r(V) \times \Lambda^s(V) \rightarrow \Lambda^{r+s}(V)$ given by

$$\alpha \wedge \beta = \frac{(r+s)!}{r!s!} A(\alpha \otimes \beta) .$$

In other words, the wedge product is just an antisymmetrized tensor product. The reader may notice that the numerical factor is just the binomial coefficient $\binom{r+s}{r} = \binom{r+s}{s}$. It is also worth remarking that many authors leave off this coefficient entirely. While there is no fundamental reason for following either convention, our definition has the advantage of simplifying expressions involving volume elements as we shall see later.
A very useful formula for computing exterior products for small values of \( r \) and \( s \) is given in the next theorem. By way of terminology, a permutation \( \sigma \in S_{r+s} \) such that \( \sigma 1 < \cdots < \sigma r \) and \( \sigma (r + 1) < \cdots < \sigma (r + s) \) is called an \((r, s)\)-shuffle. The proof of the following theorem should help to clarify this definition.

**Theorem 11.4** Suppose \( \alpha \in \Lambda^r(V) \) and \( \beta \in \Lambda^s(V) \). Then for any collection of \( r + s \) vectors \( v_i \in V \) (with \( r + s \leq \dim V \)), we have

\[
\alpha \wedge \beta(v_1, \ldots, v_{r+s}) = \sum^* (\sgn \sigma) \alpha(v_{\sigma 1}, \ldots, v_{\sigma r}) \beta(v_{\sigma (r+1)}, \ldots, v_{\sigma (r+s)})
\]

where \( \sum^* \) denotes the sum over all permutations \( \sigma \in S_{r+s} \) such that \( \sigma 1 < \cdots < \sigma r \) and \( \sigma (r + 1) < \cdots < \sigma (r + s) \) (i.e., over all \((r, s)\)-shuffles).

**Proof** The proof is simply a careful examination of the terms in the definition of \( \alpha \wedge \beta \). By definition, we have

\[
\alpha \wedge \beta(v_1, \ldots, v_{r+s}) = [(r+s)!/r!s!] A(\alpha \otimes \beta)(v_1, \ldots, v_{r+s})
\]

\[
= [1/r!s!] \sum_\sigma (\sgn \sigma) \alpha(v_{\sigma 1}, \ldots, v_{\sigma r}) \beta(v_{\sigma (r+1)}, \ldots, v_{\sigma (r+s)})
\]

where the sum is over all \( \sigma \in S_{r+s} \). Now note that there are only \( \binom{r+s}{r} \) \( \alpha \)-variables, and hence there are also only \( \binom{r+s}{s} \) \( \beta \)-variables. Let us call the set \( \{v_{\sigma 1}, \ldots, v_{\sigma r}\} \) the “\( \alpha \)-variables,” and the set \( \{v_{\sigma (r+1)}, \ldots, v_{\sigma (r+s)}\} \) the “\( \beta \)-variables.” For any of the \( \binom{r+s}{r} \) \( \alpha \)- and \( \beta \)-variables, there will be \( r! \) ways of ordering the \( \alpha \)-variables within themselves, and \( s! \) ways of ordering the \( \beta \)-variables within themselves. Therefore, there will be \( r!s! \) possible arrangements of the \( \alpha \)- and \( \beta \)-variables within themselves for each of the \( \binom{r+s}{r} \) distinct collections. Let \( \sigma \in S_{r+s} \) be a permutation that yields one of these distinct collections, and assume it is the one with the property that \( \sigma 1 < \cdots < \sigma r \) and \( \sigma (r + 1) < \cdots < \sigma (r + s) \). The proof will be finished if we can show that all the rest of the \( r!s! \) members of this collection are the same.

Let \( T \) denote the term in \( (*) \) corresponding to our chosen \( \sigma \). Then \( T \) is given by

\[
T = (\sgn \sigma) \alpha(v_{\sigma 1}, \ldots, v_{\sigma r}) \beta(v_{\sigma (r+1)}, \ldots, v_{\sigma (r+s)})
\]

This means that every other term \( t \) in the distinct collection containing \( T \) will be of the form

\[
t = (\sgn \theta) \alpha(v_{\theta 1}, \ldots, v_{\theta r}) \beta(v_{\theta (r+1)}, \ldots, v_{\theta (r+s)})
\]
where the permutation \( \theta \in S_{r+s} \) is such that the set \( \{\theta 1, \ldots, \theta r\} \) is the same as the set \( \{\sigma 1, \ldots, \sigma r\} \) (although possibly in a different order), and similarly, the set \( \{\theta (r+1), \ldots, \theta (r+s)\} \) is the same as the set \( \{\sigma (r+1), \ldots, \sigma (r+s)\} \). Thus the \( \alpha - \) and \( \beta \)-variables are permuted within themselves. But we may then write \( \theta = \phi \sigma \) where \( \phi \in S_{r+s} \) is again such that the two sets \( \{\sigma 1, \ldots, \sigma r\} \) and \( \{\sigma (r+1), \ldots, \sigma (r+s)\} \) are permuted within themselves. Because none of the transpositions that define the permutation \( \phi \) interchange \( \alpha - \) and \( \beta \)-variables, we may use the antisymmetry of \( \alpha \) and \( \beta \) separately to obtain

\[
t = (\text{sgn} \phi \sigma) \alpha(v_{\phi 1}, \ldots, v_{\phi r}) \beta(v_{\phi (r+1)}, \ldots, v_{\phi (r+s)}) \\
= (\text{sgn} \phi \sigma)(\text{sgn} \phi) \alpha(v_{\sigma 1}, \ldots, v_{\sigma r}) \beta(v_{\sigma (r+1)}, \ldots, v_{\sigma (r+s)}) \\
= (\text{sgn} \sigma) \alpha(v_{\sigma 1}, \ldots, v_{\sigma r}) \beta(v_{\sigma (r+1)}, \ldots, v_{\sigma (r+s)}) \\
= T .
\]

(It was in bringing out only a single factor of \( \text{sgn} \phi \) that we used the fact that there is no mixing of \( \alpha - \) and \( \beta \)-variables.) In other words, the original sum over all \( (r+s)! \) possible permutations \( \sigma \in S_{r+s} \) has been reduced to a sum over \( (r+s)! \) distinct terms, each one of which is repeated \( r!s! \) times. We are thus left with

\[
\alpha \wedge \beta(v_1, \ldots, v_{r+s}) = \sum^s (\text{sgn} \sigma) \alpha(v_{\sigma 1}, \ldots, v_{\sigma r}) \beta(v_{\sigma (r+1)}, \ldots, v_{\sigma (r+s)})
\]

where the sum is over the \( (r+s)!/r!s! \) distinct collections \( \{v_{\sigma 1}, \ldots, v_{\sigma r}\} \) and \( \{v_{\sigma (r+1)}, \ldots, v_{\sigma (r+s)}\} \) subject to the requirements \( \sigma 1 < \cdots < \sigma r \) and \( \sigma (r+1) < \cdots < \sigma (r+s) \).

Let us introduce some convenient notation for handling multiple indices. Instead of writing the ordered set \( (i_1, \ldots, i_r) \), we simply write \( I \) where the exact range will be clear from the context. Furthermore, we write \( I \) to denote the increasing sequence \( (i_1 < \cdots < i_r) \). Similarly, we shall also write \( v_I \) instead of \( (v_{i_1}, \ldots, v_{i_r}) \). To take full advantage of this notation, we first define the **generalized permutation symbol** \( \varepsilon \) by

\[
\varepsilon^j_{i_1 \cdots i_r} = \begin{cases} 
+1 & \text{if } (j_1, \ldots, j_r) \text{ is an even permutation of } (i_1, \ldots, i_r) \\
-1 & \text{if } (j_1, \ldots, j_r) \text{ is an odd permutation of } (i_1, \ldots, i_r) \\
0 & \text{otherwise}
\end{cases}
\]

For example, \( \varepsilon^3_{23} = +1, \varepsilon^4_{341} = -1, \varepsilon^4_{231} = 0 \) etc. In particular, if \( A = (a^i_j) \) is an \( n \times n \) matrix, then

\[
\det A = \varepsilon^j_{1 \cdots n} a^1_{i_1} \cdots a^n_{i_n} = \varepsilon^j_{1 \cdots n} a^j_{1} \cdots a^j_{n}
\]
because
\[ \varepsilon_{j_1 \cdots j_n}^{i_1 \cdots i_n} = \varepsilon_{j_1 \cdots j_n} = \varepsilon_{h_1 \cdots h_n} \]

Using this notation and Theorem 11.4, we may write the wedge product of \( \alpha \) and \( \beta \) as
\[
\alpha \wedge \beta(v_i, \ldots, v_{r+s}) = \sum_{I, K} \varepsilon^{i_I \cdots i_K}_{j_1 \cdots j_r \cdots j_s} \alpha(v_{j_1}, \ldots, v_{j_r}) \beta(v_{j_s}, \ldots, v_{j_n})
\]
or most simply in the following form, which we state as a corollary to Theorem 11.4 for easy reference.

**Corollary** Suppose \( \alpha \in \Lambda^r(V) \) and \( \beta \in \Lambda^s(V) \). Then for any collection of \( r + s \) vectors \( v_i \in V \) (with \( r + s \leq \text{dim} \ V \)) we have
\[
\alpha \wedge \beta(v_I) = \sum_{I, K} \varepsilon^{IK}_{J} \alpha(v_J) \beta(v_K).
\]

**Example 11.4** Suppose \( \text{dim} \ V = 5 \) and \( \{e_1, \ldots, e_5\} \) is a basis for \( V \). If \( \alpha \in \Lambda^2(V) \) and \( \beta \in \Lambda^1(V) \), then
\[
\alpha \wedge \beta(e_5, e_2, e_3) = \sum_{j < k} \varepsilon^{253}_{523} \alpha(e_5, e_2) \beta(e_k) = \varepsilon^{253}_{523} \alpha(e_5, e_2) \beta(e_3) + \varepsilon^{253}_{523} \alpha(e_5, e_3) \beta(e_2) \]
\[
\alpha(e_2, e_3) \beta(e_5) + \alpha(e_2, e_5) \beta(e_3) + \alpha(e_3, e_5) \beta(e_2).
\]

Our next theorem is a useful result in many computations. It is simply a contraction of indices in the permutation symbols.

**Theorem 11.5** Let \( I = (i_1, \ldots, i_q) \), \( J = (j_1, \ldots, j_{r+s}) \), \( K = (k_1, \ldots, k_r) \) and \( L = (l_1, \ldots, l_s) \). Then
\[
\sum_{I, K, L} \varepsilon^{II \cdots q+r+s}_{IJK} \varepsilon^{KL}_{IJK} = \varepsilon^{IKL}_{IJK}.
\]

where \( I, K \) and \( L \) are fixed quantities, and \( J \) is summed over all increasing subsets \( j_1 < \cdots < j_{r+s} \) of \( \{1, \ldots, q + r + s\} \).

**Proof** The only nonvanishing terms on the left hand side can occur when \( J \) is a permutation of \( KL \) (or else \( \varepsilon^{IKL}_{IJK} = 0 \)), and of these possible permutations, we only have one in the sum, and that is for the increasing set \( J \). If \( J \) is an even permutation of \( KL \), then \( \varepsilon^{IKL}_{IJK} = +1 \), and \( \varepsilon^{IJK}_{IJK} = \varepsilon^{IKL}_{IJK} \).
number of permutations is required to go from J to KL. If J is an odd permutation of KL, then \(\varepsilon_{J}^{KL} = -1\), and \(\varepsilon_{J}^{KL} \cdot q_{r+s} = -\varepsilon_{J}^{KL} \cdot q_{r+s}\) since an odd number of permutations is required to go from J to KL. The conclusion then follows immediately. ■

Note that we could have let \(J = (j_1, \ldots, j_r)\) and left out L entirely in Theorem 11.5. The reason we included L is shown in the next example.

**Example 11.5** Let us use Theorem 11.5 to give a simple proof of the associativity of the wedge product. In other words, we want to show that

\[
\alpha \wedge (\beta \wedge \gamma) = (\alpha \wedge \beta) \wedge \gamma
\]

for any \(\alpha \in \Lambda^q(V)\), \(\beta \in \Lambda^r(V)\) and \(\gamma \in \Lambda^s(V)\). To see this, let \(I = (i_1, \ldots, i_q)\), \(J = (j_1, \ldots, j_{q+r+s})\), \(K = (k_1, \ldots, k_r)\) and \(L = (l_1, \ldots, l_s)\). Then we have

\[
\alpha \wedge (\beta \wedge \gamma)(v_1, \ldots, v_{q+r+s}) = \sum_{L, J} e_{I}^{J} \cdot q_{r+s} \alpha(v_I)(\beta \wedge \gamma)(v_J)
= \sum_{L, J} e_{I}^{J} \cdot q_{r+s} \alpha(v_I) \sum_{K, L} e_{J}^{KL} \beta(v_K) \gamma(v_L)
= \sum_{L, K, J} e_{I}^{KL} \cdot q_{r+s} \alpha(v_I) \beta(v_K) \gamma(v_L).
\]

It is easy to see that had we started with \((\alpha \wedge \beta) \wedge \gamma\), we would have arrived at the same sum.

As was the case with the tensor product, we simply write \(\alpha \wedge \beta \wedge \gamma\) from now on. Note also that a similar calculation can be done for the wedge product of any number of terms. //

We now wish to prove the basic algebraic properties of the wedge product. This will be facilitated by a preliminary result on the alternation mapping.

**Theorem 11.6** If \(S \in \mathcal{T}_r\) and \(T \in \mathcal{T}_s\), then

\[
\mathcal{A}((\alpha S) \otimes T) = \mathcal{A}(S \otimes T) = \mathcal{A}(S \otimes \mathcal{A}(T))
\]

**Proof** Using the bilinearity of the tensor product and the definition of \(\mathcal{A} S\) we may write

\[
(\alpha S) \otimes T = (1/r!)[(\sigma) \otimes T] = \sum_{\sigma \in \mathcal{S}_r} (\sigma)(\otimes T).
\]

For each \(\sigma \in \mathcal{S}_r\), let \(G \subset S_{r+s}\) be the set of permutations \(\phi\) defined by

\[
(\phi 1, \ldots, \phi(r + s)) = (\sigma 1, \ldots, \sigma r, r + 1, \ldots, r + s).
\]
In other words, \( G \) consists of all permutations \( \phi \in S_{r+s} \) that have the same effect on \( 1, \ldots, r \) as \( \beta \in S_r \), but leave the remaining terms \( r+1, \ldots, r+s \) unchanged. This means that \( \text{sgn } \phi = \text{sgn } \beta \), and \( \phi(S \otimes T) = (\alpha \otimes \beta) (S \otimes T) \) (see Exercise 11.3.1). We then have

\[
\mathcal{A}(S \otimes T) = (1/r!)(s \otimes T) = \sum_{\phi \in G} (\text{sgn } \phi)(S \otimes T)
\]

and therefore

\[
\mathcal{A}(S \otimes T) = (1/r!)(s \otimes T) = \left( \sum_{\phi \in G} (\text{sgn } \phi)(S \otimes T) \right) \cdot \mathcal{A}(S \otimes T).
\]

But for each \( \phi \in G \), we note that \( S_{r+s} = \{ \phi = \tau \phi : \tau \in S_{r+s} \} \), and hence

\[
[1/(r+s)!] \sum_{\tau \in S_{r+s}} (\text{sgn } \tau)(\text{sgn } \phi)\tau \phi(S \otimes T) = [1/(r+s)!] \sum_{\tau \in S_{r+s}} (\text{sgn } \tau)(\text{sgn } \phi)\tau \phi(S \otimes T) = [1/(r+s)!] \sum_{\theta \in S_{r+s}} (\text{sgn } \theta)(S \otimes T).
\]

Since this is independent of the particular \( \phi \in G \) and there are \( r! \) elements in \( G \), we then have

\[
\mathcal{A}(S \otimes T) = (1/r!)(s \otimes T) = \mathcal{A}(S \otimes T) = \mathcal{A}(S \otimes T) = \mathcal{A}(S \otimes T) = \mathcal{A}(S \otimes T).
\]

The proof that \( \mathcal{A}(S \otimes T) = \mathcal{A}(S \otimes (\mathcal{A}T)) \) is similar, and we leave it to the reader (see Exercise 11.3.2).

Note that in defining the wedge product \( \alpha \wedge \beta \), there is really nothing that requires us to have \( \alpha \in \bigwedge^r(V) \) and \( \beta \in \bigwedge^s(V) \). We could just as well be more general and let \( \alpha \in \mathcal{A}_r(V) \) and \( \beta \in \mathcal{A}_s(V) \). However, if this is the case, then the formula given in Theorem 11.4 most certainly is not valid. However, we do have the following corollary to Theorem 11.6.

**Corollary** For any \( S \in \mathcal{A}_r \) and \( T \in \mathcal{A}_s \) we have \( \mathcal{A}S \wedge T = S \wedge T = S \wedge \mathcal{A}T \).

**Proof** This follows directly from Theorem 11.6 and the wedge product definition \( S \wedge T = [(r+s)!/(r!s!)] \mathcal{A}(S \otimes T) \).

We are now in a position to prove some of the most important properties of the wedge product. Note that this next theorem is stated in terms of the
more general definition of the wedge product.

**Theorem 11.7** Suppose \( \alpha, \alpha_1, \alpha_2 \in \mathcal{T}_q(V), \beta, \beta_1, \beta_2 \in \mathcal{T}_r(V), \gamma \in \mathcal{T}_s(V) \) and \( a \in \mathcal{F} \). Then

(a) The wedge product is bilinear. That is,

\[
(\alpha + \alpha_2) \wedge \beta = \alpha \wedge \beta + \alpha_2 \wedge \beta \\
\alpha \wedge (\beta_1 + \beta_2) = \alpha \wedge \beta_1 + \alpha \wedge \beta_2 \\
(a \alpha) \wedge \beta = a \wedge (a \beta) = a (\alpha \wedge \beta)
\]

(b) \( \alpha \wedge \beta = (-1)^{qr} \beta \wedge \alpha \).

(c) The wedge product is associative. That is,

\[
\alpha \wedge (\beta \wedge \gamma) = (\alpha \wedge \beta) \wedge \gamma = \frac{(q + r + s)!}{q!r!s!} A(\alpha \otimes \beta \otimes \gamma).
\]

**Proof** (a) This follows from the definition of wedge product, the fact that \( \otimes \) is bilinear and \( A \) is linear. This result may also be shown directly in the case that \( \alpha, \alpha_1, \alpha_2 \in \Lambda^q(V) \) and \( \beta, \beta_1, \beta_2 \in \Lambda^r(V) \) by using the corollary to Theorem 11.4 (see Exercise 11.3.3).

(b) This can also be shown directly from the corollary to Theorem 11.4 (see Exercise 11.3.4). Alternatively, we may proceed as follows. First note that for \( \sigma \in S_r \), we see that (since for any other \( \tau \in S_r \) we have \( \tau(\sigma \alpha) = (\tau \circ \sigma)\alpha \), and hence \( \tau(\sigma \alpha)(v_1, \ldots, v_r) = \alpha(v_{\tau 01}, \ldots, v_{\tau 0r}) \))

\[
A(\sigma \alpha)(v_1, \ldots, v_r) = (1/r!) \sum_{\tau \in S_r} (\text{sgn } \tau) \tau(\sigma \alpha)(v_1, \ldots, v_r) \\
= (1/r!) \sum_{\tau \in S_r} (\text{sgn } \tau) \alpha(v_{\tau 01}, \ldots, v_{\tau 0r}) \\
= (1/r!) \sum_{\tau \in S_r} (\text{sgn } \tau) (\text{sgn } \sigma) \alpha(v_{\tau 01}, \ldots, v_{\tau 0r}) \\
= (\text{sgn } \sigma)(1/r!) \sum_{\theta \in S_q} (\text{sgn } \theta) \alpha(v_{\theta 1}, \ldots, v_{\theta r}) \\
= (\text{sgn } \sigma) A(\sigma)(v_1, \ldots, v_r).
\]

Hence \( A(\sigma \alpha) = (\text{sgn } \sigma) A \alpha \).

Now define \( \sigma_0 \in S_{q+r} \) by

\[
\sigma_0(1, \ldots, q + r) = (q + 1, \ldots, q + r, 1, \ldots, q).
\]

Since \( \sigma_0 \) is just a product of \( qr \) transpositions, it follows that \( \text{sgn } \sigma_0 = (-1)^{qr} \).

We then see that

\[
\alpha \otimes \beta(v_1, \ldots, v_{q+r}) = (\beta \otimes \alpha)(v_{\sigma_0 1}, \ldots, v_{\sigma_0(q+r)}) \\
= \sigma_0(\beta \otimes \alpha)(v_1, \ldots, v_{q+r}).
\]
Therefore (ignoring the factorial multiplier which will cancel out from both sides of this equation),

\[ \alpha \wedge \beta = \mathcal{A}(\alpha \otimes \beta) = \mathcal{A}(\sigma_0(\beta \otimes \alpha)) = (\text{sgn} \sigma_0)\mathcal{A}(\beta \otimes \alpha) \]
\[ = (-1)^r \beta \wedge \alpha . \]

(c) Using Theorem 11.6, we simply calculate

\[ (\alpha \wedge \beta) \wedge \gamma = [(q + r + s)!/(q + r)!s!]\mathcal{A}((\alpha \wedge \beta) \otimes \gamma) \]
\[ = [(q + r + s)!/(q + r)!s!][(q + r)!q!r!]\mathcal{A}(\mathcal{A}(\alpha \otimes \beta) \otimes \gamma) \]
\[ = [(q + r + s)!/(q + r)!s!]\mathcal{A}(\alpha \otimes \beta \otimes \gamma) . \]

Similarly, we find that \( \alpha \wedge (\beta \wedge \gamma) \) yields the same result. We are therefore justified (as we also saw in Example 11.5) in writing simply \( \alpha \beta \wedge \gamma \). Furthermore, it is clear that this result can be extended to any finite number of products.

**Example 11.6** Suppose \( \alpha \in T_r \) and \( \beta \in T_s \). Since \( \alpha \wedge \beta = (-1)^r \beta \wedge \alpha \), we see that if either \( r \) or \( s \) is even, then \( \alpha \wedge \beta = \beta \wedge \alpha \), but if both \( r \) and \( s \) are odd, then \( \alpha \wedge \beta = -\beta \wedge \alpha \). Therefore if \( r \) is odd we have \( \alpha \wedge \alpha = 0 \), but if \( r \) is even, then \( \alpha \wedge \alpha \) is not necessarily zero. In particular, any 1-form \( \alpha \) always has the property that \( \alpha \wedge \alpha = 0 \).

**Example 11.7** If \( \alpha_1, \ldots, \alpha_s \) are 1-forms on \( \mathbb{R}^5 \), let us define

\[ \beta = \alpha_1 \wedge \alpha_3 + \alpha_3 \wedge \alpha_5 \]
and

\[ \gamma = 2\alpha_2 \wedge \alpha_4 \wedge \alpha_5 - \alpha_1 \wedge \alpha_2 \wedge \alpha_4 . \]

Using the properties of the wedge product given in Theorem 11.7 we then have

\[ \beta \wedge \gamma = (\alpha_1 \wedge \alpha_3 + \alpha_3 \wedge \alpha_5) \wedge (2\alpha_2 \wedge \alpha_4 \wedge \alpha_5 - \alpha_1 \wedge \alpha_2 \wedge \alpha_4) \]
\[ = 2\alpha_1 \wedge \alpha_3 \wedge \alpha_2 \wedge \alpha_4 \wedge \alpha_5 - \alpha_1 \wedge \alpha_3 \wedge \alpha_1 \wedge \alpha_2 \wedge \alpha_4 \]
\[ + 2\alpha_3 \wedge \alpha_5 \wedge \alpha_2 \wedge \alpha_4 \wedge \alpha_5 - \alpha_3 \wedge \alpha_5 \wedge \alpha_1 \wedge \alpha_2 \wedge \alpha_4 \]
\[ = -2\alpha_1 \wedge \alpha_2 \wedge \alpha_3 \wedge \alpha_4 \wedge \alpha_5 + 0 + 0 - \alpha_1 \wedge \alpha_2 \wedge \alpha_3 \wedge \alpha_4 \wedge \alpha_5 \]
\[ = -3\alpha_1 \wedge \alpha_2 \wedge \alpha_3 \wedge \alpha_4 \wedge \alpha_5 . \]

**Example 11.8** Suppose \( \alpha_1, \ldots, \alpha_r \in \bigwedge^1(V) \) and \( v_1, \ldots, v_r \in V \). Using Theorem 11.5, it is easy to generalize the corollary to Theorem 11.4 to obtain (see Exercise 11.3.5)
\[ \alpha_1 \wedge \cdots \wedge \alpha_r(v_1, \ldots, v_r) = \sum_{i_1 \ldots i_r} e^{i_1} \cdots e^{i_r} \alpha_{i_1}(v_{i_1}) \cdots \alpha_{i_r}(v_{i_r}) = \det(\alpha_i(v_j)) . \]

(Note that the sum is not over any increasing indices because each \( \alpha_i \) is only a 1-form.) As a special case, suppose \( \{ e_i \} \) is a basis for \( V \) and \( \{ \omega^i \} \) is the corresponding dual basis. Then \( \omega^i(e_i) = \delta_i^i \) and hence

\[ \omega^{i_1} \wedge \cdots \wedge \omega^{i_r}(e_{j_1}, \ldots, e_{j_r}) = \sum_{k_1 \ldots k_r} e^{k_1} \cdots e^{k_r} \omega^{i_1}(e_{k_1}) \cdots \omega^{i_r}(e_{k_r}) = \epsilon^{i_1 \cdots i_r}_{j_1 \cdots j_r} . \]

In particular, if \( \dim V = n \), choosing the indices \( (i_1, \ldots, i_n) = (1, \ldots, n) = (j_1, \ldots, j_n) \), we see that

\[ \omega^1 \wedge \cdots \wedge \omega^n(e_1, \ldots, e_n) = 1 . \]

**Exercises**

1. Show that \( \phi(S \otimes T) = (\sigma S) \otimes T \) in the proof of Theorem 11.6.

2. Finish the proof of Theorem 11.6 by showing that

\[ \mathcal{A}(S \otimes T) = \mathcal{A}(S \otimes (\mathcal{A}T)). \]

3. Using \( \alpha_i \in \bigwedge^q(V) \) and \( \beta_i \in \bigwedge^r(V) \), prove Theorem 11.7(a) directly from the corollary to Theorem 11.4.

4. Use the corollary to Theorem 11.4 to prove Theorem 11.7(b).

5. Suppose \( \alpha_1, \ldots, \alpha_r \in \bigwedge^1(V) \) and \( v_1, \ldots, v_r \in V \). Show that

\[ \alpha_1 \wedge \cdots \wedge \alpha_r(v_1, \ldots, v_r) = \det(\alpha_i(v_j)) . \]

6. Suppose \( \{ e_1, \ldots, e_n \} \) is a basis for \( V \) and \( \{ \omega^1, \ldots, \omega^n \} \) is the corresponding dual basis. If \( \alpha \in \bigwedge^r(V) \) (where \( r \leq n \)), show that

\[ \alpha = \sum_k \alpha(e_k)\omega^1 = \sum_{i_1 < \cdots < i_r} \alpha(e_{i_1}, \ldots, e_{i_r}) \omega^{i_1} \wedge \cdots \wedge \omega^{i_r} \]

by applying both sides to \( (e_{j_1}, \ldots, e_{j_r}) \). (See also Theorem 11.8.)
7. **(Interior Product)** Suppose \( \alpha \in \bigwedge^r(V) \) and \( v, v_2, \ldots, v_r \in V \). We define the \((r-1)\)-form \( i_v \alpha \) by

\[
i_v \alpha = 0 \quad \text{if } r = 0.
\]

\[
i_v \alpha = \alpha(v) \quad \text{if } r = 1.
\]

\[
i_v \alpha(v_2, \ldots, v_r) = \alpha(v, v_2, \ldots, v_r) \quad \text{if } r > 1.
\]

(a) Prove that \( i_{u+v} = i_u + i_v \).

(b) If \( \alpha \in \bigwedge^r(V) \) and \( \beta \in \bigwedge^s(V) \), prove that \( i_v \colon \bigwedge^{r+s}(V) \to \bigwedge^{r+s-1}(V) \) is an **anti-derivation**, i.e.,

\[
i_v(\alpha \wedge \beta) = (i_v \alpha) \wedge \beta + (-1)^r \alpha \wedge (i_v \beta) .
\]

(c) If \( v = v^i e_i \) and \( \alpha = \sum_i a_i \omega^i_1 \wedge \cdots \wedge \omega^i_r \) where \( \{\omega^i\} \) is the basis dual to \( \{e_i\} \), show that

\[
i_v \alpha = \sum_{i_2 < \cdots < i_r} b_{i_2 \cdots i_r} \omega^{i_2} \wedge \cdots \wedge \omega^{i_r}
\]

where

\[
b_{i_2 \cdots i_r} = \sum_j v^j a_{ji_2 \cdots i_r} .
\]

(d) If \( \alpha = f^1 \wedge \cdots \wedge f^r \), show that

\[
i_v \alpha = \sum_{k=1}^r (-1)^{k+1} f^k(v) f^1 \wedge \cdots \wedge \hat{f}^k \wedge \cdots \wedge f^r
\]

\[
= \sum_{k=1}^r (-1)^{k+1} f^k(v) f^1 \wedge \cdots \wedge \hat{f}^k \wedge \cdots \wedge f^r
\]

where the ^ means that the term \( f^k \) is to be deleted from the expression.

8. Let \( V = \mathbb{R}^n \) have the standard basis \( \{e_i\} \), and let the corresponding dual basis for \( V^* \) be \( \{\omega^i\} \).

(a) If \( u, v \in V \), show that

\[
\omega^i \wedge \omega^j(u, v) = \left| \begin{array}{ll} u^i & v^i \\ u^j & v^j \end{array} \right|
\]

and that this is ± the area of the parallelogram spanned by the projection of \( u \) and \( v \) onto the \( x^i x^j \)-plane. What do you think is the significance of the different signs?
(b) Generalize this to $\omega^{i_1} \wedge \cdots \wedge \omega^{i_r}$ where $r \leq n$.

9. Suppose $V = \mathcal{F}^n$, and let $v_1, \ldots, v_n \in V$ have components relative to the standard basis $\{e_i\}$ defined by $v_i = e_j v^j_i$. For any $1 \leq r < n$, let $s = n - r$ and define the r-form $\alpha$ by

$$\alpha(v_1, \ldots, v_r) = \begin{vmatrix} v^1_1 & \cdots & v^1_r \\ \vdots & \vdots \\ v^r_1 & \cdots & v^r_r \end{vmatrix}$$

and the s-form $\beta$ by

$$\beta(v_1, \ldots, v_s) = \begin{vmatrix} v^r_{r+1} & \cdots & v^r_n \\ \vdots & \vdots \\ v^n_{r+1} & \cdots & v^n_s \end{vmatrix}$$

(a) Use Theorem 4.9 to show that $\alpha \wedge \beta$ is the determinant function $D$ on $\mathcal{F}^n$.

(b) Show that the sign of an $(r, s)$-shuffle is given by

$$\varepsilon^{i_1 \cdots i_r j_1 \cdots j_s}_{1 \cdots r+1 \cdots r+s} = (-1)^{i_1 + \cdots + i_r + r(r+1)/2}$$

where $i_1, \ldots, i_r$ and $j_1, \ldots, j_s$ are listed in increasing order.

(c) If $A = (a^i_j) \in M_n(\mathcal{F})$, prove the Laplace expansion formula

$$\det A = \sum_{I,J} (-1)^{i_1 + \cdots + i_r + r(r+1)/2} a^{i_1}_{i_1} \cdots a^{i_r}_{i_r} a^{j_{r+1}}_{j_{r+1}} \cdots a^{j_n}_{j_n}$$

where $I = \{i_1, \ldots, i_r\}$ and $J = \{j_1, \ldots, j_s\}$ are “complementary” sets of indices, i.e., $I \cap J = \emptyset$ and $I \cup J = \{1, 2, \ldots, n\}$.

10. Let $B = r!\mathcal{A}$ where $\mathcal{A}$: $T_r \rightarrow T_r$ is the alternation mapping. Define $\alpha \wedge \beta$ in terms of $B$. What is $B(f^i \otimes \cdots \otimes f^i)$ where $f^i \in V^*$?

11. Let $I = (i_1, \ldots, i_q)$, $J = (j_1, \ldots, j_p)$, and $K = (k_1, \ldots, k_q)$. Prove the following generalization of Example 11.3:

$$\sum_I \varepsilon_I^{i_1 \cdots i_p q} \varepsilon_J^{j_1 \cdots j_q} = \varepsilon_K^{i_1 \cdots i_q} = n! \delta_k^{i_1} \cdots \delta_k^{i_q}$$
11.4 TENSOR ALGEBRAS

We define the direct sum of all tensor spaces $\mathcal{T}_r(V)$ to be the (infinite-dimensional) space $\mathcal{T}_0(V) \oplus \mathcal{T}_1(V) \oplus \cdots \oplus \mathcal{T}_r(V) \oplus \cdots$, and $\mathcal{T}(V)$ to be all elements of this space with finitely many nonzero components. This means that every element $T \in \mathcal{T}(V)$ has a unique expression of the form (ignoring zero summands)

$$T = T^{(1)}_{i_1} + \cdots + T^{(r)}_{i_r}$$

where each $T^{(k)}_{i_k} \in \mathcal{T}_{i_k}(V)$ and $i_1 < \cdots < i_r$. The tensors $T^{(k)}_{i_k}$ are called the graded components of $T$. In the special case that $T \in \mathcal{T}_r(V)$ for some $r$, then $T$ is said to be of order $r$. We define addition in $\mathcal{T}(V)$ componentwise, and we also define multiplication in $\mathcal{T}(V)$ by defining $\otimes$ to be distributive on all of $\mathcal{T}(V)$. We have therefore made $\mathcal{T}(V)$ into an associative algebra over $\mathcal{F}$ which is called the tensor algebra.

We have seen that $\Lambda^r(V)$ is a subspace of $\mathcal{T}_r(V)$ since $\Lambda^r(V)$ is just the image of $\mathcal{T}_r(V)$ under $\mathcal{A}$. Recall also that $\Lambda^0(V) = \mathcal{T}_0(V)$ is defined to be the scalar field $\mathcal{F}$. As might therefore be expected, we define $\Lambda(V)$ to be the direct sum

$$\Lambda(V) = \Lambda^0(V) \oplus \Lambda^1(V) \oplus \cdots \oplus \Lambda^r(V) \oplus \cdots \subset \mathcal{T}(V).$$

Note that $\Lambda^r(V) = 0$ if $r > \dim V$.

It is important to realize that if $\alpha \in \Lambda^r(V) \subset \mathcal{T}_r(V)$ and $\beta \in \Lambda^s(V) \subset \mathcal{T}_s(V)$, then even though $\alpha \otimes \beta \in \mathcal{T}_{r+s}(V)$, it is not generally true that $\alpha \otimes \beta \in \Lambda^{r+s}(V)$. Therefore $\Lambda(V)$ is not a subalgebra of $\mathcal{T}(V)$. However, the wedge product is a mapping from $\Lambda^r(V) \times \Lambda^s(V) \rightarrow \Lambda^{r+s}(V)$, and hence if we extend this product in the obvious manner to a bilinear mapping $\Lambda(V) \times \Lambda(V) \rightarrow \Lambda(V)$, then $\Lambda(V)$ becomes an algebra over $\mathcal{F} = \Lambda^0(V)$. In other words, if $\alpha = \alpha_1 + \cdots + \alpha_r$ with each $\alpha_i \in \Lambda^i(V)$, and $\beta = \beta_1 + \cdots + \beta_s$ with each $\beta_i \in \Lambda^{\beta_i}(V)$, then we define

$$\alpha \wedge \beta = \sum_{i=1}^{r} \sum_{j=1}^{s} \alpha_i \wedge \beta_j.$$

This algebra is called the Grassmann (or exterior) algebra.

The astute reader may be wondering exactly how we add together the elements $\alpha_1 \in \Lambda^{r_1}(V)$ and $\alpha_2 \in \Lambda^{r_2}(V)$ (with $r_1 \neq r_2$) when none of the operations $(\alpha_1 + \alpha_2)(v_1, \ldots, v_{r_1})$, $(\alpha_1 + \alpha_2)(v_1, \ldots, v_{r_2})$ nor $(\alpha_1 + \alpha_2)(v_1, \ldots, v_{r_1+r_2})$ makes any sense. The answer is that for purposes of the Grassmann algebra, we consider both $\alpha_1$ and $\alpha_2$ to be elements of $\Lambda(V)$. For example, if
\[ \alpha_1 \text{ is a 1-form and } \alpha_2 \text{ is a 2-form, then we write } \alpha_1 = 0 + \alpha_1 + 0 + 0 + \cdots \text{ and } \alpha_2 = 0 + 0 + \alpha_2 + 0 + \cdots, \text{ and hence } a_1 \alpha_1 + a_2 \alpha_2 \text{ (where } a_i \in F) \text{ makes sense in } \Lambda(V). \text{ In this way, every element of } \Lambda(V) \text{ has a degree (recall that an r-form is said to be of degree r), and we say that } \Lambda(V) \text{ is a graded associative algebra.} \]

Unlike the infinite-dimensional algebra \( T(V) \), the algebra \( \Lambda(V) \) is finite-dimensional. This should be clear from the discussion following Example 11.2 where we showed that \( \dim \Lambda^r(V) = (\binom{n}{r}) \) (where \( n = \dim V \)), and hence that \( \dim \Lambda^r(V) = 0 \) if \( r > n \). Let us now prove this result again by constructing a specific basis for \( \Lambda^r(V) \).

**Theorem 11.8** Suppose \( \dim V = n \). Then for \( r > n \) we have \( \Lambda^r(V) = \{0\} \), and if \( 0 \leq r \leq n \), then \( \dim \Lambda^r(V) = (\binom{n}{r}) \). Therefore \( \dim \Lambda(V) = 2^n \). Moreover, if \( \{\omega^1, \ldots, \omega^n\} \) is a basis for \( V^* = \Lambda^1(V) \), then a basis for \( \Lambda^r(V) \) is given by the set \( \{\omega^{i_1} \wedge \cdots \wedge \omega^{i_r} : 1 \leq i_1 < \cdots < i_r \leq n\} \).

**Proof** Suppose \( \alpha \in \Lambda^r(V) \) where \( r > \dim V = n \). By multilinearity, \( \alpha \) is determined by its values on a basis \( \{e_i, \ldots, e_n\} \) for \( V \) (see Example 11.2). But then we must have \( \alpha(e_{i_1}, \ldots, e_{i_r}) = 0 \) because at least two of the \( e_{i_k} \) are necessarily the same and \( \alpha \) is antisymmetric. This means that \( \alpha(v_{i_1}, \ldots, v_{i_r}) = 0 \) for all \( v_i \in V \), and hence \( \alpha = 0 \). Thus \( \Lambda^r(V) = \{0\} \) if \( r > n \).

Now suppose that \( \{\omega^1, \ldots, \omega^n\} \) is a basis for \( V^* \) dual to \( \{e_i\} \). From Theorem 11.2, we know that \( \{\omega^{i_1} \otimes \cdots \otimes \omega^{i_r} : 1 \leq i_1, \ldots, i_r \leq n\} \) forms a basis for \( T_r(V) \), and since the alternation mapping \( \mathcal{A} \) maps \( T_r(V) \) onto \( \Lambda^r(V) \) (Theorem 11.3(b)), it follows that the image of the basis \( \{\omega^{i_1} \otimes \cdots \otimes \omega^{i_r}\} \) for \( T_r(V) \) must span \( \Lambda^r(V) \). If \( \alpha \in \Lambda^r(V) \), then \( \alpha \in T_r(V) \), and hence

\[
\alpha = \alpha_{i_1 \ldots i_r} \omega^{i_1} \otimes \cdots \otimes \omega^{i_r}
\]

where the sum is over all \( 1 \leq i_1, \ldots, i_r \leq n \) and \( \alpha_{i_1 \ldots i_r} = \alpha(e_{i_1}, \ldots, e_{i_r}) \).

Using Theorems 11.3(a) and 11.7(c) we have

\[
\alpha = \mathcal{A} \alpha = \alpha_{i_1 \ldots i_r} \mathcal{A}(\omega^{i_1} \otimes \cdots \otimes \omega^{i_r}) = \alpha_{i_1 \ldots i_r} (1/r!) \omega^{i_1} \wedge \cdots \wedge \omega^{i_r}
\]

where the sum is still over all \( 1 \leq i_1, \ldots, i_r \leq n \). However, by the antisymmetry of the wedge product, the collection \( \{i_1, \ldots, i_r\} \) must all be different, and hence the sum can only be over the \( (\binom{n}{r}) \) distinct such combinations. For each
such combination there will be \( r! \) permutations \( \sigma \in S_r \) of the basis vectors. If we write each of these permutations in increasing order \( i_1 < \cdots < i_r \), then the wedge product changes by a factor \( \text{sgn} \sigma \), as does \( \alpha_{i_1} \cdots \alpha_{i_r} = \alpha(e_{i_1}, \ldots, e_{i_r}) \). Therefore the signs cancel and we are left with

\[
\alpha = \alpha_{i_1} \cdots \alpha_{i_r} \omega^{i_1} \wedge \cdots \wedge \omega^{i_r}
\]

where, as mentioned previously, we use the notation \( \alpha_{i_1} \cdots i_r \) to mean that the sum is over increasing sets \( i_1 < \cdots < i_r \). Thus we have shown that the \( \binom{n}{r} \) elements \( \omega^{i_1} \wedge \cdots \omega^{i_r} \) with \( 1 \leq i_1 < \cdots < i_r \leq n \) span \( \bigwedge^r(V) \). We must still show that they are linearly independent.

Suppose \( \alpha_{i_1} \cdots \alpha_{i_r} \omega^{i_1} \wedge \cdots \wedge \omega^{i_r} = 0 \). Then for any set \( \{e_{j_1}, \ldots, e_{j_r}\} \) with \( 1 \leq j_1 < \cdots < j_r \leq n \) we have (using Example 11.8)

\[
0 = \alpha_{j_1} \cdots j_r \omega^{j_1} \wedge \cdots \wedge \omega^{j_r}(e_{j_1}, \ldots, e_{j_r}) = \alpha_{j_1} \cdots j_r e_{j_1} \cdots e_{j_r} = \alpha_{j_1} \cdots j_r
\]

since the only nonvanishing term occurs when \( \{i_1, \ldots, i_r\} \) is a permutation of \( \{j_1, \ldots, j_r\} \) and both are increasing sets. This proves linear independence.

Finally, using the binomial theorem, we now see that

\[
\dim \bigwedge(V) = \sum_{r=0}^{n} \dim \bigwedge^r(V) = \sum_{r=0}^{n} \binom{n}{r} = (1+1)^n = 2^n \quad . \]

**Example 11.9** Another useful result is the following. Suppose \( \dim V = n \), and let \( \{\omega^1, \ldots, \omega^n\} \) be a basis for \( V^* \). If \( \alpha^1, \ldots, \alpha^n \) are any other 1-forms in \( \bigwedge(V) = V^* \), then we may expand each \( \alpha^i \) in terms of the \( \omega^j \) as \( \alpha^i = a^i_j \omega^j \). We then have

\[
\alpha^1 \wedge \cdots \wedge \alpha^n = a^1_{i_1} \cdots a^n_{i_n} \omega^{i_1} \wedge \cdots \wedge \omega^{i_n}
\]

\[
= a^1_{i_1} \cdots a^n_{i_n} \varepsilon^{i_1 \cdots i_n}_{1 \cdots n} \omega^1 \wedge \cdots \wedge \omega^n
\]

\[
= \det(a^i_j)\omega^1 \wedge \cdots \wedge \omega^n
\]

Recalling Example 11.1, if \( \{\omega^i = dx^i\} \) is a local basis for a cotangent space \( V^* \) and \( \{\alpha^i = dy^i\} \) is any other local basis, then \( dy^i = (\partial y^i/\partial x^j)dx^j \) and
is just the usual Jacobian of the transformation. We then have

\[
dy^1 \wedge \cdots \wedge dy^n = \frac{\partial(y^1 \cdots y^n)}{\partial(x^1 \cdots x^n)} \cdot dx^1 \wedge \cdots \wedge dx^n.
\]

The reader may recognize \(dx^1 \wedge \cdots \wedge dx^n\) as the volume element on \(\mathbb{R}^n\), and hence differential forms are a natural way to describe the change of variables in multiple integrals. //

**Theorem 11.9** If \(\alpha^1, \ldots, \alpha^r \in \bigwedge^1(V)\), then \(\{\alpha^1, \ldots, \alpha^r\}\) is a linearly dependent set if and only if \(\alpha^1 \wedge \cdots \wedge \alpha^r = 0\).

**Proof** If \(\{\alpha^1, \ldots, \alpha^r\}\) is linearly dependent, then there exists at least one vector, say \(\alpha^1\), such that \(\alpha^1 = \sum_{j \neq 1} a_j \alpha^j\). But then

\[
\alpha^1 \wedge \cdots \wedge \alpha^r = (\sum_{j \neq 1} a_j \alpha^j) \wedge \alpha^2 \wedge \cdots \wedge \alpha^r
= \sum_{j \neq 1} a_j (\alpha^1 \wedge \alpha^2 \wedge \cdots \wedge \alpha^r)
= 0
\]

since every term in the sum contains a repeated 1-form and hence vanishes.

Conversely, suppose that \(\alpha^1, \ldots, \alpha^r\) are linearly independent. We can then extend them to a basis \(\{\alpha^1, \ldots, \alpha^n\}\) for \(V^*\) (Theorem 2.10). If \(\{e_i\}\) is the corresponding dual basis for \(V\), then \(\alpha^1 \wedge \cdots \wedge \alpha^n(e_1, \ldots, e_n) = 1\) which implies that \(\alpha^1 \wedge \cdots \wedge \alpha^r \neq 0\). Therefore \(\{\alpha^1, \ldots, \alpha^r\}\) must be linearly dependent if \(\alpha^1 \wedge \cdots \wedge \alpha^r = 0\).  

11.5 THE TENSOR PRODUCT OF VECTOR SPACES

We now discuss the notion of the tensor product of vector spaces. Our reason for presenting this discussion is that it provides the basis for defining the Kronecker (or direct) product of two matrices, a concept which is very useful in the theory of group representations.

It should be remarked that there are many ways of defining the tensor product of vector spaces. While we will follow the simplest approach, there is another (somewhat complicated) method involving quotient spaces that is also
frequently used. This other method has the advantage that it includes infinite-dimensional spaces. The reader can find a treatment of this alternative method in, e.g., in the book by Curtis (1984).

By way of nomenclature, we say that a mapping \( f: U \times V \to W \) of vector spaces \( U \) and \( V \) to a vector space \( W \) is **bilinear** if \( f \) is linear in each variable. This is exactly the same as we defined in Section 9.4 except that now \( f \) takes its values in \( W \) rather than the field \( F \). In addition, we will need the concept of a vector space generated by a set. In other words, suppose \( S = \{s_1, \ldots, s_n\} \) is some finite set of objects, and \( F \) is a field. While we may have an intuitive sense of what it should mean to write formal linear combinations of the form \( a_1s_1 + \cdots + a_n s_n \), we should realize that the + sign as used here has no meaning for an arbitrary set \( S \). We now go through the formalities involved in defining such terms, and hence make the set \( S \) into a vector space \( T \) over \( F \).

The basic idea is that we want to recast each element of \( S \) into the form of a function from \( S \) to \( F \). This is because we already know how to add functions as well as multiply them by a scalar. With these ideas in mind, for each \( s_i \in S \) we define a function \( s_i: S \to F \) by

\[
s_i(s_j) = 1 \delta_{ij}
\]

where 1 is the multiplicative identity of \( F \). Since addition in \( F \) is well-defined as is the addition of functions and multiplication of functions by elements of \( F \), we see that for any \( a, b \in F \) and \( s_i, s_j \in S \) we have

\[
(a + b)s_i(s_j) = (a + b)\delta_{ij} = a\delta_{ij} + b\delta_{ij} = as_i(s_j) + bs_i(s_j)
\]

and therefore \((a + b)s_i = as_i + bs_i\). Similarly, it is easy to see that \( a(bs_i) = (ab)s_i \).

We now define \( T \) to be the set of all functions from \( S \) to \( F \). These functions can be written in the form \( a_1s_1 + \cdots + a_n s_n \) with \( a_i \in F \). It should be clear that with our definition of the terms \( a_is_i \), \( T \) forms a vector space over \( F \). In fact, it is easy to see that the functions \( 1s_1, \ldots, 1s_n \) are linearly independent. Indeed, if 0 denotes the zero function, suppose \( a_1s_1 + \cdots + a_n s_n = 0 \) for some set of scalars \( a_i \). Applying this function to \( s_i \) (where \( 1 \leq i \leq n \)) we obtain \( a_i = 0 \). As a matter of course, we simply write \( s_i \) rather than \( 1s_i \).

The linear combinations just defined are called **formal** linear combinations of the elements of \( S \), and \( T \) is the vector space **generated** by the set \( S \). \( T \) is therefore the vector space of all such formal linear combinations, and is sometimes called the **free** vector space of \( S \) over \( F \).
Theorem 11.10  Let $U$, $V$ and $W$ be finite-dimensional vector spaces over $F$. Then there exists a finite-dimensional vector space over $F$ denoted by $T$ and a bilinear mapping $t: U \times V \to T$ denoted by $t(u, v) = u \otimes v$ satisfying the following properties:

(a) For every bilinear mapping $f: U \times V \to W$, there exists a unique linear transformation $\tilde{f}: T \to W$ such that $f = \tilde{f} \circ t$. In other words, for all $u \in U$ and $v \in V$ we have
\[
f(u, v) = \tilde{f}(t(u, v)) = \tilde{f}(u \otimes v) .
\]

(b) If $\{u_1, \ldots, u_m\}$ is a basis for $U$ and $\{v_1, \ldots, v_n\}$ is a basis for $V$, then $\{u_i \otimes v_j\}$ is a basis for $T$ and therefore
\[
dim T = mn = (\dim U)(\dim V) .
\]

Proof  Let $\{u_1, \ldots, u_m\}$ be a basis for $U$ and let $\{v_1, \ldots, v_n\}$ be a basis for $V$. For each pair of integers $(i, j)$ with $1 \leq i \leq m$ and $1 \leq j \leq n$ we let $t_{ij}$ be a letter (i.e., an element of some set). We now define $T$ to be the vector space over $F$ consisting of all formal linear combinations of the elements $t_{ij}$. In other words, every element of $T$ is of the form $a^{ij}t_{ij}$ where $a^{ij} \in F$.

Define the bilinear map $t: U \times V \to T$ by
\[
u_i \otimes v_j = t(u_i, v_j) = t_{ij}
\]
and hence to all of $U \times V$ by “bilinear extension.” In particular, if $u = x^iu_i \in U$ and $v = y^jv_j \in V$, let us define $u \otimes v$ to be that element of $T$ given by
\[
u \otimes v = t(u, v) = x^iy^jt_{ij} .
\]
It should be obvious that this does indeed define a bilinear map.

Now suppose that $f: U \times V \to W$ is any bilinear map, and remember that every element of $T$ is a linear combination of the $t_{ij}$. According to Theorem 5.1, we may define a unique linear transformation $\tilde{f}: T \to W$ by
\[
\tilde{f}(t_{ij}) = f(u_i, v_j) .
\]
Using the bilinearity of $f$ and the linearity of $\tilde{f}$ we then have
\[
f(u, v) = f(x^iu_i, y^jv_j) = x^iy^jf(u_i, v_j) = x^iy^j\tilde{f}(t_{ij}) = \tilde{f}(x^iy^jt_{ij})
\]
\[
= \tilde{f}(u \otimes v) = \tilde{f}(t(u, v)) .
\]
This proves the existence and uniqueness of the mapping $\tilde{T}$ such that $f = \tilde{T} \circ t$ as specified in (a).

We have defined $T$ to be the vector space generated by the $mn$ elements $t_{ij} = u_i \otimes v_j$ where $\{u_1, \ldots, u_m\}$ and $\{v_1, \ldots, v_n\}$ were particular bases for $U$ and $V$ respectively. We now want to show that in fact $\{u'_i \otimes v'_j\}$ forms a basis for $T$ where $\{u'_i\}$ and $\{v'_j\}$ are arbitrary bases for $U$ and $V$. For any $u = x^i u'_i \in U$ and $v = y^j v'_j \in V$, we have (using the bilinearity of $\otimes$)

$$u \otimes v = x^i y^j (u'_i \otimes v'_j)$$

which shows that the $mn$ elements $u'_i \otimes v'_j$ span $T$. If these $mn$ elements are linearly dependent, then $\dim T < mn$ which contradicts the fact that the $mn$ elements $t_{ij}$ form a basis for $T$. Hence $\{u'_i \otimes v'_j\}$ is a basis for $T$. $\blacksquare$

The space $T$ defined in this theorem is denoted by $U \otimes V$ and called the tensor product of $U$ and $V$. Note that $T$ can be any $mn$ dimensional vector space. For example, if $m = n$ we could take $T = \mathcal{T}_2(V)$ with basis $t_{ij} = \omega^i \otimes \omega^j$, $1 \leq i, j \leq n$. The map $t(u_1, v_j) = u_i \otimes v_j$ then defines $u_i \otimes v_j = \omega^i \otimes \omega^j$.

**Example 11.10** To show how this formalism relates to our previous treatment of tensors, consider the following example of the mapping $\tilde{T}$ defined in Theorem 11.10. Let $\{e_i\}$ be a basis for a real inner product space $U$, and let us define the real numbers $g_{ij} = \langle e_i, e_j \rangle$. If $\tilde{e}_i = e_i p^i_1$ is another basis for $U$, then

$$\bar{g}_{ij} = \langle \tilde{e}_i, \tilde{e}_j \rangle = p^r_i p^s_j \langle e_r, e_s \rangle = p^r_i p^s_j g_{rs}$$

so that the $g_{ij}$ transform like the components of a covariant tensor of order 2. This means that we may define the tensor $g \in \mathcal{T}_2(U)$ by $g(u, v) = \langle u, v \rangle$. This tensor is called the metric tensor on $U$ (see Section 11.10).

Now suppose that we are given a positive definite symmetric bilinear form (i.e., an inner product) $g = \langle , \rangle: U \times U \to \mathcal{F}$. Then the mapping $\tilde{g}$ is just the metric because

$$\tilde{g}(e_i \otimes e_j) = g(e_i, e_j) = \langle e_i, e_j \rangle = g_{ij}.$$ 

Therefore, if $u = u^i e_i$ and $v = v^j e_j$ are vectors in $U$, we see that

$$\tilde{g}(u \otimes v) = g(u, v) = \langle u, v \rangle = u^i v^j \langle e_i, e_j \rangle = g_{ij} u^i v^j.$$ 

If $\{\omega^i\}$ is the basis for $U^*$ dual to $\{e_i\}$, then according to our earlier formalism, we would write this as $\tilde{g} = g_{ij} \omega^i \otimes \omega^j$. $\blacksquare$
Some of the main applications in mathematics and physics (e.g., in the theory of group representations) of the tensor product of two vector spaces are contained in the next two results. While the ideas are simple enough, the notation becomes somewhat awkward because of the double indices.

**Theorem 11.11**  Let $U$ and $V$ have the respective bases \{${u_i, \ldots, u_m}$\} and \{${v_1, \ldots, v_n}$\}, and suppose the linear operators $S \in L(U)$ and $T \in L(V)$ have matrix representations $A = (a^1)_i$ and $B = (b^1)_j$ respectively. Then there exists a linear transformation $S \otimes T : U \otimes V \to U \otimes V$ such that for all $u \in U$ and $v \in V$ we have $(S \otimes T)(u \otimes v) = S(u) \otimes T(v)$.

Furthermore, the matrix $C$ of $S \otimes T$ relative to the ordered basis

\[
\{ u_i \otimes v_1, \ldots, u_i \otimes v_n, u_2 \otimes v_1, \ldots, u_2 \otimes v_n, \ldots, u_m \otimes v_1, \ldots, u_m \otimes v_n \}
\]

for $U \otimes V$ is the $mn \times mn$ matrix given in block matrix form as

\[
C = \begin{pmatrix}
a_1^1B & a_1^2B & \cdots & a_1^mB \\
\vdots & \vdots & & \vdots \\
a_m^1B & a_m^2B & \cdots & a_m^mB
\end{pmatrix}
\]

The matrix $C$ is called the **Kronecker** (or **direct** or **tensor**) **product** of the matrices $A$ and $B$, and will also be written as $C = A \otimes B$.

**Proof**  Since $S$ and $T$ are linear and $\otimes$ is bilinear, it is easy to see that the mapping $f : U \times V \to U \otimes V$ defined by $f(u, v) = S(u) \otimes T(v)$ is bilinear. Therefore, according to Theorem 11.10, there exists a unique linear transformation $\tilde{f} \in L(U \otimes V)$ such that $\tilde{f}(u \otimes v) = S(u) \otimes T(v)$. We denote the mapping $\tilde{f}$ by $S \otimes T$. Thus, $(S \otimes T)(u \otimes v) = S(u) \otimes T(v)$.

To find the matrix $C$ of $S \otimes T$ is straightforward enough. We have $S(u_i) = u_i^1a_i^1$ and $T(v_j) = v_j^1b_j^1$, and hence

\[
(S \otimes T)(u_i \otimes v_j) = S(u_i) \otimes T(v_j) = a_i^r b_j^s (u_r \otimes v_s).
\]

Now recall that the $i$th column of the matrix representation of an operator is just the image of the $i$th basis vector under the transformation (see Theorem 5.11). In the present case, we will have to use double pairs of subscripts to label the matrix elements. Relative to the ordered basis

\[
\{ u_i \otimes v_1, \ldots, u_i \otimes v_n, u_2 \otimes v_1, \ldots, u_2 \otimes v_n, \ldots, u_m \otimes v_1, \ldots, u_m \otimes v_n \}
\]
for $U \otimes V$, we then see that, for example, the $(1, 1)$th column of $C$ is the vector $(S \otimes T)(u_1 \otimes v_1) = a^1 b^1_i (u_1 \otimes v_i)$ given by

$$(a^1_1 b^1_1, \ldots, a^1_1 b^n_1, a^2_1 b^1_1, \ldots, a^2_1 b^n_1, \ldots, a^m_1 b^1_1, \ldots, a^m_1 b^n_1)$$

and in general, the $(i, j)$th column is given by

$$(a^1_i b^j_1, \ldots, a^1_i b^n_j, a^2_i b^j_1, \ldots, a^2_i b^n_j, \ldots, a^m_i b^j_1, \ldots, a^m_i b^n_j).$$

This shows that the matrix $C$ has the desired form.  ■

**Theorem 11.12** Let $U$ and $V$ be finite-dimensional vector spaces over $F$.

(a) If $S \in L(U)$ and $T \in L(V)$, then

$$(S \otimes T)(S \otimes T) = S_i S_j \otimes T_i T_j.$$ 

Moreover, if $A_i$ and $B_i$ are the matrix representations of $S_i$ and $T_i$ respectively (relative to some basis for $U \otimes V$), then $(A_i \otimes B_i)(A_i \otimes B_j) = A_i A_j \otimes B_i B_j$.

(b) If $S \in L(U)$ and $T \in L(V)$, then $\text{Tr}(S \otimes T) = (\text{Tr} S)(\text{Tr} T)$.

(c) If $S \in L(U)$ and $T \in L(V)$, and if $S^{-1}$ and $T^{-1}$ exist, then

$$(S \otimes T)^{-1} = S_i^{-1} \otimes T_i^{-1}.$$ 

Conversely, if $(S \otimes T)^{-1}$ exists, then $S^{-1}$ and $T^{-1}$ also exist, and $(S \otimes T)^{-1} = S_i^{-1} \otimes T_i^{-1}$.

**Proof**

(a) For any $u \in U$ and $v \in V$ we have

$$(S_1 \otimes T_1)(S_2 \otimes T_2)(u \otimes v) = (S_1 \otimes T_1)(S_2(u) \otimes T_2(v))$$

$$= S_1 S_2(u) \otimes T_1 T_2(v)$$

$$= (S_1 S_2 \otimes T_1 T_2)(u \otimes v).$$

As to the matrix representations, simply note that $A_i \otimes B_i$ is the representation of $S_i \otimes T_i$, and $A_i A_j \otimes B_i B_j$ is the representation of $S_i S_j \otimes T_i T_j$ (since the representation of a product of linear operators is the product of their matrices).

(b) Recall that the trace of a linear operator is defined to be the trace of any matrix representation of the operator (see Theorem 5.19). Therefore, if $A = (a^1_i)$ is the matrix of $S$ and $B = (b^1_i)$ is the matrix of $T$, we see from Theorem 11.11 that the diagonal blocks of $A \otimes B$ are the matrices $a^1_i B_i, \ldots, a^m_i B_i$ and hence the diagonal elements of $A \otimes B$ are $a^1_i b^1_i, \ldots, a^1_i b^n_i, \ldots, a^m_i b^1_i, \ldots, a^m_i b^n_i$. Therefore the sum of these diagonal elements is just
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\[ \text{Tr}(A \otimes B) = a_1^1(\sum_i b_i^j) + \cdots + a_m^m(\sum_i b_i^j) \]
\[ = (\sum_j a_j^j)(\sum_i b_i^j) \]
\[ = (\text{Tr} A)(\text{Tr} B). \]

(c) We first note that if 1 denotes the identity transformation, then

\[ (1 \otimes 1)(u \otimes v) = u \otimes v \]

and hence 1 \otimes 1 = 1. Next note that u \otimes v = (u + 0) \otimes v = u \otimes v + 0 \otimes v, and hence 0 \otimes v = 0. Similarly, it is clear that u \otimes 0 = 0. This then shows that

\[ (S \otimes 0)(u \otimes v) = S(u) \otimes 0 = 0 \]

so that S \otimes 0 = 0, and similarly 0 \otimes T = 0.

Now, if S and T are invertible, then by part (a) we see that

\[ (S^{-1} \otimes T^{-1})(S \otimes T) = SS^{-1} \otimes T^{-1}T = 1 \otimes 1 = 1 \]

and similarly for \((S \otimes T)(S^{-1} \otimes T^{-1})\). Therefore \((S \otimes T)^{-1} = S^{-1} \otimes T^{-1} \).

Conversely, suppose that S \otimes T is invertible. To prove that S and T are also invertible we use Theorem 5.9. In other words, a surjective linear operator is invertible if and only if its kernel is zero. Since S \otimes T is invertible we must have T \neq 0, and hence there exists v \in V such that T(v) \neq 0. Suppose u \in U is such that S(u) = 0. Then

\[ 0 = S(u) \otimes T(v) = (S \otimes T)(u \otimes v) \]

which implies that u \otimes v = 0 (since S \otimes T is invertible). But v \neq 0, and hence we must have u = 0. This shows that S is invertible. Similarly, had we started with S \neq 0, we would have found that T is invertible. \(\square\)

Exercises

1. Give a direct proof of the matrix part of Theorem 11.12(a) using the definition of the Kronecker product of two matrices.

2. Suppose A \in L(U) and B \in L(V) where \(\dim U = n\) and \(\dim V = m\). Show that

\[ \det(A \otimes B) = (\det A)^m (\det B)^n. \]
11.6 VOLUMES IN $\mathbb{R}^3$

Instead of starting out with an abstract presentation of volumes, we shall first go through an intuitive elementary discussion beginning with $\mathbb{R}^2$, then going to $\mathbb{R}^3$, and finally generalizing to $\mathbb{R}^n$ in the next section.

First consider a parallelogram in $\mathbb{R}^2$ (with the usual norm) defined by the vectors $X$ and $Y$ as shown.

Note that $h = |Y| \sin \theta$ and $b = |Y| \cos \theta$, and also that the area of each triangle is given by $A_1 = (1/2)bh$. Then the area of the rectangle is given by $A_2 = (|X| - b)h$, and the area of the entire parallelogram is given by

$$A = 2A_1 + A_2 = bh + (|X| - b)h = |X||Y|\sin \theta.$$  \hspace{1cm} (1)

The reader should recognize this as the magnitude of the elementary “vector cross product” $X \times Y$ of the ordered pair of vectors $(X, Y)$ that is defined to have a direction normal to the plane spanned by $X$ and $Y$, and given by the “right hand rule” (i.e., out of the plane in this case).

If we define the usual orthogonal coordinate system with the $x$-axis parallel to the vector $X$, then

$$X = (x^1, x^2) = (|X|, 0)$$

and

$$Y = (y^1, y^2) = (|Y| \cos \theta, |Y| \sin \theta)$$

and hence we see that the determinant with columns formed from the vectors $X$ and $Y$ is just

$$\begin{vmatrix} x^1 & y^1 \\ x^2 & y^2 \end{vmatrix} = |X| |Y| \cos \theta = |X||Y|\sin \theta = A.$$ \hspace{1cm} (2)

Notice that if we interchanged the vectors $X$ and $Y$ in the diagram, then the determinant would change sign and the vector $X \times Y$ (which by definition has a direction dependent on the ordered pair $(X, Y)$) would point into the page.
Thus the area of a parallelogram (which is always positive by definition) defined by two vectors in \( \mathbb{R}^2 \) is in general given by the absolute value of the determinant (2).

In terms of the usual inner product (or “dot product”) \( \langle \cdot, \cdot \rangle \) on \( \mathbb{R}^2 \), we have \( \langle X, X \rangle = |X|^2 \) and \( \langle X, Y \rangle = \langle Y, X \rangle = |X||Y| \cos \theta \), and hence

\[
A^2 = \|X\|^2 \|Y\|^2 \sin^2 \theta \\
= \|X\|^2 \|Y\|^2 (1 - \cos^2 \theta) \\
= \|X\|^2 \|Y\|^2 - \langle X, Y \rangle^2 .
\]

Therefore we see that the area is also given by the positive square root of the determinant

\[
A^2 = \begin{vmatrix}
\langle X, X \rangle & \langle X, Y \rangle \\
\langle Y, X \rangle & \langle Y, Y \rangle
\end{vmatrix} . \tag{3}
\]

It is also worth noting that the inner product may be written in the form \( \langle X, Y \rangle = x^1 y^1 + x^2 y^2 \), and thus in terms of matrices we may write

\[
\begin{pmatrix}
\langle X, X \rangle & \langle X, Y \rangle \\
\langle Y, X \rangle & \langle Y, Y \rangle
\end{pmatrix} = \begin{pmatrix} x^1 & x^2 \end{pmatrix} \begin{pmatrix} x^1 & y^1 \\
x^2 & y^2 \end{pmatrix} .
\]

Hence taking the determinant of this equation (using Theorems 4.8 and 4.1), we find (at least in \( \mathbb{R}^2 \)) that the determinant (3) also implies that the area is given by the absolute value of the determinant in equation (2).

It is now easy to extend this discussion to a parallelogram in \( \mathbb{R}^3 \). Indeed, if \( X = (x^1, x^2, x^3) \) and \( Y = (y^1, y^2, y^3) \) are vectors in \( \mathbb{R}^3 \), then equation (1) is unchanged because any two vectors in \( \mathbb{R}^3 \) define the plane \( \mathbb{R}^2 \) spanned by the two vectors. Equation (3) also remains unchanged since its derivation did not depend on the specific coordinates of \( X \) and \( Y \) in \( \mathbb{R}^2 \). However, the left hand part of equation (2) does not apply (although we will see below that the three-dimensional version determines a volume in \( \mathbb{R}^3 \)).

As a final remark on parallelograms, note that if \( X \) and \( Y \) are linearly dependent, then \( aX + bY = 0 \) so that \( Y = -(a/b)X \), and hence \( X \) and \( Y \) are collinear. Therefore \( \theta \) equals 0 or \( \pi \) so that all equations for the area in terms of \( \sin \theta \) are equal to zero. Since \( X \) and \( Y \) are dependent, this also means that the determinant in equation (2) equals zero, and everything is consistent.
We now take a look at volumes in $\mathbb{R}^3$. Consider three linearly independent vectors $X = (x^1, x^2, x^3)$, $Y = (y^1, y^2, y^3)$ and $Z = (z^1, z^2, z^3)$, and consider the parallelepiped with edges defined by these three vectors (in the given order $(X, Y, Z)$).

We claim that the volume of this parallelepiped is given by both the positive square root of the determinant

$$\begin{vmatrix}
(X, X) & (X, Y) & (X, Z) \\
(Y, X) & (Y, Y) & (Y, Z) \\
(Z, X) & (Z, Y) & (Z, Z)
\end{vmatrix}$$

and the absolute value of the determinant

$$\begin{vmatrix}
x^1 & y^1 & z^1 \\
x^2 & y^2 & z^2 \\
x^3 & y^3 & z^3
\end{vmatrix}.$$  

To see this, first note that the volume of the parallelepiped is given by the product of the area of the base times the height, where the area $A$ of the base is given by equation (3) and the height $|U|$ is just the projection of $Z$ onto the orthogonal complement in $\mathbb{R}^3$ of the space spanned by $X$ and $Y$. In other words, if $W$ is the subspace of $V = \mathbb{R}^3$ spanned by $X$ and $Y$, then (by Theorem 2.22) $V = W^\perp \oplus W$, and hence by Theorem 2.12 we may write

$$Z = U + aX + bY$$

where $U \in W^\perp$ and $a, b \in \mathbb{R}$ are uniquely determined (the uniqueness of $a$ and $b$ actually follows from Theorem 2.3 together with Theorem 2.12).

By definition we have $(X, U) = (Y, U) = 0$, and therefore
\begin{align*}
\langle X, Z \rangle &= a\|X\|^2 + b\langle X, Y \rangle \\
\langle Y, Z \rangle &= a\langle Y, X \rangle + b\|Y\|^2 \\
\langle U, Z \rangle &= \|U\|^2 .
\end{align*}

We now wish to solve the first two of these equations for \(a\) and \(b\) by Cramer’s rule (Theorem 4.13). Note that the determinant of the matrix of coefficients is just equation (3), and hence is just the square of the area \(A\) of the base of the parallelepiped. Applying Cramer’s rule we have

\[
aA^2 = \begin{vmatrix}
\langle X, Z \rangle & \langle X, Y \rangle \\
\langle Y, Z \rangle & \langle Y, Y \rangle
\end{vmatrix} = \begin{vmatrix}
\langle X, Y \rangle & \langle X, Z \rangle \\
\langle Y, Y \rangle & \langle Y, Z \rangle
\end{vmatrix},
\]

\[
bA^2 = \begin{vmatrix}
\langle X, X \rangle & \langle X, Z \rangle \\
\langle Y, X \rangle & \langle Y, Z \rangle
\end{vmatrix}.
\]

Denoting the volume by \(\text{Vol}(X, Y, Z)\), we now have (using the last of equations (6) together with \(U = Z - aX - bY\))

\[
\text{Vol}^2(X, Y, Z) = A^2\|U\|^2 = A^2\langle U, Z \rangle = A^2((Z, Z) - a\langle X, Z \rangle - b\langle Y, Z \rangle)
\]

so that substituting the expressions for \(A^2\), \(aA^2\), and \(bA^2\), we find

\[
\text{Vol}^2(X, Y, Z) = \langle Z, Z \rangle \begin{vmatrix}
\langle X, X \rangle & \langle X, Y \rangle \\
\langle Y, X \rangle & \langle Y, Y \rangle
\end{vmatrix} + \langle X, Z \rangle \begin{vmatrix}
\langle X, Y \rangle & \langle X, Z \rangle \\
\langle Y, Y \rangle & \langle Y, Z \rangle
\end{vmatrix} - \langle Y, Z \rangle \begin{vmatrix}
\langle X, X \rangle & \langle X, Z \rangle \\
\langle Y, X \rangle & \langle Y, Z \rangle
\end{vmatrix}.
\]

Using \(\langle X, Y \rangle = \langle Y, X \rangle\) etc., we see that this is just the expansion of a determinant by minors of the third row, and hence (using \(\det A^T = \det A\))

\[
\text{Vol}^2(X, Y, Z) = \begin{vmatrix}
\langle X, X \rangle & \langle Y, X \rangle & \langle Z, X \rangle \\
\langle X, Y \rangle & \langle Y, Y \rangle & \langle Z, Y \rangle \\
\langle X, Z \rangle & \langle Y, Z \rangle & \langle Z, Z \rangle
\end{vmatrix} = \begin{vmatrix}
x^1 & x^2 & x^3 \\
y^1 & y^2 & y^3 \\
z^1 & z^2 & z^3
\end{vmatrix} = \begin{vmatrix}
x^1 & y^1 & z^1 \\
x^2 & y^2 & z^2 \\
x^3 & y^3 & z^3
\end{vmatrix}.\]
We remark that if the collection \{X, Y, Z\} is linearly dependent, then the volume of the parallelepiped degenerates to zero (since at least one of the parallelograms that form the sides will have zero area). This agrees with the fact that the determinant (5) will vanish if two rows are linearly dependent. We also note that the area of the base is given by

\[ |X \times Y| = \|X\|\|Y\| \sin \angle(X, Y) \]

where the direction of the vector X \times Y is up (in this case). Therefore the projection of Z in the direction of X \times Y is just Z dotted into a unit vector in the direction of X \times Y, and hence the volume of the parallelepiped is given by the number Z \cdot (X \times Y). This is the so-called **scalar triple product** that should be familiar from elementary courses. We leave it to the reader to show that the scalar triple product is given by the determinant (5) (see Exercise 11.6.1).

Finally, note that if any two of the vectors X, Y, Z in equation (5) are interchanged, then the determinant changes sign even though the volume is unaffected (since it must be positive). This observation will form the basis for the concept of “orientation” to be defined later.

**Exercises**

1. Show that Z \cdot (X \times Y) is given by the determinant in equation (5).

2. Find the area of the parallelogram whose vertices are:
   (a) (0, 0), (1, 3), (−2, 1), and (−1, 4).
   (b) (2, 4), (4, 5), (5, 2), and (7, 3).
   (c) (−1, 3), (1, 5), (3, 2), and (5, 4).
   (d) (0, 0, 0), (1, 2, 1), (3, 4, 2), and (4, 2, 6).
   (e) (2, 2, 1), (3, 0, 6), (4, 1, 5), and (1, 1, 2).

3. Find the volume of the parallelepipeds whose adjacent edges are the vectors:
   (a) (1, 1, 2), (3, −1, 0), and 5, 2, −1).
   (b) (1, 1, 0), (1, 0, 1), and (0, 1, 0).

4. Prove both algebraically and geometrically that the parallelogram with edges X and Y has the same area as the parallelogram with edges X and Y + aX for any scalar a.
5. Prove both algebraically and geometrically that the volume of the parallelepiped in \( \mathbb{R}^3 \) with edges \( X, Y \) and \( Z \) is equal to the volume of the parallelepiped with edges \( X, Y \) and \( Z + aX + bY \) for any scalars \( a \) and \( b \).

6. Show that the parallelepiped in \( \mathbb{R}^3 \) defined by the three vectors \((2, 2, 1), (1, -2, 2) \) and \((-2, 1, 2)\) is a cube. Find the volume of this cube.

### 11.7 VOLUMES IN \( \mathbb{R}^n \)

Now that we have a feeling for volumes in \( \mathbb{R}^3 \) expressed as determinants, let us prove the analogous results in \( \mathbb{R}^n \). To begin with, we note that parallelograms defined by the vectors \( X \) and \( Y \) in either \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \) contain all points (i.e., vectors) of the form \( aX + bY \) for any \( a, b \in [0, 1] \). Similarly, given three linearly independent vectors \( X, Y, Z \in \mathbb{R}^3 \), we may define the parallelepiped with these vectors as edges to be that subset of \( \mathbb{R}^3 \) containing all vectors of the form \( aX + bY + cZ \) where \( 0 \leq a, b, c \leq 1 \). The corners of the parallelepiped are the points \( \delta_1X + \delta_2Y + \delta_3Z \) where each \( \delta_i \) is either 0 or 1.

Generalizing these observations, given any \( r \) linearly independent vectors \( X_1, \ldots, X_r \in \mathbb{R}^n \), we define an \textbf{r-dimensional parallelepiped} as the set of all vectors of the form \( a_1X_1 + \cdots + a_rX_r \) where \( 0 \leq a_i \leq 1 \) for each \( i = 1, \ldots, r \). In \( \mathbb{R}^3 \), a \textbf{1-volume} means a length, a \textbf{2-volume} means an area, and a \textbf{3-volume} is just the usual volume. To define the volume of an \( r \)-dimensional parallelepiped we proceed by induction on \( r \). In particular, if \( X \) is a nonzero vector (i.e., a \( 1 \)-dimensional parallelepiped) in \( \mathbb{R}^n \), we define its \( 1 \)-volume to be its length \( (X, X)^{1/2} \). Proceeding, suppose the \((r - 1)\)-dimensional volume of an \((r - 1)\)-dimensional parallelepiped has been defined. If we let \( P_r \) denote the \( r \)-dimensional parallelepiped defined by the \( r \) linearly independent vectors \( X_1, \ldots, X_r \), then we say that the \textbf{base} of \( P_r \) is the \((r - 1)\)-dimensional parallelepiped defined by the \((r - 1)\) vectors \( X_1, \ldots, X_{r-1} \), and the \textbf{height} of \( P_r \) is the length of the projection of \( X_r \) onto the orthogonal complement in \( \mathbb{R}^n \) of the space spanned by \( X_1, \ldots, X_{r-1} \). According to our induction hypothesis, the volume of an \((r - 1)\)-dimensional parallelepiped has already been defined. Therefore we define the \textbf{r-volume} of \( P_r \) to be the product of its height times the \((r - 1)\)-dimensional volume of its base.

The reader may wonder whether or not the \( r \)-volume of an \( r \)-dimensional parallelepiped in any way depends on which of the \( r \) vectors is singled out for projection. We proceed as if it does not and then, after the next theorem, we shall show that this is indeed the case.
**Theorem 11.13** Let $P_r$ be the $r$-dimensional parallelepiped defined by the $r$ linearly independent vectors $X_1, \ldots, X_r \in \mathbb{R}^n$. Then the $r$-volume of $P_r$ is the positive square root of the determinant

\[
\begin{vmatrix}
\langle X_1, X_1 \rangle & \langle X_1, X_2 \rangle & \cdots & \langle X_1, X_r \rangle \\
\langle X_2, X_1 \rangle & \langle X_2, X_2 \rangle & \cdots & \langle X_2, X_r \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle X_r, X_1 \rangle & \langle X_r, X_2 \rangle & \cdots & \langle X_r, X_r \rangle 
\end{vmatrix}.
\] (7)

**Proof** For the case of $r = 1$, we see that the theorem is true by the definition of length (or 1-volume) of a vector. Proceeding by induction, we assume the theorem is true for an $(r - 1)$-dimensional parallelepiped, and we show that it is also true for an $r$-dimensional parallelepiped. Hence, let us write

\[
A^2 = \text{Vol}^2(P_{r-1}) = \begin{vmatrix}
\langle X_1, X_1 \rangle & \langle X_1, X_2 \rangle & \cdots & \langle X_1, X_{r-1} \rangle \\
\langle X_2, X_1 \rangle & \langle X_2, X_2 \rangle & \cdots & \langle X_2, X_{r-1} \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle X_{r-1}, X_1 \rangle & \langle X_{r-1}, X_2 \rangle & \cdots & \langle X_{r-1}, X_{r-1} \rangle 
\end{vmatrix}
\]

for the volume of the $(r - 1)$-dimensional base of $P_r$. Just as we did in our discussion of volumes in $\mathbb{R}^3$, we write $X_r$ in terms of its projection $U$ onto the orthogonal complement of the space spanned by the $r - 1$ vectors $X_1, \ldots, X_{r-1}$. This means that we can write

\[X_r = U + a_1X_1 + \cdots + a_{r-1}X_{r-1}\]

where $\langle U, X_i \rangle = 0$ for $i = 1, \ldots, r - 1$, and $\langle U, X_r \rangle = \langle U, U \rangle$. We thus have the system of equations

\[
\begin{align*}
a_1\langle X_1, X_1 \rangle + a_2\langle X_1, X_2 \rangle + \cdots + a_{r-1}\langle X_1, X_{r-1} \rangle &= \langle X_1, X_r \rangle \\
a_1\langle X_2, X_1 \rangle + a_2\langle X_2, X_2 \rangle + \cdots + a_{r-1}\langle X_2, X_{r-1} \rangle &= \langle X_2, X_r \rangle \\
\vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \\
a_1\langle X_{r-1}, X_1 \rangle + a_2\langle X_{r-1}, X_2 \rangle + \cdots + a_{r-1}\langle X_{r-1}, X_{r-1} \rangle &= \langle X_{r-1}, X_r \rangle
\end{align*}
\]

We write $M_1, \ldots, M_{r-1}$ for the minors of the first $r - 1$ elements of the last row in (7). Solving the above system for the $a_i$ using Cramer’s rule, we obtain
\[
\begin{align*}
A^2 a_1 &= (-1)^{r-2} M_1 \\
A^2 a_2 &= (-1)^{r-3} M_2 \\
&\vdots \\
A^2 a_{r-1} &= M_{r-1}
\end{align*}
\]

where the factors of \((-1)^{r-k-1}\) in \(A^2 a_k\) result from moving the last column of (7) over to become the \(k\)th column of the \(k\)th minor matrix.

Using this result, we now have

\[
A^2 U = A^2 (-a_1 X_1 - a_2 X_2 - \cdots - a_{r-1} X_{r-1} + X_r)
\]

\[
= (-1)^{r-1} M_1 X_1 + (-1)^{r-2} M_2 X_2 + \cdots + (-1) M_{r-1} X_{r-1} + A^2 X_r
\]

and hence, using \(|U|^2 = \langle U, U \rangle = \langle U, X_1 \rangle\), we find that (since \((-1)^{-k} = (-1)^k\))

\[
A^2 |U|^2 = A^2 \langle U, X_r \rangle
\]

\[
= (-1)^{r-1} M_1 \langle X_r, X_1 \rangle + (-1)(-1)^{r-1} M_2 \langle X_r, X_2 \rangle + \cdots + A^2 \langle X_r, X_r \rangle
\]

\[
= (-1)^{r-1} [M_1 \langle X_r, X_1 \rangle - M_2 \langle X_r, X_2 \rangle + \cdots + (-1)^{r-1} A^2 \langle X_r, X_r \rangle].
\]

Now note that the right hand side of this equation is precisely the expansion of (7) by minors of the last row, and the left hand side is by definition the square of the \(r\)-volume of the \(r\)-dimensional parallelepiped \(P_r\). This also shows that the determinant (7) is positive. \(\blacksquare\)

This result may also be expressed in terms of the matrix \((\langle X_i, X_j \rangle)\) as

\[
\text{Vol}(P_r) = [\det(\langle X_i, X_j \rangle)]^{1/2}.
\]

The most useful form of this theorem is given in the following corollary.

**Corollary** The \(n\)-volume of the \(n\)-dimensional parallelepiped in \(R^n\) defined by the vectors \(X_1, \ldots, X_n\) where each \(X_i\) has coordinates \((x^1_i, \ldots, x^n_i)\) is the absolute value of the determinant of the matrix \(X\) given by
Proof Note that $(\det X)^2 = (\det X)(\det X^T) = \det XX^T$ is just the determinant (7) in Theorem 11.13, which is the square of the volume. In other words, $\text{Vol}(P_n) = |\det X|$. 

Prior to this theorem, we asked whether or not the $r$-volume depended on which of the $r$ vectors is singled out for projection. We can now easily show that it does not. Suppose that we have an $r$-dimensional parallelepiped defined by $r$ linearly independent vectors, and let us label these vectors $X_1, \ldots, X_r$. According to Theorem 11.13, we project $X_r$ onto the space orthogonal to the space spanned by $X_1, \ldots, X_{r-1}$, and this leads to the determinant (7). If we wish to project any other vector instead, then we may simply relabel these $r$ vectors to put a different one into position $r$. In other words, we have made some permutation of the indices in (7). However, remember that any permutation is a product of transpositions (Theorem 1.2), and hence we need only consider the effect of a single interchange of two indices.

Notice, for example, that the indices 1 and $r$ only occur in rows 1 and $r$ as well as in columns 1 and $r$. And in general, indices $i$ and $j$ only occur in the $ith$ and $jth$ rows and columns. But we also see that the matrix corresponding to (7) is symmetric about the main diagonal in these indices, and hence an interchange of the indices $i$ and $j$ has the effect of interchanging both rows $i$ and $j$ as well as columns $i$ and $j$ in exactly the same manner. Thus, because we have interchanged the same rows and columns there will be no sign change, and therefore the determinant (7) remains unchanged. In particular, it always remains positive. It now follows that the volume we have defined is indeed independent of which of the $r$ vectors is singled out to be the height of the parallelepiped.

Now note that according to the above corollary, we know that $\text{Vol}(P_n) = \text{Vol}(X_1, \ldots, X_n) = |\det X|$ which is always positive. While our discussion just showed that $\text{Vol}(X_1, \ldots, X_n)$ is independent of any permutation of indices, the actual value of $\det X$ can change sign upon any such permutation. Because of this, we say that the vectors $(X_1, \ldots, X_n)$ are positively oriented if $\det X > 0$, and negatively oriented if $\det X < 0$. Thus the orientation of a set of vectors depends on the order in which they are written. To take into account the sign of $\det X$, we define the oriented volume $\text{Vol}_o(X_1, \ldots, X_n)$ to be $+\text{Vol}(X_1, \ldots, X_n)$ if $\det X \geq 0$, and $-\text{Vol}(X_1, \ldots, X_n)$ if $\det X < 0$. We will return to a careful discussion of orientation in a later section. We also
remark that \( \det X \) is always nonzero as long as the vectors \((X_1, \ldots, X_n)\) are linearly independent. Thus the above corollary may be expressed in the form

\[
\text{Vol}_o(X_1, \ldots, X_n) = \det (X_1, \ldots, X_n)
\]

where \( \det(X_1, \ldots, X_n) \) means the determinant as a function of the column vectors \( X_i \).

**Exercises**

1. Find the 3-volume of the three-dimensional parallelepipeds in \( \mathbb{R}^4 \) defined by the vectors:
   (a) \((2, 1, 0, -1), (3, -1, 5, 2), \) and \((0, 4, -1, 2)\).
   (b) \((1, 1, 0, 0), (0, 2, 2, 0), \) and \((0, 0, 3, 3)\).

2. Find the 2-volume of the parallelogram in \( \mathbb{R}^4 \) two of whose edges are the vectors \((1, 3, -1, 6)\) and \((-1, 2, 4, 3)\).

3. Prove that if the vectors \( X_1, X_2, \ldots, X_r \) are mutually orthogonal, the \( r \)-volume of the parallelepiped defined by them is equal to the product of their lengths.

4. Prove that \( r \) vectors \( X_1, X_2, \ldots, X_r \) in \( \mathbb{R}^n \) are linearly dependent if and only if the determinant (7) is equal to zero.

**11.8 LINEAR TRANSFORMATIONS AND VOLUMES**

One of the most useful applications of Theorem 11.13 and its corollary relates to linear mappings. In fact, this is the approach usually followed in deriving the change of variables formula for multiple integrals. Let \{\(e_i\)\} be an orthonormal basis for \( \mathbb{R}^n \), and let \( C_n \) denote the **unit cube** in \( \mathbb{R}^n \). In other words,

\[
C_n = \{t_1 e_1 + \cdots + t_n e_n \in \mathbb{R}^n : 0 \leq t_i \leq 1\}.
\]

This is similar to the definition of \( P_r \) given previously.

Now let \( A: \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a linear transformation. Then the matrix of \( A \) relative to the basis \{\(e_i\)\} is defined by \( A(e_i) = e_i a_i^j \). Let us write the image of \( e_i \) as \( X_i \), so that \( X_i = A(e_i) = e_i a_i^j \). This means that the column vector \( X_i \) has
components \((a_1^i, \ldots, a_n^i)\). Under the transformation \(A\), the image of \(C_n\) becomes
\[
A(C_n) = A(\sum t_i e_i) = \sum t_i A(e_i) = \sum t_i X_i
\]
(where \(0 \leq t_i \leq 1\)) which is just the parallelepiped \(P_n\) spanned by the vectors \((X_1, \ldots, X_n)\). Therefore the volume of \(P_n = A(C_n)\) is given by
\[
|\det(X_1, \ldots, X_n)| = |\det (a_i^j)|.
\]
Recalling that the determinant of a linear transformation is defined to be the determinant of its matrix representation, we have proved the next result.

**Theorem 11.14** Let \(C_n\) be the unit cube in \(\mathbb{R}^n\) spanned by the orthonormal basis vectors \(\{e_i\}\). If \(A: \mathbb{R}^n \to \mathbb{R}^n\) is a linear transformation and \(P_n = A(C_n)\), then \(\text{Vol}(P_n) = \text{Vol}(A(C_n)) = |\det A|\).

It is quite simple to generalize this result somewhat to include the image of an \(n\)-dimensional parallelepiped under a linear transformation \(A\). First, we note that any parallelepiped \(P_n\) is just the image of \(C_n\) under some linear transformation \(B\). Indeed, if \(P_n = \{t_1 X_1 + \cdots + t_n X_n: 0 \leq t_i \leq 1\}\) for some set of vectors \(X_i\), then we may define the transformation \(B\) by \(B(e_i) = X_i\), and hence \(P_n = B(C_n)\). Thus
\[
A(P_n) = A(B(C_n)) = (A \circ B)(C_n)
\]
and therefore (using Theorem 11.14 along with the fact that the matrix of the composition of two transformations is the matrix product)
\[
\text{Vol}(A(P_n)) = \text{Vol}((A \circ B)(C_n)) = |\det(A \circ B)| = |\det A||\det B|
\]
\[
= |\det A|\text{Vol}(P_n)
\]
In other words, \(|\det A|\) is a measure of how much the volume of the parallelepiped changes under the linear transformation \(A\). See the figure below for a picture of this in \(\mathbb{R}^2\).

We summarize this discussion as a corollary to Theorem 11.14.

**Corollary** Suppose \(P_n\) is an \(n\)-dimensional parallelepiped in \(\mathbb{R}^n\), and let \(A: \mathbb{R}^n \to \mathbb{R}^n\) be a linear transformation. Then \(\text{Vol}(A(P_n)) = |\det A|\text{Vol}(P_n)\).
Now that we have an intuitive grasp of these concepts, let us look at this material from the point of view of exterior algebra. This more sophisticated approach is of great use in the theory of integration.

Let $U$ and $V$ be real vector spaces. Recall from Theorem 9.7 that given a linear transformation $T \in L(U, V)$, we defined the transpose mapping $T^* \in L(V^*, U^*)$ by

$$T^* \omega = \omega \circ T$$

for all $\omega \in V^*$. By this we mean if $u \in U$, then $T^* \omega(u) = \omega(Tu)$. As we then saw in Theorem 9.8, if $U$ and $V$ are finite-dimensional and $A$ is the matrix representation of $T$, then $A^T$ is the matrix representation of $T^*$, and hence certain properties of $T^*$ follow naturally. For example, if $T_1 \in L(V, W)$ and $T_2 \in L(U, V)$, then $(T_1 \circ T_2)^* = T_2^* \circ T_1^*$ (Theorem 3.18), and if $T$ is nonsingular, then $(T^{-1})^* = (T^*)^{-1}$ (Corollary 4 of Theorem 3.21).

Now suppose that $\{e_i\}$ is a basis for $U$ and $\{f_j\}$ is a basis for $V$. To keep the notation simple and understandable, let us write the corresponding dual bases as $\{e^i\}$ and $\{f^i\}$. We define the matrix $A = (a^i_j)$ of $T$ by $T e_i = f_j a^i_j$. Then (just as in the proof of Theorem 9.8)

$$(T^* f^i) e_j = f^i (T e_j) = f^i (f_k a^k_j) = a^k_j f^i (f_k) = a^k_j \delta^i_k = a^i_j = a^i_k \delta^k_j$$

which shows that

$$T^* f^i = a^i_k e^k. \quad (8)$$

We will use this result frequently below.

We now generalize our definition of the transpose. If $\phi \in L(U, V)$ and $T \in T_\tau (V)$, we define the **pull-back** $\phi^* \in L(T_\tau (V), T_\tau (U))$ by

$$(\phi^* T)(u_1, \ldots, u_r) = T(\phi(u_1), \ldots, \phi(u_r))$$
where \( u_1, \ldots, u_r \in U \). Note that in the particular case of \( r = 1 \), the mapping \( \phi^* \) is just the transpose of \( \phi \). It should also be clear from the definition that \( \phi^* \) is indeed a linear transformation, and hence

\[
\phi^*(aT_1 + bT_2) = a\phi^*T_1 + b\phi^*T_2 .
\]

We also emphasize that \( \phi \) need not be an isomorphism for us to define \( \phi^* \).

The main properties of the pull-back are given in the next theorem.

**Theorem 11.15** If \( \phi \in L(U, V) \) and \( \psi \in L(V, W) \), then

(a) \( (\psi \circ \phi)^* = \phi^* \circ \psi^* \).

(b) If \( I \in L(U) \) is the identity map, then \( I^* \) is the identity in \( L(T_r(U)) \).

(c) If \( \phi \) is an isomorphism, then so is \( \phi^* \), and \( (\phi^*)^{-1} = (\phi^{-1})^* \).

(d) If \( T_1 \in T_{r_1}(V) \) and \( T_2 \in T_{r_2}(V) \), then

\[
\phi^*(T_1 \otimes T_2) = (\phi^*T_1) \otimes (\phi^*T_2) .
\]

(e) Let \( U \) have basis \( \{e_1, \ldots, e_m\} \), \( V \) have basis \( \{f_1, \ldots, f_n\} \) and suppose that \( \phi(e_i) = f_ia^i \). If \( T \in T_r(V) \) has components \( T_{i_1} \cdots i_r = T(f_{i_1}, \ldots, f_{i_r}) \), then the components of \( \phi^*T \) relative to the basis \( \{e_i\} \) are given by

\[
(\phi^*T)_{ji_1 \cdots j_r} = T_{i_1 \cdots i_r}a^i_{j_1} \cdots a^i_{j_r} .
\]

**Proof** (a) Note that \( \psi \circ \phi: U \to W \), and hence \( (\psi \circ \phi)^*: T_r(W) \to T_r(U) \). Thus for any \( T \in T_r(W) \) and \( u_1, \ldots, u_r \in U \) we have

\[
((\psi \circ \phi)^*T)(u_1, \ldots, u_r) = T(\psi(\phi(u_1)), \ldots, \psi(\phi(u_r)))
= (\psi^*T)(\phi(u_1), \ldots, \phi(u_r))
= ((\psi^* \circ \phi^*)T)(u_1, \ldots, u_r) .
\]

(b) Obvious from the definition of \( I^* \).

(c) If \( \phi \) is an isomorphism, then \( \phi^{-1} \) exists and we have (using (a) and (b))

\[
\phi^* \circ (\phi^{-1})^* = (\phi^{-1} \circ \phi)^* = I^* .
\]

Similarly \( (\phi^{-1})^* \circ \phi^* = I^* \), hence \( (\phi^*)^{-1} \) exists and is equal to \( (\phi^{-1})^* \).

(d) This follows directly from the definitions (see Exercise 11.8.1).

(e) Using the definitions, we have
\[(\phi^* T)_{j_1 \ldots j_r} = (\phi^* T)(e_{j_1}, \ldots, e_{j_r})
= T(\phi(e_{j_1}), \ldots, \phi(e_{j_r}))
= T(f_{i_1} a^{i_1}_{j_1} \ldots, f_{i_r} a^{i_r}_{j_r})
= T(f_{i_1}, \ldots, f_{i_r}) a^{i_1}_{j_1} \ldots a^{i_r}_{j_r}
= T_{i_1 \ldots i_r} a^{i_1}_{j_1} \ldots a^{i_r}_{j_r}.
\]

Alternatively, if \(\{e^i\}\) and \(\{f^j\}\) are the bases dual to \(\{e_i\}\) and \(\{f_j\}\) respectively, then \(T = T_{i_1 \ldots i_r} e^{i_1} \otimes \cdots \otimes e^{i_r}\) and consequently (using the linearity of \(\phi^*\), part (d) and equation (8)),

\[\phi^* T = T_{i_1 \ldots i_r} \phi^* e^{i_1} \otimes \cdots \otimes \phi^* e^{i_r}
= T_{i_1 \ldots i_r} a^{i_1}_{j_1} \ldots a^{i_r}_{j_r} \phi f^{j_1} \otimes \cdots \otimes \phi f^{j_r}\]

which therefore yields the same result. 

For our present purposes, we will only need to consider the pull-back as defined on the space \(\Lambda^r(V)\) rather than on \(T^r(V)\). Therefore, if \(\phi \in L(U, V)\) then \(\phi^* \in L(T^r(V), T^r(U))\), and hence we see that for \(\omega \in \Lambda^r(V)\) we have \((\phi^* \omega)(u_1, \ldots, u_r) = \omega(\phi(u_1), \ldots, \phi(u_r))\). This shows that \(\phi^* (\Lambda^r(V)) \subseteq \Lambda^r(U)\).

Parts (d) and (e) of Theorem 11.15 applied to the space \(\Lambda^r(V)\) yield the following special cases. (Recall that \([i_1 \cdot \cdot i_r]\) means the sum is over increasing indices \(i_1 < \cdot \cdot \cdot < i_r\).)

**Theorem 11.16** Suppose \(\phi \in L(U, V), \alpha \in \Lambda^r(V)\) and \(\beta \in \Lambda^\wedge(V)\). Then

(a) \(\phi^* (\alpha \wedge \beta) = (\phi^* \alpha) \wedge (\phi^* \beta)\).

(b) Let \(U\) and \(V\) have bases \(\{e_i\}\) and \(\{f_j\}\) respectively, and let \(U^*\) and \(V^*\) have bases \(\{e^i\}\) and \(\{f^j\}\). If we write \(\phi(e_i) = f_{j_i} a^{j_i}_{i}\) and \(\phi^*(f^j) = a^j_i e^i-j\), and if \(\alpha = a_{i_1 \cdot \cdot \cdot i_r} f^{j_1} \wedge \cdots \wedge f^{j_r} \in \Lambda^r(V)\), then

\[\phi^* \alpha = \hat{a}_{k_1 \cdot \cdot \cdot k_r} e^{k_1} \wedge \cdots \wedge e^{k_r}\]

where

\[\hat{a}_{k_1 \cdot \cdot \cdot k_r} = a_{i_1 \cdot \cdot \cdot i_r} e^{j_1} \cdot \cdot \cdot e^{j_r} a^{i_1}_{j_1} \cdots a^{i_r}_{j_r}.
\]

Thus we may write

\[\hat{a}_{k_1 \cdot \cdot \cdot k_r} = a_{i_1 \cdot \cdot \cdot i_r} \det(a^1_k)\]

where
Finally, from the definition of determinant we see that

\[ \det(a^I_K) = \begin{vmatrix} a^{i_1}_{k_1} & \cdots & a^{i_r}_{k_r} \\ \vdots & \ddots & \vdots \\ a^{i_r}_{k_1} & \cdots & a^{i_r}_{k_r} \end{vmatrix}. \]

**Proof** (a) For simplicity, let us write \((\phi^*\alpha)(u_I) = \alpha(\phi(u_I))\) instead of \((\phi^*\alpha)(u_i, \ldots, u_I) = \alpha(\phi(u_i), \ldots, \phi(u_I))\) (see the discussion following Theorem 11.4). Then, in an obvious notation, we have

\[ [\phi^*(\alpha \wedge \beta)](u_I) = (\alpha \wedge \beta)(\phi(u_I)) = \sum_{J,K} e^{IJK} (\alpha(\phi(u_J)))\beta(\phi(u_K)) = \sum_{J,K} e^{IJK} (\phi^*\alpha)(u_J)(\phi^*\beta)(u_K) = [(\phi^*\alpha) \wedge (\phi^*\beta)](u_I). \]

By induction, this also obviously applies to the wedge product of a finite number of forms.

(b) From \(\alpha = a^1_{i_1} \cdots i_r f^{i_1} \wedge \cdots \wedge f^{i_r}\) and \(\phi^*(f^i) = a^1_j e^j\), we have (using part (a) and the linearity of \(\phi^*\))

\[ \phi^*\alpha = a^1_{i_1} \cdots i_r \phi^*(f^{i_1}) \wedge \cdots \wedge \phi^*(f^{i_r}) = a^1_{i_1} \cdots i_r a^{i_1}_{j_1} \cdots a^{i_r}_{j_r} e^{j_1} \wedge \cdots \wedge e^{j_r}. \]

But

\[ e^{j_1} \wedge \cdots \wedge e^{j_r} = \sum_{K} e^{j_1}_{k_1} \cdots e^{j_r}_{k_r} e^k_1 \wedge \cdots \wedge e^k_r \]

and hence we have

\[ \phi^*\alpha = a^1_{i_1} \cdots i_r \sum_{K} e^{j_1}_{k_1} \cdots e^{j_r}_{k_r} a^{i_1}_{j_1} \cdots a^{i_r}_{j_r} e^{k_1} \wedge \cdots \wedge e^{k_r} = \hat{a}_{k_1} \cdots k_r e^{k_1} \wedge \cdots \wedge e^{k_r} \]

where

\[ \hat{a}_{k_1} \cdots k_r = a^1_{i_1} \cdots i_r e^{j_1}_{k_1} \cdots e^{j_r}_{k_r} a^{i_1}_{j_1} \cdots a^{i_r}_{j_r}. \]

Finally, from the definition of determinant we see that

\[ \varepsilon^{j_1}_{k_1} \cdots e^{j_r}_{k_r} a^{i_1}_{j_1} \cdots a^{i_r}_{j_r} = \begin{vmatrix} a^{i_1}_{k_1} & \cdots & a^{i_r}_{k_r} \\ \vdots & \ddots & \vdots \\ a^{i_r}_{k_1} & \cdots & a^{i_r}_{k_r} \end{vmatrix}. \]
Example 11.11  (This is a continuation of Example 11.1.) An important example of $\phi^*\alpha$ is related to the change of variables formula in multiple integrals. While we are not in any position to present this material in detail, the idea is this. Suppose we consider the spaces $U = \mathbb{R}^3(u, v, w)$ and $V = \mathbb{R}^3(x, y, z)$ where the letters in parentheses tell us the coordinate system used for that particular copy of $\mathbb{R}^3$. Note that if we write $(x, y, z) = (x^1, x^2, x^3)$ and $(u, v, w) = (u^1, u^2, u^3)$, then from elementary calculus we know that $dx^i = (\partial x^i/\partial u^j)du^j$ and $\partial x^i = (\partial x^i/\partial u^j)(\partial /\partial x^j)$.

Now recall from Example 11.1 that at each point of $\mathbb{R}^3(u, v, w)$, the tangent space has the basis $\{e_i\} = \{\partial /\partial u^i\}$ and the cotangent space has the corresponding dual basis $\{e^j\} = \{du^j\}$, with a similar result for $\mathbb{R}^3(x, y, z)$. Let us define $\phi: \mathbb{R}^3(u, v, w) \to \mathbb{R}^3(x, y, z)$ by

$$\phi(\partial /\partial u^i) = (\partial x^j/\partial u^i)(\partial /\partial x^j) = a^i_j(\partial /\partial x^j).$$

It is then apparent that (see equation (8))

$$\phi^*(dx^i) = a^i_jdu^j = (\partial x^j/\partial u^i)du^j$$

as we should have expected. We now apply this to the 3-form

$$\alpha = a_{123} dx^1 \wedge dx^2 \wedge dx^3 = dx \wedge dy \wedge dz \in \wedge^3(V).$$

Since we are dealing with a 3-form in a 3-dimensional space, we must have

$$\phi^*\alpha = \hat{\alpha}du \wedge dv \wedge dw$$

where $\hat{\alpha} = \hat{a}_{123}$ consists of the single term given by the determinant

$$\left| \begin{array}{ccc} a^1_1 & a^1_2 & a^1_3 \\ a^2_1 & a^2_2 & a^2_3 \\ a^3_1 & a^3_2 & a^3_3 \end{array} \right| \begin{array}{ccc} \partial x^1/\partial u^1 & \partial x^1/\partial u^2 & \partial x^1/\partial u^3 \\ \partial x^2/\partial u^1 & \partial x^2/\partial u^2 & \partial x^2/\partial u^3 \\ \partial x^3/\partial u^1 & \partial x^3/\partial u^2 & \partial x^3/\partial u^3 \end{array}$$

which the reader may recognize as the so-called Jacobian of the transformation. This determinant is usually written as $\partial(x, y, z)/\partial(u, v, w)$, and hence we see that

$$\phi^*(dx \wedge dy \wedge dz) = \frac{\partial(x, y, z)}{\partial(u, v, w)}du \wedge dv \wedge dw.$$
This is precisely how volume elements transform (at least locally), and hence we have formulated the change of variables formula in quite general terms. ∫

This formalism allows us to define the determinant of a linear transformation in an interesting abstract manner. To see this, suppose \( \phi \in L(V) \) where \( \dim V = n \). Since \( \dim \Lambda^n(V) = 1 \), we may choose any nonzero \( \omega_0 \in \Lambda^n(V) \) as a basis. Then \( \phi^*: \Lambda^n(V) \to \Lambda^n(V) \) is linear, and hence for any \( \omega = c_0\omega_0 \in \Lambda^n(V) \) we have

\[
\phi^*\omega = \phi^*(c_0\omega_0) = c_0\phi^*\omega_0 = c_0c\omega_0 = c(c_0\omega_0) = c\omega
\]

for some scalar \( c \) (since \( \phi^*\omega_0 \in \Lambda^n(V) \) is necessarily of the form \( c\omega_0 \)). Noting that this result did not depend on the scalar \( c_0 \) and hence is independent of \( \omega = c_0\omega_0 \), we see that the scalar \( c \) must be unique. We therefore define the determinant of \( \phi \) to be the unique scalar, denoted by \( \det \phi \), such that

\[
\phi^*\omega = (\det \phi)\omega.
\]

It is important to realize that this definition of the determinant does not depend on any choice of basis for \( V \). However, let \( \{e_i\} \) be a basis for \( V \), and define the matrix \( (a^i_j) \) of \( \phi \) by \( \phi(e_i) = e_ia^i_j \). Then for any nonzero \( \omega \in \Lambda^n(V) \) we have

\[
(\phi^*\omega)(e_1, \ldots, e_n) = (\det \phi)\omega(e_1, \ldots, e_n).
\]

On the other hand, Example 11.2 shows us that

\[
(\phi^*\omega)(e_1, \ldots, e_n) = \omega(\phi(e_1), \ldots, \phi(e_n)) = a^i_1 \cdots a^i_n \omega(e_i, \ldots, e_i) = (\det(a^i_j))\omega(e_1, \ldots, e_n).
\]

Since \( \omega \neq 0 \), we have therefore proved the next result.

**Theorem 11.17** If \( V \) has basis \( \{e_1, \ldots, e_n\} \) and \( \phi \in L(V) \) has the matrix representation \( (a^i_j) \) defined by \( \phi(e_i) = e_ia^i_j \), then \( \det \phi = \det(a^i_j) \).

In other words, our abstract definition of the determinant is exactly the same as our earlier classical definition. In fact, it is now easy to derive some of the properties of the determinant that were not exactly simple to prove in the more traditional manner.
**Theorem 11.18** If V is finite-dimensional and \( \phi, \psi \in \text{L}(V, V) \), then

(a) \( \det(\phi \circ \psi) = (\det \phi)(\det \psi) \).

(b) If \( \phi \) is the identity transformation, then \( \det \phi = 1 \).

(c) \( \phi \) is an isomorphism if and only if \( \det \phi \neq 0 \), and if this is the case, then

\[
\det \phi^{-1} = (\det \phi)^{-1}.
\]

**Proof** (a) By definition we have \( (\phi \circ \psi)*\omega = \det(\phi \circ \psi)\omega \). On the other hand, by Theorem 11.15(a) we know that \( (\phi \circ \psi)^* = \psi^* \circ \phi^* \), and hence

\[
(\phi \circ \psi)^*\omega = \psi^*(\phi^*\omega) = \psi^*[(\det \phi)\omega] = (\det \phi)\psi^*\omega
\]

\[
= (\det \phi)(\det \psi)\omega.
\]

(b) If \( \phi = 1 \) then \( \phi^* = 1 \) also (by Theorem 11.15(b)), and thus \( \omega = \phi^*\omega = (\det \phi)\omega \) implies \( \det \phi = 1 \).

(c) First assume that \( \phi \) is an isomorphism so that \( \phi^{-1} \) exists. Then by parts (a) and (b) we see that

\[
1 = \det(\phi\phi^{-1}) = (\det \phi)(\det \phi^{-1})
\]

which implies \( \det \phi \neq 0 \) and \( \det \phi^{-1} = (\det \phi)^{-1} \). Conversely, suppose that \( \phi \) is not an isomorphism. Then \( \text{Ker} \phi \neq 0 \) and there exists a nonzero \( e_1 \in V \) such that \( \phi(e_1) = 0 \). By Theorem 2.10, we can extend this to a basis \( \{e_1, \ldots, e_n\} \) for \( V \). But then for any nonzero \( \omega \in \bigwedge^n(V) \) we have

\[
(\det \phi)\omega(e_1, \ldots, e_n) = (\phi^*\omega)(e_1, \ldots, e_n)
\]

\[
= \omega(\phi(e_1), \ldots, \phi(e_n))
\]

\[
= \omega(0, \phi(e_2), \ldots, \phi(e_n))
\]

\[
= 0
\]

and hence we must have \( \det \phi = 0 \).  

**Exercises**

1. Prove Theorem 11.15(d).

2. Show that the matrix \( \phi^*T \) defined in Theorem 11.15(e) is just the \( r \)-fold Kronecker product \( A \otimes \cdots \otimes A \) where \( A = (a_{ij}) \).
The next three exercises are related.

3. Let \( \phi \in L(U, V) \) be an isomorphism, and suppose \( T \in T_r^s(U) \). Define the push-forward \( \phi_* \in L(T_r^s(U), T_r^s(V)) \) by

\[
\phi_*T(\alpha^1, \ldots, \alpha^s, u_1, \ldots, u_r) = T(\phi^*\alpha^1, \ldots, \phi^*\alpha^s, \phi^{-1}u_1, \ldots, \phi^{-1}u_r)
\]

where \( \alpha^1, \ldots, \alpha^s \in U^* \) and \( u_1, \ldots, u_r \in U \). If \( \psi \in L(V, W) \) is also an isomorphism, prove the following:

(a) \( (\psi \circ \phi)_* = \psi_* \circ \phi_* \).

(b) If \( I \in L(U) \) is the identity map, then so is \( I_* \in L(T_r^s(U)) \).

(c) \( \phi_* \) is an isomorphism, and \( (\phi_*)^{-1} = (\phi^{-1})_* \).

(d) If \( T_1 \in T_r^s(U) \) and \( T_2 \in T_{r_2}^{s_2}(U) \), then

\[
\phi_*(T_1 \otimes T_2) = (\phi_*T_1) \otimes (\phi_*T_2)
\]

4. Let \( \phi \in L(U, V) \) be an isomorphism, and let \( U \) and \( V \) have bases \( \{e_i\} \) and \( \{f_i\} \) respectively. Define the matrices \( (a^i_j) \) and \( (b^i_j) \) by \( \phi(e_i) = f_j a^i_j \) and \( \phi^{-1}(f_i) = e_j b^i_j \). Suppose \( T \in T_r^s(U) \) has components \( T^{i_1 \cdots i_s}_{j_1 \cdots j_r} \) relative to \( \{e_i\} \), and \( S \in T_{r_2}^{s_2}(V) \) has components \( S^{i_1 \cdots i_s}_{j_1 \cdots j_r} \) relative to \( \{f_i\} \). Show that the components of \( \phi_*T \) and \( \phi_*S \) are given by

\[
(\phi_*T)^{i_1 \cdots i_s}_{j_1 \cdots j_r} = a^{i_1}_{p_1} \cdots a^{i_s}_{p_s} T^{p_1 \cdots p_s}_{q_1 \cdots q_r} b^{q_1}_{j_1} \cdots b^{q_r}_{j_r}
\]

\[
(\phi_*S)^{i_1 \cdots i_s}_{j_1 \cdots j_r} = b^{i_1}_{p_1} \cdots b^{i_s}_{p_s} S^{p_1 \cdots p_s}_{q_1 \cdots q_r} a^{q_1}_{j_1} \cdots a^{q_r}_{j_r}
\]

5. Let \( \{\omega^j\} \) be the basis dual to \( \{e_i\} \) for \( \mathbb{R}^2 \). Let

\[
T = 2e_1 \otimes \omega^1 - e_2 \otimes \omega^1 + 3e_1 \otimes \omega^2
\]

and suppose \( \phi \in L(\mathbb{R}^2) \) and \( \psi \in L(\mathbb{R}^3, \mathbb{R}^2) \) have the matrix representations

\[
\phi = \begin{pmatrix} 2 & 1 \\ -1 & 1 \end{pmatrix} \quad \text{and} \quad \psi = \begin{pmatrix} 0 & 1 & -1 \\ 1 & 0 & 2 \end{pmatrix}.
\]

Compute \( \text{Tr} \, T \), \( \phi^*T \), \( \psi^*T \), \( \text{Tr}(\psi^*T) \), and \( \phi_*T \).
11.9 ORIENTATIONS AND VOLUMES

Suppose \( \dim V = n \) and consider the space \( \bigwedge^n(V) \). Since this space is \( 1 \)-dimensional, we consider the \( n \)-form

\[
\omega = e^1 \wedge \cdots \wedge e^n \in \bigwedge^n(V)
\]

where the basis \( \{e^i\} \) for \( V^* \) is dual to the basis \( \{e_i\} \) for \( V \). If \( \{v_i = e_j v^j\} \) is any set of \( n \) linearly independent vectors in \( V \) then, according to Examples 11.2 and 11.8, we have

\[
\omega(v_1, \ldots, v_n) = \det(v^j_i) \omega(e_{i_1}, \ldots, e_{i_n}) = \det(v^j_i) .
\]

However, from the corollary to Theorem 11.13, this is just the oriented \( n \)-volume of the \( n \)-dimensional parallelepiped in \( \mathbb{R}^n \) spanned by the vectors \( \{v_i\} \). Therefore, we see that an \( n \)-form in some sense represents volumes in an \( n \)-dimensional space. We now proceed to make this definition precise, beginning with a careful definition of the notion of orientation on a vector space.

In order to try and make the basic idea clear, let us first consider the space \( \mathbb{R}^2 \) with all possible orthogonal coordinate systems. For example, we may consider the usual “right-handed” coordinate system \( \{e_1, e_2\} \) shown below, or we may consider the alternative “left-handed” system \( \{e'_1, e'_2\} \) also shown.

In the first case, we see that rotating \( e_1 \) into \( e_2 \) through the smallest angle between them involves a counterclockwise rotation, while in the second case, rotating \( e'_1 \) into \( e'_2 \) entails a clockwise rotation. This effect is shown in the elementary vector cross product, where the direction of \( e_1 \times e_2 \) is defined by the “right-hand rule” to point out of the page, while \( e'_1 \times e'_2 \) points into the page.

We now ask whether or not it is possible to continuously rotate \( e'_1 \) into \( e_1 \) and \( e'_2 \) into \( e_2 \) while maintaining a basis at all times. In other words, we ask if these two bases are in some sense equivalent. Without being rigorous, it should be clear that this can not be done because there will always be one point where the vectors \( e'_1 \) and \( e'_2 \) will be co-linear, and hence linearly dependent. This observation suggests that we consider the determinant of the matrix representing this change of basis.
In order to formulate this idea precisely, let us take a look at the matrix relating our two bases \( \{ e_1 \} \) and \( \{ e'_1 \} \) for \( \mathbb{R}^2 \). We thus write \( e'_1 = e_1 a_1^1 \) and investigate the determinant \( \det(a_1^1) \). From the above figure, we see that

\[
\begin{align*}
e'_1 &= e_1 a_1^1 + e_2 a_2^1 & \text{where } & a_1^1 < 0 \text{ and } a_2^1 > 0 \\
e'_2 &= e_1 a_1^2 + e_2 a_2^2 & \text{where } & a_1^2 < 0 \text{ and } a_2^2 > 0
\end{align*}
\]

and hence \( \det(a_1^1) = a_1^1 a_2^2 - a_1^2 a_2^1 < 0 \).

Now suppose that we view this transformation as a continuous modification of the identity transformation. This means we consider the basis vectors \( e'_1 \) to be continuous functions \( e'_i(t) \) of the matrix \( a_j^i(t) \) for \( 0 \leq t \leq 1 \) where \( a_j^i(0) = \delta_j^i \) and \( a_j^i(1) = a_j^i \), so that \( e'_i(0) = e_i \) and \( e'_i(1) = e'_i \). In other words, we write \( e'_i(t) = e_j a_j^i(t) \) for \( 0 \leq t \leq 1 \). Now note that \( \det(a_j^i(0)) = \det(\delta_j^i) = 1 > 0 \), while \( \det(a_j^i(1)) = \det(a_j^i) < 0 \). Therefore, since the determinant is a continuous function of its entries, there must be some value \( t_0 \in (0, 1) \) where \( \det(a_j^i(t_0)) = 0 \). It then follows that the vectors \( e'_i(t_0) \) will be linearly dependent.

What we have just shown is that if we start with any pair of linearly independent vectors, and then transform this pair into another pair of linearly independent vectors by moving along any continuous path of linear transformations that always maintains the linear independence of the pair, then every linear transformation along this path must have positive determinant. Another way of saying this is that if we have two bases that are related by a transformation with negative determinant, then it is impossible to continuously transform one into the other while maintaining their independence. This argument clearly applies to \( \mathbb{R}^n \) and is not restricted to \( \mathbb{R}^2 \).

Conversely, suppose we had assumed that \( e'_i = e_j a_j^i \), but this time with \( \det(a_j^i) > 0 \). We want to show that \( \{ e_i \} \) may be continuously transformed into \( \{ e'_i \} \) while maintaining linear independence all the way. We first assume that both \( \{ e_i \} \) and \( \{ e'_i \} \) are orthonormal bases. After treating this special case, we will show how to take care of arbitrary bases.

(Unfortunately, the argument we are about to give relies on the topological concept of path connectedness. Since a complete discussion of this topic would lead us much too far astray, we shall be content to present only the fundamental concepts in Appendix C. Besides, this discussion is only motivation, and the reader should not get too bogged down in the details of this argument. Those readers who know some topology should have no trouble filling in the necessary details if desired.)

Since \( \{ e_i \} \) and \( \{ e'_i \} \) are orthonormal, it follows from Theorem 10.6 (applied to \( \mathbb{R} \) rather than \( \mathbb{C} \)) that the transformation matrix \( A = (a_j^i) \) defined by \( e'_i = e_j a_j^i \) must be orthogonal, and hence \( \det A = +1 \) (by Theorem 10.8(a) and
the fact that we are assuming \{e_i\} and \{e'_i\} are related by a transformation with positive determinant. By Theorem 10.19, there exists a nonsingular matrix \( S \) such that \( S^{-1}AS = M_0 \) where \( M_0 \) is the block diagonal canonical form consisting of +1's, -1's, and 2 x 2 rotation matrices \( R(\theta_i) \) given by

\[
R(\theta_i) = \begin{pmatrix}
cos \theta_i & -\sin \theta_i \\
\sin \theta_i & \cos \theta_i
\end{pmatrix}.
\]

It is important to realize that if there are more than two +1's or more than two -1's, then each pair may be combined into one of the \( R(\theta_i) \) by choosing either \( \theta_i = \pi \) (for each pair of -1's) or \( \theta_i = 0 \) (for each pair of +1's). In this manner, we view \( M_0 \) as consisting entirely of 2 x 2 rotation matrices, and at most a single +1 and/or -1. Since \( \det R(\theta_i) = +1 \) for any \( \theta_i \), we see that (using Theorem 4.14) \( \det M_0 = +1 \) if there is no -1, and \( \det M_0 = -1 \) if there is a single -1. From \( A = SM_0S^{-1} \), we see that \( \det A = \det M_0 \), and since we are requiring that \( \det A > 0 \), we must have the case where there is no -1 in \( M_0 \).

Since \( \cos \theta_i \) and \( \sin \theta_i \) are continuous functions of \( \theta_i \in [0, 2\pi) \) (where the interval \([0, 2\pi)\) is a path connected set), we note that by parametrizing each \( \theta_i \) by \( \theta_i(t) = (1 - t)\theta_i \), the matrix \( M_0 \) may be continuously connected to the identity matrix \( I \) (i.e., at \( t = 1 \)). In other words, we consider the matrix \( M_{\theta(t)} \) where \( M_{\theta(0)} = M_0 \) and \( M_{\theta(1)} = I \). Hence every such \( M_0 \) (i.e., any matrix of the same form as our particular \( M_0 \), but with a different set of \( \theta_i \)'s) may be continuously connected to the identity matrix. (For those readers who know some topology, note all we have said is that the torus \([0, 2\pi) \times \cdots \times [0, 2\pi)\) is path connected, and hence so is its continuous image which is the set of all such \( M_0 \).)

We may write the (infinite) collection of all such \( M_0 \) as \( M = \{M_0\} \). Clearly \( M \) is a path connected set. Since \( A = SM_0S^{-1} \) and \( I = SIS^{-1} \), we see that both \( A \) and \( I \) are contained in the collection \( SMS^{-1} = \{SM_0S^{-1}\} \). But \( SMS^{-1} \) is also path connected since it is just the continuous image of a path connected set (matrix multiplication is obviously continuous). Thus we have shown that both \( A \) and \( I \) lie in the path connected set \( SMS^{-1} \), and hence \( A \) may be continuously connected to \( I \). Note also that every transformation along this path has positive determinant since \( \det SM_0S^{-1} = \det M_0 = 1 > 0 \) for every \( M_0 \in M \).

If we now take any path in \( SMS^{-1} \) that starts at \( I \) and goes to \( A \), then applying this path to the basis \( \{e_i\} \) we obtain a continuous transformation from \( \{e_i\} \) to \( \{e'_i\} \) with everywhere positive determinant. This completes the proof for the special case of orthonormal bases.

Now suppose that \( \{v_i\} \) and \( \{v'_i\} \) are arbitrary bases related by a transformation with positive determinant. Starting with the basis \( \{v_i\} \), we first apply
the Gram-Schmidt process (Theorem 2.21) to \( \{v_i\} \) to obtain an orthonormal basis \( \{e_i\} = \{v_jb_i^j\} \). This orthonormalization process may be visualized as a sequence \( v_i(t) = v_jb_i^j(t) \) (for \( 0 \leq t \leq 1 \)) of continuous scalings and rotations that always maintain linear independence such that \( v_i(0) = v_i \) (i.e., \( b_i^j(0) = \delta_i^j \)) and \( v_i(1) = e_i \) (i.e., \( b_i^j(1) = b_i^j \)). Hence we have a continuous transformation \( b_i^j(t) \) taking \( \{v_i\} \) into \( \{e_i\} \) with \( \det(b_i^j(t)) > 0 \) (the transformation starts with \( \det(b_i^j(0)) = \det I > 0 \), and since the vectors are always independent, it must maintain \( \det(b_i^j(t)) \neq 0 \)). Similarly, we may transform \( \{v'_i\} \) into an orthonormal basis \( \{e'_i\} \) by a continuous transformation with positive determinant. (Alternatively, it was shown in Exercise 5.4.14 that the Gram-Schmidt process is represented by an upper-triangular matrix with all positive diagonal elements, and hence its determinant is positive.) Now \( \{e_i\} \) and \( \{e'_i\} \) are related by an orthogonal transformation that must also have determinant equal to +1 because \( \{v_i\} \) and \( \{v'_i\} \) are related by a transformation with positive determinant, and both of the Gram-Schmidt transformations have positive determinant. This reduces the general case to the special case treated above.

With this discussion as motivation, we make the following definition. Let \( \{v_1, \ldots, v_n\} \) and \( \{v'_1, \ldots, v'_n\} \) be two ordered bases for a real vector space \( V \), and assume that \( v'_i = v_ja_i^j \). These two bases are said to be **similarly oriented** if \( \det(a_i^j) > 0 \), and we write this as \( \{v_i\} \approx \{v'_i\} \). In other words, \( \{v_i\} \approx \{v'_i\} \) if \( v'_i = \phi(v_i) \) with \( \det \phi > 0 \). We leave it to the reader to show that this defines an equivalence relation on the set of all ordered bases for \( V \) (see Exercise 11.9.1). We denote the equivalence class of the basis \( \{v_i\} \) by \([v_i]\).

It is worth pointing out that had we instead required \( \det(a_i^j) < 0 \), then this would not have defined an equivalence relation. This is because if \( (b_i^j) \) is another such transformation with \( \det(b_i^j) < 0 \), then

\[
\det(a_i^j b_i^j) = \det(a_i^j) \det(b_i^j) > 0.
\]

Intuitively this is quite reasonable since a combination of two reflections (each of which has negative determinant) is not another reflection.

We now define an **orientation** of \( V \) to be an equivalence class of ordered bases. The space \( V \) together with an orientation \([v_i]\) is called an **oriented vector space** \((V, [v_i])\). Since the determinant of a linear transformation that relates any two bases must be either positive or negative, we see that \( V \) has exactly two orientations. In particular, if \( \{v_i\} \) is any given basis, then every other basis belonging to the equivalence class \([v_i]\) of \( \{v_i\} \) will be related to \( \{v_i\} \) by a transformation with positive determinant, while those bases related to \( \{v_i\} \) by a transformation with negative determinant will be related to each other by a transformation with positive determinant (see Exercise 11.9.1).
Now recall we have seen that n-forms seem to be related to n-volumes in an n-dimensional space \( V \). To precisely define this relationship, we formulate orientations in terms of n-forms. To begin with, the nonzero elements of the 1-dimensional space \( \Lambda^n(V) \) are called **volume forms** (or sometimes **volume elements** ) on \( V \). If \( \omega_1 \) and \( \omega_2 \) are volume forms, then \( \omega_1 \) is said to be **equivalent** to \( \omega_2 \) if \( \omega_1 = c\omega_2 \) for some real \( c > 0 \), and in this case we also write \( \omega_1 \approx \omega_2 \). Since every element of \( \Lambda^n(V) \) is related to every other element by a relationship of the form \( \omega_1 = a\omega_2 \) for some real \( a \) (i.e., \( -\infty < a < \infty \)), it is clear that this equivalence relation divides the set of all nonzero volume forms into two distinct groups (i.e., equivalence classes). We can relate any ordered basis \( \{v_i\} \) for \( V \) to a specific volume form by defining

\[
\omega = v^1 \land \cdots \land v^n
\]

where \( \{v^i\} \) is the basis dual to \( \{v_i\} \). That this association is meaningful is shown in the next result.

**Theorem 11.19** Let \( \{v_i\} \) and \( \{\bar{v}_i\} \) be bases for \( V \), and let \( \{v^i\} \) and \( \{\bar{v}^i\} \) be the corresponding dual bases. Define the volume forms

\[
\omega = v^1 \land \cdots \land v^n
\]

and

\[
\bar{\omega} = \bar{v}^1 \land \cdots \land \bar{v}^n.
\]

Then \( \{v_i\} \approx \{\bar{v}_i\} \) if and only if \( \omega \approx \bar{\omega} \).

**Proof** First suppose that \( \{v_i\} \approx \{\bar{v}_i\} \). Then \( \bar{v}_i = \phi(v_i) \) where \( \det \phi > 0 \), and hence (using

\[
\omega(v_1, \ldots, v_n) = v^1 \land \cdots \land v^n(v_1, \ldots, v_n) = 1
\]

as shown in Example 11.8)

\[
\omega(\bar{v}_1, \ldots, \bar{v}_n) = \omega(\phi(v_1), \ldots, \phi(v_n))
= (\phi^*\omega)(v_1, \ldots, v_n)
= (\det \phi)\omega(v_1, \ldots, v_n)
= \det \phi.
\]

If we assume that \( \omega = c\bar{\omega} \) for some \( -\infty < c < \infty \), then using \( \bar{\omega}(\bar{v}_1, \ldots, \bar{v}_n) = 1 \) we see that our result implies \( c = \det \phi > 0 \) and thus \( \omega \approx \bar{\omega} \).
Conversely, if $\omega = c \bar{\omega}$ where $c > 0$, then assuming that $\bar{v}_i = \phi(v_i)$, the above calculation shows that $\det \phi = c > 0$, and hence $\{v_i\} \sim \{\bar{v}_i\}$. ■

What this theorem shows us is that an equivalence class of bases uniquely determines an equivalence class of volume forms and conversely. Therefore it is consistent with our earlier definitions to say that an equivalence class $[\omega]$ of volume forms on $V$ defines an orientation on $V$, and the space $V$ together with an orientation $[\omega]$ is called an oriented vector space $(V, [\omega])$. A basis $\{v_i\}$ for $(V, [\omega])$ is now said to be positively oriented if $\omega(v_1, \ldots, v_n) > 0$. Not surprisingly, the equivalence class $[-\omega]$ is called the reverse orientation, and the basis $\{v_i\}$ is said to be negatively oriented if $\omega(v_1, \ldots, v_n) < 0$. Note that if the ordered basis $\{v_1, v_2, \ldots, v_n\}$ is negatively oriented, then the basis $\{v_2, v_1, \ldots, v_n\}$ will be positively oriented because $\omega(v_2, v_1, \ldots, v_n) = -\omega(v_1, v_2, \ldots, v_n) > 0$. By way of additional terminology, the standard orientation on $\mathbb{R}^n$ is that orientation defined by either the standard ordered basis $\{e_1, \ldots, e_n\}$, or the corresponding volume form $e^1 \wedge \cdots \wedge e^n$.

In order to proceed any further, we must introduce the notion of a metric on $V$. This is the subject of the next section.

Exercises

1. (a) Show that the collection of all similarly oriented bases for $V$ defines an equivalence relation on the set of all ordered bases for $V$.
   (b) Let $\{v_i\}$ be a basis for $V$. Show that all other bases related to $\{v_i\}$ by a transformation with negative determinant will be related to each other by a transformation with positive determinant.

2. Let $(U, \omega)$ and $(V, \mu)$ be oriented vector spaces with chosen volume elements. We say that $\phi \in \mathcal{L}(U, V)$ is volume preserving if $\phi^*\mu = \omega$. If dim $U =$ dim $V$ is finite, show that $\phi$ is an isomorphism.

3. Let $(U, [\omega])$ and $(V, [\mu])$ be oriented vector spaces. We say that $\phi \in \mathcal{L}(U, V)$ is orientation preserving if $\phi^*\mu \in [\omega]$. If dim $U =$ dim $V$ is finite, show that $\phi$ is an isomorphism. If $U = V = \mathbb{R}^3$, give an example of a linear transformation that is orientation preserving but not volume preserving.
11.10 THE METRIC TENSOR AND VOLUME FORMS

We now generalize slightly our definition of inner products on $V$. In particular, recall from Section 2.4 (and the beginning of Section 9.2) that property (IP3) of an inner product requires that $(u, u) \geq 0$ for all $u \in V$ and $(u, u) = 0$ if and only if $u = 0$. If we drop this condition entirely, then we obtain an indefinite inner product on $V$. (In fact, some authors define an inner product as obeying only (IP1) and (IP2), and then refer to what we have called an inner product as a “positive definite inner product.”) If we replace (IP3) by the weaker requirement

$$( IP3' ) \quad (u, v) = 0 \text{ for all } v \in V \text{ if and only if } u = 0$$

then our inner product is said to be nondegenerate. (Note that every example of an inner product given in this book up to now has been nondegenerate.) Thus a real nondegenerate indefinite inner product is just a real nondegenerate symmetric bilinear map. We will soon see an example of an inner product with the property that $(u, u) = 0$ for some $u \neq 0$ (see Example 11.13 below).

Throughout the remainder of this chapter, we will assume that our inner products are indefinite and nondegenerate unless otherwise noted. We furthermore assume that we are dealing exclusively with real vector spaces.

Let $\{ e_i \}$ be a basis for an inner product space $V$. Since in general we will not have $(e_i, e_j) = \delta_{ij}$, we define the scalars $g_{ij}$ by

$$g_{ij} = (e_i, e_j) .$$

In terms of the $g_{ij}$, we have for any $X, Y \in V$

$$\langle X, Y \rangle = (x^i e_i, y^j e_j) = x^i y^j (e_i, e_j) = g_{ij} x^i y^j .$$

If $\{ \bar{e}_i \}$ is another basis for $V$, then we will have $\bar{e}_i = e_j a^j_i$ for some nonsingular transition matrix $A = (a^j_i)$. Hence, writing $\bar{g}_{ij} = (\bar{e}_i, \bar{e}_j)$ we see that

$$\bar{g}_{ij} = (\bar{e}_i, \bar{e}_j) = (e_l a^l_i, e_s a^s_j) = a^l_i a^s_j (e_r, e_s) = a^l_i a^s_j g_{rs}$$

which shows that the $g_{ij}$ transform like the components of a second-rank covariant tensor. Indeed, defining the tensor $g \in T^2 (V)$ by

$$g(X, Y) = \langle X, Y \rangle$$

results in

$$g(e_i, e_j) = (e_i, e_j) = g_{ij}$$
as it should. We are therefore justified in defining the (covariant) metric tensor

\[ g = g_{ij} \omega^i \otimes \omega^j \in T_2(V) \]

(where \( \{\omega^i\} \) is the basis dual to \( \{e_i\} \)) by \( g(X, Y) = \langle X, Y \rangle \). In fact, since the inner product is nondegenerate and symmetric (i.e., \( \langle X, Y \rangle = \langle Y, X \rangle \)), we see that \( g \) is a nondegenerate symmetric tensor (i.e., \( g_{ij} = g_{ji} \)).

Next, we notice that given any vector \( A \in V \), we may define a linear functional \( \langle A, \cdot \rangle \) on \( V \) by the assignment \( B \mapsto \langle A, B \rangle \). In other words, for any \( A \in V \), we associate the 1-form \( \alpha \) defined by \( \alpha(B) = \langle A, B \rangle \) for every \( B \in V \). Note that the kernel of the mapping \( A \mapsto \langle A, \cdot \rangle \) (which is easily seen to be a vector space homomorphism) consists of only the zero vector (since \( \langle A, B \rangle = 0 \) for every \( B \in V \) implies that \( A = 0 \)), and hence this association is an isomorphism. Given any basis \( \{e_i\} \) for \( V \), the components \( a_i \) of \( \alpha \in V^* \) are given in terms of those of \( A = a^i e_i \in V \) by

\[ a_i = \alpha(e_i) = \langle A, e_i \rangle = \langle a^j e_j, e_i \rangle = a^j \langle e_j, e_i \rangle = a^j g_{ji} \]

Thus, to any contravariant vector \( A = a^i e_i \in V \), we can associate a unique covariant vector \( \alpha \in V^* \) by

\[ \alpha = a_i \omega^i = (a^j g_{ji}) \omega^j \]

where \( \{\omega^i\} \) is the basis for \( V^* \) dual to the basis \( \{e_i\} \) for \( V \). In other words, we write

\[ a_i = a^j g_{ji} \]

and we say that \( a_i \) arises by lowering the index \( j \) of \( a^j \).

**Example 11.12** If we consider the space \( \mathbb{R}^n \) with a Cartesian coordinate system \( \{e_i\} \), then we have \( g_{ij} = \langle e_i, e_j \rangle = \delta_{ij} \), and hence \( a_i = \delta_{ij} a^j = a^i \). Therefore, in a Cartesian coordinate system, there is no distinction between the components of covariant and contravariant vectors. This explains why 1-forms never arise in elementary treatments of vector analysis.

Since the metric tensor is nondegenerate, the matrix \( (g_{ij}) \) must be nonsingular (or else the mapping \( a^j \mapsto a_i \) would not be an isomorphism). We can therefore define the inverse matrix \( (g^{ij}) \) by

\[ g^{ij} g_{jk} = g_{kj} g^{ij} = \delta^i_k . \]
Using \( (g^{ij}) \), we see that the inverse of the mapping \( a^j \mapsto a_i \) is given by

\[
g^{ij}a_j = a^i.
\]

This is called, naturally enough, raising an index. We will show below that the \( g^{ij} \) do indeed form the components of a tensor.

It is worth remarking that the “tensor” \( g^i_j = g^{ik} g_{kj} = \delta^i_j \) (\( = \delta_j^i \)) is unique in that it has the same components in any coordinate system. Indeed, if \( \{ e_i \} \) and \( \{ \bar{e}_i \} \) are two bases for a space \( V \) with corresponding dual bases \( \{ \omega^i \} \) and \( \{ \bar{\omega}^i \} \), then \( \bar{e}_i = e_i \omega^i \) and \( \bar{\omega}^j = b^j_i \omega^i = (a^{-1})^j_i \omega^i \) (see the discussion following Theorem 11.2). Therefore, if we define the tensor \( \delta \) to have the same values in the first coordinate system as the Kronecker delta, then \( \delta^j_i = \delta(\omega^i, \bar{e}_j) \). If we now define the symbol \( \bar{\delta}^i_j \) by \( \bar{\delta}^i_j = \delta(\bar{\omega}^i, \bar{e}_j) \), then we see that

\[
\bar{\delta}^i_j = \delta(\bar{\omega}^i \cdot \bar{e}_j) = \delta((a^{-1})^j_k \omega^k, e_r a^r_j) = (a^{-1})^j_k a^r_j \delta(\omega^k, e_r) = (a^{-1})^j_k a^r_j \delta^k_r = \delta^j_r.
\]

This shows that the \( \delta^i_j \) are in fact the components of a tensor, and that these components are the same in any coordinate system.

We would now like to show that the scalars \( g^{ij} \) are indeed the components of a tensor. There are several ways that this can be done. First, let us write

\[
g_{ij} g^{ik} = \delta_k^j \text{ where we know that both } g_{ij} \text{ and } \delta_k^j \text{ are tensors. Multiplying both sides of this equation by } (a^{-1})^r_k a^i_s \text{ and using } (a^{-1})^r_k a^i_s \delta_k^i = \delta^r_s \text{ we find}
\]

\[
g_{ij} g^{ik} (a^{-1})^r_k a^i_s = \delta^r_s.
\]

Now substitute \( g_{ij} = g_{it} \delta^t_j = g_{it} a^i_q (a^{-1})^q_j \) to obtain

\[
[a^i_k a^l_q g_{il}] [(a^{-1})^q_i (a^{-1})^r_k g^{jk}] = \delta^r_s.
\]

Since \( g_{lt} \) is a tensor, we know that \( a^i_s a^l_q g_{lt} = \bar{g}_{sq} \). If we write

\[
\bar{g}^{qr} = (a^{-1})^q_j (a^{-1})^r_k g^{jk}
\]

then we will have defined the \( g^{jk} \) to transform as the components of a tensor, and furthermore, they have the requisite property that \( \bar{g}_{sq} \bar{g}^{qr} = \delta^r_s \). Therefore we have defined the (contravariant) metric tensor \( G \in \mathcal{T}_0^1(V) \) by
\[ G = g^{ij}e_i \otimes e_j \]

where \( g^{ij}g_{jk} = \delta^i_k. \)

There is another interesting way for us to define the tensor \( G. \) We have already seen that a vector \( A = a^i e_i \in V \) defines a unique linear form \( \alpha = a^i \omega^i \) by the association \( \alpha = g_{ij} a^j \omega^j. \) If we denote the inverse of the matrix \( (g_{ij}) \) by \( (g^{ij}) \) so that \( g^{ij}g_{jk} = \delta^i_k, \) then to any linear form \( \alpha = a^i \omega^i \in V^* \) there corresponds a unique vector \( A = a^i e_i \in V \) defined by \( A = g^{ij}a^j e_j. \) We can now use this isomorphism to define an inner product on \( V^*. \) In other words, if \( \langle \cdot, \cdot \rangle \) is an inner product on \( V, \) we define an inner product \( \langle \cdot, \cdot \rangle \) on \( V^* \) by

\[ \langle \alpha, \beta \rangle = \langle A, B \rangle \]

where \( A, B \in V \) are the vectors corresponding to the 1-forms \( \alpha, \beta \in V^*. \)

Let us write an arbitrary basis vector \( e_i \) in terms of its components relative to the basis \( \{e_i\} \) as \( e_i = \delta^i_j e_j. \) Therefore, in the above isomorphism, we may define the linear form \( \tilde{e}_i \in V^* \) corresponding to the basis vector \( e_i \) by

\[ \tilde{e}_i = g^{ik} \delta^j_i \omega^k = g^{ik} \omega^k \]

and hence using the inverse matrix, we find that

\[ \omega^k = g^{ki} \tilde{e}_i. \]

Applying our definition of the inner product in \( V^* \) we have \( \langle \tilde{e}_i, \tilde{e}_j \rangle = \langle e_i, e_j \rangle = g_{ij}, \) and therefore we obtain

\[ \langle \omega^i, \omega^j \rangle = \langle g^{ir} \tilde{e}_r, g^{js} \tilde{e}_s \rangle = g^{ir} g^{js} \langle \tilde{e}_r, \tilde{e}_s \rangle = g^{ir} g^{js} g_{rs} = g^{ir} \delta^j_r = g^{ij} \]

which is the analogue in \( V^* \) of the definition \( g_{ij} = \langle e_i, e_j \rangle \) in \( V. \)

Lastly, since \( \bar{\omega}^i = (a^{-1})^i_j \omega^j, \) we see that

\[
\bar{g}^{ij} = \langle \bar{\omega}^i, \bar{\omega}^j \rangle = \langle (a^{-1})^i_r \omega^r, (a^{-1})^j_s \omega^s \rangle = (a^{-1})^i_r (a^{-1})^j_s \langle \omega^r, \omega^s \rangle = (a^{-1})^i_r (a^{-1})^j_s g^{rs}
\]

so the scalars \( \bar{g}^{ij} \) may be considered to be the components of a symmetric tensor \( G \in \mathcal{T}^0_2(V) \) defined as above by \( G = g^{ij}e_i \otimes e_j. \)

Now let \( g = \langle \cdot, \cdot \rangle \) be an arbitrary (i.e., possibly degenerate) real symmetric bilinear form on the inner product space \( V. \) It follows from the corollary to Theorem 9.14 that there exists a basis \( \{e_i\} \) for \( V \) in which the matrix \( (g_{ij}) \) of \( g \) takes the unique diagonal form.
\[ g_{ij} = \begin{pmatrix} I_r & \vphantom{-I_s} \\ -I_s & \vphantom{I_r} \\ 0_t & \vphantom{-I_s} \end{pmatrix} \]

where \( r + s + t = \dim V = n \). Thus

\[ g(e_i, e_i) = \begin{cases} 1 & \text{for } 1 \leq i \leq r \\ -1 & \text{for } r + 1 \leq i \leq r + s \\ 0 & \text{for } r + s + 1 \leq i \leq n \end{cases} \]

If \( r + s < n \), the inner product is degenerate and we say that the space \( V \) is **singular** (with respect to the given inner product). If \( r + s = n \), then the inner product is nondegenerate, and the basis \( \{e_i\} \) is orthonormal. In the orthonormal case, if either \( r = 0 \) or \( r = n \), the space is said to be **ordinary Euclidean**, and if \( 0 < r < n \), then the space is called **pseudo-Euclidean**. Recall that the number \( r - s = r - (n - r) = 2r - n \) is called the **signature** of \( g \) (which is therefore just the trace of \( (g_{ij}) \)). Moreover, the number of \(-1\)'s is called the **index** of \( g \), and is denoted by \( \text{Ind}(g) \). If \( g = \langle , \rangle \) is to be a metric on \( V \), then by definition, we must have \( r + s = n \) so that the inner product is nondegenerate. In this case, the basis \( \{e_i\} \) is called \textit{g-orthonormal}.

**Example 11.13** If the metric \( g \) represents a positive definite inner product on \( V \), then we must have \( \text{Ind}(g) = 0 \), and such a metric is said to be **Riemannian**. Alternatively, another well-known metric is the Lorentz metric used in the theory of special relativity. By definition, a **Lorentz** metric \( \eta \) has \( \text{Ind}(\eta) = 1 \). Therefore, if \( \eta \) is a Lorentz metric, an \( \eta \)-orthonormal basis \( \{e_1, \ldots, e_n\} \) ordered in such a way that \( \eta(e_i, e_i) = +1 \) for \( i = 1, \ldots, n - 1 \) and \( \eta(e_n, e_n) = -1 \) is called a **Lorentz frame**.

Thus, in terms of a \( g \)-orthonormal basis, a Riemannian metric has the form

\[
(g_{ij}) = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix}
\]

while in a Lorentz frame, a Lorentz metric takes the form

\[
(\eta_{ij}) = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & -1 \end{pmatrix}.
\]
It is worth remarking that a Lorentz metric is also frequently defined as having \( \text{Ind}(\eta) = n - 1 \). In this case we have \( \eta(e_i, e_i) = 1 \) and \( \eta(e_i, e_j) = -1 \) for each \( i = 2, \ldots, n \). We also point out that a vector \( v \in V \) is called timelike if \( \eta(v, v) < 0 \), lightlike (or null) if \( \eta(v, v) = 0 \), and spacelike if \( \eta(v, v) > 0 \). Note that a Lorentz inner product is clearly indefinite since, for example, the nonzero vector \( v \) with components \( v = (0, 0, 1, 1) \) has the property that \( \langle v, v \rangle = \eta(v, v) = 0 \).

We now show that introducing a metric on \( V \) leads to a unique volume form on \( V \).

**Theorem 11.20** Let \( g \) be a metric on an \( n \)-dimensional oriented vector space \((V, [\omega])\). Then, corresponding to the metric \( g \), there exists a unique volume form \( \mu = \mu(g) \in [\omega] \) such that \( \mu(e_1, \ldots, e_n) = 1 \) for every positively oriented \( g \)-orthonormal basis \( \{e_i\} \) for \( V \). Moreover, if \( \{v_i\} \) is any (not necessarily \( g \)-orthonormal) positively oriented basis for \( V \) with dual basis \( \{v^i\} \), then

\[
\mu = |\det(g(v_i, v_j))|^{1/2} v^1 \wedge \cdots \wedge v^n .
\]

In particular, if \( \{v_i\} = \{e_i\} \) is a \( g \)-orthonormal basis, then \( \mu = e^1 \wedge \cdots \wedge e^n \).

**Proof** Since \( \omega \neq 0 \), there exists a positively oriented \( g \)-orthonormal basis \( \{e_i\} \) such that \( \omega(e_1, \ldots, e_n) > 0 \) (we can multiply \( e_i \) by \(-1\) if necessary in order that \( \{e_i\} \) be positively oriented). We now define \( \mu \in [\omega] \) by

\[
\mu(e_1, \ldots, e_n) = 1 .
\]

That this defines a unique \( \mu \) follows by multilinearity. We claim that if \( \{f_i\} \) is any other positively oriented \( g \)-orthonormal basis, then \( \mu(f_1, \ldots, f_n) = 1 \) also. To show this, we first prove a simple general result.

Suppose \( \{v_i\} \) is any other basis for \( V \) related to the \( g \)-orthonormal basis \( \{e_i\} \) by \( v_i = \phi(e_i) = e_i a_i^r \) where, by Theorem 11.17, we have \( \det \phi = \det(a_i^r) \). We then have \( g(v_i, v_j) = a_i^r a_s^j g(e_r, e_s) \) which in matrix notation is \( [g]_v = A^T[g]_e A \), and hence

\[
\det(g(v_i, v_j)) = (\det \phi)^2 \det(g(e_r, e_s)) .
\]  

However, since \( \{e_i\} \) is \( g \)-orthonormal we have \( g(e_r, e_s) = \pm \delta_{rs} \), and therefore \( |\det(g(e_r, e_s))| = 1 \). In other words

\[
|\det(g(v_i, v_j))|^{1/2} = |\det \phi| .
\]
Returning to our problem, we have \( \det(g(f_1, f_n)) = \pm 1 \) also since \( \{f_i\} = \{\phi(e_i)\} \) is g-orthonormal. Thus (10) implies that \( |\det \phi| = 1 \). But \( \{f_i\} \) is positively oriented so that \( \mu(f_1, \ldots, f_n) > 0 \) by definition. Therefore

\[
0 < \mu(f_1, \ldots, f_n) = \mu(\phi(e_1), \ldots, \mu(\phi(e_n)) = (\phi^* \mu)(e_1, \ldots, e_n)
\]

so that we must in fact have \( \det \phi = +1 \). In other words, \( \mu(f_1, \ldots, f_n) = 1 \) as claimed.

Now suppose that \( \{v_i\} \) is an arbitrary positively oriented basis for \( V \) such that \( v_i = \phi(e_i) \). Then, analogously to what we have just shown, we see that \( \mu(v_1, \ldots, v_n) = \det \phi > 0 \). Hence (10) shows that (using Example 11.8)

\[
\mu(v_1, \ldots, v_n) = \det \phi = |\det(g(v_i, v_j))|^{1/2} v^1 \wedge \cdots \wedge v^n(v_1, \ldots, v_n)
\]

which implies

\[
\mu = |\det(g(v_i, v_j))|^{1/2} v^1 \wedge \cdots \wedge v^n .
\]

The unique volume form \( \mu \) defined in Theorem 11.20 is called the g-volume, or sometimes the metric volume form. A common (although rather careless) notation is to write \( |\det(g(v_i, v_j))|^{1/2} = \sqrt{|g|} \). In this notation, the g-volume is written as

\[
\sqrt{|g|} v^1 \wedge \cdots \wedge v^n
\]

where \( \{v_1, \ldots, v_n\} \) must be positively oriented. If the basis \( \{v_1, v_2, \ldots, v_n\} \) is negatively oriented, then clearly \( \{v_2, v_1, \ldots, v_n\} \) will be positively oriented. Furthermore, even though the matrix of \( g \) relative to each of these oriented bases will be different, the determinant actually remains unchanged (see the discussion following the corollary to Theorem 11.13). Therefore, for this negatively oriented basis, the g-volume is

\[
\sqrt{|g|} v^2 \wedge v^1 \wedge \cdots \wedge v^n = -\sqrt{|g|} v^1 \wedge v^2 \wedge \cdots \wedge v^n .
\]

We thus have the following corollary to Theorem 11.20.

**Corollary**  Let \( \{v_i\} \) be any basis for the \( n \)-dimensional oriented vector space \( (V, \omega) \) with metric \( g \). Then the g-volume form on \( V \) is given by

\[
\pm \sqrt{|g|} v^1 \wedge \cdots \wedge v^n
\]
where the “+” sign is for \( \{v_i\} \) positively oriented, and the “−” sign is for \( \{v_i\} \) negatively oriented.

**Example 11.14** From Example 11.13, we see that for a Riemannian metric \( g \) and \( g \)-orthonormal basis \( \{e_i\} \) we have \( \det(g(e_i, e_j)) = +1 \). Hence, from equation (9), we see that \( \det(g(v_i, v_j)) > 0 \) for any basis \( \{v_i = \phi(e_i)\} \). Thus the \( g \)-volume form on a Riemannian space is given by \( \pm \sqrt{g} \, \, v_1 \wedge \cdots \wedge v^n \).

For a Lorentz metric we have \( \det(\eta(e_i, e_j)) = -1 \) in a Lorentz frame, and therefore \( \det(g(v_i, v_j)) < 0 \) in an arbitrary frame. Thus the \( g \)-volume in a Lorentz space is given by \( \pm \sqrt{-g} \, \, v_1 \wedge \cdots \wedge v^n \).

Let us point out that had we defined \( \text{Ind}(\eta) = n - 1 \) instead of \( \text{Ind}(\eta) = 1 \), then \( \det(\eta(e_i, e_j)) < 0 \) only in an even dimensional space. In this case, we would have to write the \( g \)-volume as in the above corollary. 

**Example 11.15** (This example is a continuation of Example 11.11.) We remark that these volume elements are of great practical use in the theory of integration on manifolds. To see an example of how this is done, let us use Examples 11.1 and 11.11 to write the volume element as (remember that this applies only locally, and hence the metric depends on the coordinates)

\[
\mathrm{d}\tau = \sqrt{|g|} \, \, \mathrm{d}x^1 \wedge \cdots \wedge \mathrm{d}x^n .
\]

If we go to a new coordinate system \( \{\bar{x}^i\} \), then

\[
\bar{g}_{ij} = \frac{\partial x^f}{\partial \bar{x}^i} \frac{\partial x^s}{\partial \bar{x}^j} g_{rs}
\]

so that \( |ar{g}| = (J^{-1})^2 |g| \) where \( J^{-1} = \det(\partial x^f/\partial \bar{x}^i) \) is the determinant of the inverse Jacobian matrix of the transformation. But using \( \mathrm{d}\bar{x}^1 = (\partial x^j/\partial \bar{x}^i) \mathrm{d}x^j \) and the properties of the wedge product, it is easy to see that

\[
\mathrm{d}\bar{x}^1 \wedge \cdots \wedge \mathrm{d}\bar{x}^n = \frac{\partial \bar{x}^1}{\partial x^i} \cdots \frac{\partial \bar{x}^n}{\partial x^i} \mathrm{d}x^i \wedge \cdots \wedge \mathrm{d}x^n \\
= \det\left( \frac{\partial \bar{x}^i}{\partial x^j} \right) \mathrm{d}x^1 \wedge \cdots \wedge \mathrm{d}x^n
\]

and hence

\[
\mathrm{d}\bar{x}^1 \wedge \cdots \wedge \mathrm{d}\bar{x}^n = J \, \mathrm{d}x^1 \wedge \cdots \wedge \mathrm{d}x^n
\]
where $J$ is the determinant of the Jacobian matrix. (Note that the proper transformation formula for the volume element in multiple integrals arises naturally in the algebra of exterior forms.) We now have

$$d\tau = \sqrt{|g|} \, dx^1 \wedge \cdots \wedge dx^n = J^{-1} \sqrt{|g|} \, J \, dx^1 \wedge \cdots \wedge dx^n$$

and hence $d\tau$ is a scalar called the **invariant volume element**. In the case of $\mathbb{R}^4$ as a Lorentz space, this result is used in the theory of relativity. //

**Exercises**

1. Suppose $V$ has a metric $g_{ij}$ defined on it. Show that for any $A, B \in V$ we have $(A, B) = a_i b^i = a^i b_i$.

2. According to the special theory of relativity, the speed of light is the same for all unaccelerated observers regardless of the motion of the source of light relative to the observer. Consider two observers moving at a constant velocity $\beta$ with respect to each other, and assume that the origins of their respective coordinate systems coincide at $t = 0$. If a spherical pulse of light is emitted from the origin at $t = 0$, then (in units where the speed of light is equal to 1) this pulse satisfies the equation $x^2 + y^2 + z^2 - t^2 = 0$ for the first observer, and $\bar{x}^2 + \bar{y}^2 + \bar{z}^2 - \bar{t}^2 = 0$ for the second observer. We shall use the common notation $(t, x, y, z) = (x^0, x^1, x^2, x^3)$ for our coordinates, and hence the Lorentz metric takes the form

$$\eta_{\mu\nu} = \begin{pmatrix} -1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{pmatrix}$$

where $0 \leq \mu, \nu \leq 3$.

(a) Let the Lorentz transformation matrix be $\Lambda$ so that $\bar{x}^\mu = \Lambda^\mu_\nu \, x^\nu$. Show that the Lorentz transformation must satisfy $\Lambda^T \eta \Lambda = \eta$.

(b) If the $\{\bar{x}^\mu\}$ system moves along the $x^1$-axis with velocity $\beta$, then it turns out that the Lorentz transformation is given by

$$\bar{x}^0 = \gamma(x^0 - \beta x^1)$$
$$\bar{x}^1 = \gamma(x^1 - \beta x^0)$$
\[ x^2 = x^2 \]
\[ x^3 = x^3 \]

where \( \gamma^2 = 1/(1 - \beta^2) \). Using \( \Lambda^\mu_\nu = \partial x^\mu / \partial x^\nu \), write out the matrix \( (\Lambda^\mu_\nu) \), and verify explicitly that \( \Lambda^T \eta \Lambda = \eta \).

(c) The electromagnetic field tensor is given by

\[
F_{\mu \nu} = \begin{pmatrix}
0 & -E_x & -E_y & -E_z \\
E_x & 0 & B_z & -B_y \\
E_y & -B_z & 0 & B_x \\
E_z & B_y & -B_x & 0
\end{pmatrix}.
\]

Using this, find the components of the electric field \( \bar{E} \) and magnetic field \( \bar{B} \) in the \( \{\bar{x}^\mu\} \) coordinate system. In other words, find \( \bar{F}_{\mu \nu} \). (The actual definition of \( F_{\mu \nu} \) is given by \( F_{\mu \nu} = \partial \bar{x}^\mu / \partial x^\nu - \partial \bar{x}^\nu / \partial x^\mu \) where \( \partial \mu = \partial / \partial x^\mu \) and \( \Lambda_{\mu \nu} = (\phi, A_1, A_2, A_3) \) is related to \( \bar{E} \) and \( \bar{B} \) through the classical equations \( \bar{E} = \nabla \phi - \partial A / \partial t \) and \( \bar{B} = \nabla \times \bar{A} \). See also Exercise 11.1.6.)

3. Let \( V \) be an \( n \)-dimensional vector space with a Lorentz metric \( \eta \), and let \( W \) be an \((n - 1)\)-dimensional subspace of \( V \). Note that

\[
W^\perp = \{ v \in V: \eta(v, w) = 0 \text{ for all } w \in W \}
\]

is the 1-dimensional subspace of all normal vectors for \( W \). We say that \( W \) is timelike if every normal vector is spacelike, null if every normal vector is null, and spacelike if every normal vector is timelike. Prove that \( \eta \) restricted to \( W \) is

(a) Positive definite if \( W \) is spacelike.

(b) A Lorentz metric if \( W \) is timelike.

(c) Degenerate if \( W \) is null.

4. (a) Let \( D \) be a 3 x 3 determinant considered as a function of three contravariant vectors \( A^i_1 \), \( A^i_2 \), and \( A^i_3 \). Show that under a change of coordinates, \( D \) does not transform as a scalar, but that \( D \sqrt{|g|} \) does transform as a proper scalar. [Hint: Use Exercise 11.2.8.]

(b) Show that \( \varepsilon_{ijk} \sqrt{|g|} \) transforms like a tensor. (This is the Levi-Civita tensor in general coordinates. Note that in a g-orthonormal coordinate system this reduces to the Levi-Civita symbol.)

(c) What is the contravariant version of the tensor in part (b)?
The material to be presented in this chapter is essential for all advanced work in physics and analysis. We have attempted to present several relatively difficult theorems in sufficient detail that they are readily understandable by readers with less background than normally might be required for such results. However, we assume that the reader is quite familiar with the contents of Appendices A and B, and we will frequently refer to results from these appendices. Essentially, this chapter serves as an introduction to the theory of infinite-dimensional vector spaces. Throughout this chapter we let E, F and G denote normed vector spaces over the real or complex number fields only.

12.1 MATHEMATICAL PRELIMINARIES

This rather long first section presents the elementary properties of limits and continuous functions. While most of this material properly falls under the heading of analysis, we do not assume that the reader has already had such a course. However, if these topics are familiar, then the reader should briefly scan the theorems of this section now, and return only for details if and when it becomes necessary.

For ease of reference, we briefly repeat some of our earlier definitions and results. By a norm on a vector space E, we mean a mapping \( \| \cdot \| : E \to \mathbb{R} \) satisfying:
(N1) $\|u\| \geq 0$ for every $u \in E$ and $\|u\| = 0$ if and only if $u = 0$ (positive definiteness).

(N2) $|c|\|u\| = \|cu\|$ for every $u \in E$ and $c \in \mathcal{F}$.

(N3) $\|u + v\| \leq \|u\| + \|v\|$ (triangle inequality).

If there is more than one norm on $E$ under consideration, then we may denote them by subscripts such as $\| \|_2$ etc. Similarly, if we are discussing more than one space, then the norm associated with a space $E$ will sometimes be denoted by $\| \|_E$. We call the pair $(E, \| \|)$ a normed vector space.

If $E$ is a complex vector space, we define the Hermitian inner product as the mapping $(\cdot, \cdot): E \times E \to \mathbb{C}$ such that for all $u, v, w \in E$ and $c \in \mathbb{F}$ we have:

(IP1) $(u, v + w) = (u, v) + (u, w)$.

(IP2) $(cu, v) = c^*(u, v)$.

(IP3) $(u, v) = (v, u)^*$.

(IP4) $(u, u) \geq 0$ and $(u, u) = 0$ if and only if $u = 0$.

where $*$ denotes complex conjugation. A Hermitian inner product is sometimes called a sesquilinear form. Note that (IP2) and (IP3) imply

$$(u, cv) = (cv, u)^* = c(v, u)^* = c(u, v)$$

and that (IP3) implies $(v, v)$ is real.

As usual, if $(u, v) = 0$ we say that $u$ and $v$ are orthogonal, and we sometimes write this as $u \perp v$. If we let $S$ be a subset of $E$, then the collection

$$\{u \in E: (u, v) = 0 \text{ for every } v \in S\}$$

is a subspace of $E$ called the orthogonal complement of $S$, and is denoted by $S^\perp$.

It should be remarked that many authors define $(cu, v) = c(u, v)$ rather than our (IP2), and the reader must be careful to note which definition is being followed. Furthermore, there is no reason why we could not have defined a mapping $E \times E \to \mathbb{R}$, and in this case we have simply an inner product on $E$ (where obviously there is now no complex conjugation).

The most common example of a Hermitian inner product is the standard inner product on $\mathbb{C}^n = \mathbb{C} \times \cdots \times \mathbb{C}$ defined for all $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$ in $\mathbb{C}^n$ by

$$(x, y) = \sum_{i=1}^n x_i^* y_i.$$
We leave it to the reader to verify conditions (IP1) – (IP4). Before defining a norm on \( \mathbb{C}^n \), we again prove (in a slightly different manner from that in Chapter 2) the **Cauchy-Schwartz inequality**.

**Example 12.1**  Let \( E \) be a complex (or real) inner product space, and let \( u, v \in E \) be nonzero vectors. Then for any \( a, b \in \mathbb{C} \) we have

\[
0 \leq \langle au + bv, au + bv \rangle = |a|^2 \langle u, u \rangle + a^*b \langle u, v \rangle + b^*a \langle v, u \rangle + |b|^2 \langle v, v \rangle.
\]

Now note that the middle two terms are complex conjugates of each other, and hence their sum is \( 2 \text{Re}(a^*b \langle u, v \rangle) \). Therefore, letting \( a = \langle v, v \rangle \) and \( b = -\langle v, u \rangle \), we have

\[
0 \leq \langle v, v \rangle \langle u, u \rangle - 2 \langle v, v \rangle |\langle u, v \rangle|^2 + |\langle u, v \rangle|^2 \langle v, v \rangle
\]

which is equivalent to

\[
\langle v, v \rangle |\langle u, v \rangle|^2 \leq \langle v, v \rangle \langle u, u \rangle.
\]

Since \( v \neq 0 \) we have \( \langle v, v \rangle \neq 0 \), and hence dividing by \( \langle v, v \rangle \) and taking the square root yields the desired result

\[
|\langle u, v \rangle| \leq \langle u, u \rangle^{1/2} \langle v, v \rangle^{1/2}.
\]

If a vector space \( E \) has an inner product defined on it, then we may define a norm on \( E \) by

\[
\|v\| = \langle v, v \rangle^{1/2}
\]

for all \( v \in E \). Properties (N1) and (N2) for this norm are obvious, and (N3) now follows from the Cauchy-Schwartz inequality and the fact that \( \text{Re} \langle u, v \rangle \leq |\langle u, v \rangle| \):

\[
\|u + v\|^2 = \langle u + v, u + v \rangle
= \|u\|^2 + 2 \text{Re} \langle u, v \rangle + \|v\|^2
\leq \|u\|^2 + 2 |\langle u, v \rangle| + \|v\|^2
\leq \|u\|^2 + 2 \|u\| \|v\| + \|v\|^2
= (\|u\| + \|v\|)^2.
\]

We leave it to the reader (Exercise 12.1.1) to prove the so-called **parallelogram law** in an inner product space \( (E, \langle , \rangle) \):

\[
\|u + v\|^2 + \|u - v\|^2 = 2\|u\|^2 + 2\|v\|^2.
\]
The geometric meaning of this formula in $\mathbb{R}^2$ is that the sum of the squares of the diagonals of a parallelogram is equal to the sum of the squares of the sides. If $\langle u, v \rangle = 0$, then the reader can also easily prove the Pythagorean theorem:

$$\|u + v\|^2 = \|u\|^2 + \|v\|^2 \quad \text{if } u \perp v.$$ 

In terms of the standard inner product on $\mathbb{C}^n$, we now define a norm on $\mathbb{C}^n$ by

$$\|x\|^2 = \langle x, x \rangle = \sum_{i=1}^{n} |x_i|^2.$$ 

The above results now show that this does indeed satisfy the requirements of a norm.

Continuing, if $(E, \| \cdot \|)$ is a normed space, then we may make $E$ into a metric space $(E, d)$ by defining

$$d(u, v) = \|u - v\|.$$ 

Again, the only part of the definition of a metric space (see Appendix A) that is not obvious is (M4), and this now follows from (N3) because

$$d(u, v) = \|u - v\| = \|u - w + w - v\| \leq \|u - w\| + \|w - v\| = d(u, w) + d(w, v).$$

The important point to get from all this is that normed vector spaces form a special class of metric spaces. This means that all the results from Appendix A and many of the results from Appendix B will carry over to the case of normed spaces. In Appendix B we presented the theory of sequences and series of numbers. As we explained there however, many of the results are valid as well for normed vector spaces if we simply replace the absolute value by the norm.

For example, suppose $A \subseteq E$ and let $v \in E$. Recall that $v$ is said to be an accumulation point of $A$ if every open ball centered at $v$ contains a point of $A$ distinct from $v$. In other words, given $\varepsilon > 0$ there exists $u \in A$, $u \neq v$, such that $\|u - v\| < \varepsilon$. As expected, if $\{v_n\}$ is a sequence of vectors in $E$, then we say that $\{v_n\}$ converges to the limit $v \in E$ if given $\varepsilon > 0$, there exists an integer $N > 0$ such that $n \geq N$ implies $\|v_n - v\| < \varepsilon$. As usual, we write $\lim v_n = lim_{n \to \infty} v_n = v$. If there exists a neighborhood of $v$ (i.e., an open ball containing $v$) such that $v$ is the only point of $A$ in this neighborhood, then we say that $v$ is an isolated point of $A$. 

Example 12.2 Suppose $\lim v_n = v$. Then for every $\varepsilon > 0$, there exists $N$ such that $n \geq N$ implies $\|v - v_n\| < \varepsilon$. From Example 2.11 we then see that

$$|\|v\| - \|v_n\|| \leq \|v - v_n\| < \varepsilon$$

and hence directly from the definition of $\lim \|v_n\|$ we have

$$\|\lim v_n\| = \|v\| = \lim \|v_n\|.$$

This result will be quite useful in several later proofs.

Note that if $v$ is an accumulation point of $A$, then for every $n > 0$ there exists $v_n \in A$, $v_n \neq v$, such that $\|v_n - v\| < 1/n$. In particular, for any $\varepsilon > 0$, choose $N$ so that $1/N < \varepsilon$. Then for all $n \geq N$ we have $\|v_n - v\| < 1/n < \varepsilon$ so that $\{v_n\}$ converges to $v$. Conversely, it is clear that if $v_n \to v$ with $v_n \in A$, $v_n \neq v$, then $v$ must necessarily be an accumulation point of $A$. This proves the following result.

Theorem 12.1 If $A \subseteq E$, then $v$ is an accumulation point of $A$ if and only if it is the limit of some sequence in $A - \{v\}$.

A function $f: (X, d_X) \to (Y, d_Y)$ is said to be continuous at $x_0 \in X$ if for each $\varepsilon > 0$ there exists $\delta > 0$ such that $d_X(x, x_0) < \delta$ implies $d_Y(f(x), f(x_0)) < \varepsilon$. Note though, that for any given $\varepsilon$, the $\delta$ required will in general be different for each point $x_0$ chosen. If $f$ is continuous at each point of $X$, then we say that $f$ is “continuous on $X$.”

A function $f$ as defined above is said to be uniformly continuous on $X$ if for each $\varepsilon > 0$, there exists $\delta > 0$ such that for all $x, y \in X$ with $d_X(x, y) < \delta$ we have $d_Y(f(x), f(y)) < \varepsilon$. The important difference between continuity and uniform continuity is that for a uniformly continuous function, once $\varepsilon$ is chosen, there is a single $\delta$ (which will generally still depend on $\varepsilon$) such that this definition applies to all points $x, y \in X$ subject only to the requirement that $d_X(x, y) < \delta$. It should be clear that a uniformly continuous function is necessarily continuous, but the converse is not generally true. We do though have the next very important result. However, since we shall not have any occasion to refer to it in this text, we present it only for its own sake and as an (important and useful) illustration of the concepts involved.

Theorem 12.2 Let $A \subseteq (X, d_X)$ be compact, and let $f: A \to (Y, d_Y)$ be continuous. Then $f$ is uniformly continuous. In other words, a continuous function on a compact set is uniformly continuous.
Proof. Fix $\varepsilon > 0$. Since $f$ is continuous on $A$, for each point $x \in A$ there exists $\delta_x > 0$ such that for all $y \in A$, $d_X(x, y) < \delta_x$ implies $d_Y(f(x), f(y)) < \varepsilon/2$. The collection $\{B(x, \delta_x/2) : x \in A\}$ of open balls clearly covers $A$, and since $A$ is compact, a finite number will cover $A$. Let $\{x_1, \ldots, x_n\}$ be the finite collection of points such that $\{B(x_i, \delta_x/2)\}$, $i = 1, \ldots, n$ covers $A$, and define $\delta = (1/2)\min(\{\delta_x\})$. Since each $\delta_x > 0$, $\delta$ must also be $> 0$. (Note that if $A$ were not compact, then $\delta = \inf(\{\delta_x\})$ taken over all $x \in A$ could be equal to 0.)

Now let $x, y \in A$ be any two points such that $d_X(x, y) < \delta$. Since the collection $\{B(x_i, \delta_x/2)\}$ covers $A$, $x$ must lie in some $B(x_i, \delta_x/2)$, and hence $d_X(x, x_i) < \delta_x/2$ for this particular $x_i$. Then we also have

$$d_X(y, x_i) \leq d_X(x, y) + d_X(x, x_i) < \delta + \delta_x/2 \leq \delta_x.$$ 

But $f$ is continuous at $x_i$, and $\delta_{x_i}$ was defined so that the set of points $z$ for which $d_X(z, x_i) < \delta_{x_i}$ satisfies $d_Y(f(z), f(x_i)) < \varepsilon/2$. Since we just showed that $x$ and $y$ satisfy $d_X(x, x_i) < \delta_{x_i}/2 < \delta_x$ and $d_X(y, x_i) < \delta_{x_i}$, we must have

$$d_Y(f(x), f(y)) \leq d_Y(f(x), f(x_i)) + d_Y(f(y), f(x_i)) < \varepsilon/2 + \varepsilon/2 = \varepsilon.$$ 

In other words, for our given $\varepsilon$, we found a $\delta$ such that for all $x, y \in A$ with $d_X(x, y) < \delta$, we have $d_Y(f(x), f(y)) < \varepsilon$. □

Example 12.3. Consider the function $f : E \to \mathbb{R}$ defined by $f(u) = \|u\|$. In other words, $f$ is just the norm function on $E$. Referring to the above discussion, we say that a function $g$ is uniformly continuous if given $\varepsilon > 0$, there exists $\delta > 0$ such that $\|u - v\| < \delta$ implies that $\|g(u) - g(v)\| < \varepsilon$ (note that the norm on $E$ is $\|\|$ while the norm on $\mathbb{R}$ is $|\|$). But for our norm function $f$ and for any $\varepsilon > 0$, we see that for all $u, v \in E$, if we choose $\delta = \varepsilon$ then $\|u - v\| < \delta = \varepsilon$ implies

$$|f(u) - f(v)| = \|u\| - \|v\| \leq \|u - v\| < \varepsilon$$

(where we used Example 2.11). Thus the norm is in fact uniformly continuous on $E$.

We leave it to the reader (see Exercise 12.1.2) to show (using the Cauchy-Schwartz inequality) that the inner product on $E$ is also continuous in both variables. //

There is an equivalent way to define continuous functions in terms of limits that is also of great use. Let $X$ and $Y$ be metric spaces, and suppose $f : A \subset X \to Y$. Then if $x_0$ is an accumulation point of $A$, we say that a point $L \in$
Y is the limit of f at x₀ if, given ε > 0, there exists δ > 0 (which may depend on f, x₀ and ε) such that for all x ∈ A we have 0 < dₓ(ₓ₀) < δ implies dᵧ(f(x), L) < ε. This is written as \( \lim_{x \to x₀} f(x) = L \) or simply “f(x) → L as x → x₀.”

Note that while x₀ is an accumulation point of A, x₀ is not necessarily an element of A, and hence f(x₀) might not be defined. In addition, even if x₀ ∈ A, it is not necessarily true that \( \lim_{x \to x₀} f(x) = f(x₀) \). However, we do have the following result.

**Theorem 12.3** If f: A ⊆ (X, dₓ) → (Y, dᵧ) and x₀ ∈ A is an accumulation point of A, then f is continuous at x₀ if and only if

\[
\lim_{x \to x₀} f(x) = f(x₀)
\]

**Proof** This obvious by comparison of the definition of continuity of f at x₀, and the definition of the limit of f at x₀. □

Before we can prove the basic properties of continuous functions, we must prove some elementary properties of limits. First we need a definition. A **product** on E × F → G is a mapping denoted by (u, v) → uv that is bilinear and satisfies \( ||uv||_G \leq ||u||_E ||v||_F \). For example, using the Cauchy-Schwartz inequality, we see that the usual inner product on \( \mathbb{R}^n \) is just a product on \( \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \).

**Example 12.4** We say that a function f: S → F is **bounded** if there exists M > 0 such that ||f(x)|| ≤ M for all x ∈ S. Now consider the space E = \( \mathcal{B}(S, \mathbb{R}) \) of real-valued bounded functions on any nonempty set S. Let us define a norm \( || \cdot ||_∞ \) on \( \mathcal{B}(S, \mathbb{R}) \) by

\[
||f||_∞ = \sup_{x \in S} |f(x)|
\]

for any f ∈ \( \mathcal{B}(S, \mathbb{R}) \). This important norm is called the **sup norm**. For any f, g ∈ \( \mathcal{B}(S, \mathbb{R}) \) suppose ||f||_∞ = C₁ and ||g||_∞ = C₂. Then it follows that |f(x)| ≤ C₁ and |g(x)| ≤ C₂ for all x ∈ S. But then for all x ∈ S we have

\[
|f(x)g(x)| = |f(x)||g(x)| ≤ C₁C₂ = ||f||_∞ ||g||_∞
\]

so that the usual product of (real-valued) functions is also bounded. Therefore we see that

\[
||fg||_∞ ≤ ||f||_∞ ||g||_∞
\]

and since the usual product is obviously bilinear, we have a (general) product on E × E → E. //
With the notion of a product carefully defined, we can repeat parts (a) – (c) of Theorem B2 in a more general form as follows. The proof is virtually identical to that of Theorem B2 except that here we replace the absolute value by the norm.

**Theorem 12.4**  
(a) Let \( u_n \rightarrow u \) and \( v_n \rightarrow v \) be convergent sequences of vectors in \( E \). Then \( \lim_{n \to \infty} (u_n + v_n) = u + v \).

(b) Let \( v_n \rightarrow v \) be a convergent sequence of vectors in \( E \), and let \( c \) be a scalar. Then \( \lim_{n \to \infty} (cv_n) = cv \).

(c) Let \( u_n \rightarrow u \) and \( v_n \rightarrow v \) be convergent sequences of vectors in \( E \) and \( F \) respectively, and let \( E \times F \rightarrow G \) be a product. Then \( \lim_{n \to \infty} (u_n v_n) = uv \).

**Theorem 12.5**  
(a) Suppose that \( A \subseteq E \) and \( v \) is an accumulation point of \( A \). Let \( f \) and \( g \) be mappings of \( A \) into \( F \), and assume that \( \lim_{u \to v} f(u) = w_1 \) and \( \lim_{u \to v} g(u) = w_2 \). Then

\[
\lim_{u \to v} (f + g)(u) = w_1 + w_2.
\]

(b) Let \( A \) be a subset of some normed space, and let \( v \) be an accumulation point of \( A \). Let \( f: A \rightarrow E \) and \( g: A \rightarrow F \) be mappings, and assume further that \( \lim_{u \to v} f(u) = w_1 \) and \( \lim_{u \to v} g(u) = w_2 \). If \( E \times F \rightarrow G \) is a product, then

\[
\lim_{u \to v} f(u)g(u) = w_1w_2.
\]

**Proof**  
(a) Given \( \varepsilon > 0 \), there exists \( \delta_1 > 0 \) such that if \( u \in A \) with \( \|u - v\| < \delta_1 \), then \( |f(u) - w_1| < \varepsilon/2 \). Similarly, there exists \( \delta_2 > 0 \) such that \( \|u - v\| < \delta_2 \) implies \( |g(u) - w_2| < \varepsilon/2 \). Choosing \( \delta = \min\{\delta_1, \delta_2\} \) we see that if \( u \in A \) and \( \|u - v\| < \delta \) we have

\[
\| (f + g)(u) - (w_1 + w_2) \| = \| f(u) - w_1 + g(u) - w_2 \| \\
\leq \| f(u) - w_1 \| + \| g(u) - w_2 \| \\
< \varepsilon/2 + \varepsilon/2 \\
= \varepsilon.
\]

(b) Given \( \varepsilon > 0 \), there exists \( \delta_1 > 0 \) such that \( \|u - v\| < \delta_1 \) implies

\[
|f(u) - w_1| < \varepsilon/[2(1 + \|w_2\|)].
\]

Similarly, there exists \( \delta_2 > 0 \) such that \( \|u - v\| < \delta_2 \) implies

\[
|g(u) - w_2| < \varepsilon/[2(1 + \|w_1\|)].
\]
From the definition of limit, given \( \varepsilon = 1 \) there exists \( \delta_3 > 0 \) such that \( \|u - v\| < \delta_3 \) implies
\[
\|f(u) - w_1\| < 1.
\]
But from Example 2.11 we see that
\[
\|f(u)\| - \|w_1\| \leq \|f(u) - w\| < 1
\]
which implies
\[
\|f(u)\| < 1 + \|w\|.
\]
If we let \( \delta = \min\{\delta_1, \delta_2, \delta_3\} \), then for all \( u \in A \) with \( \|u - v\| < \delta \) we have
\[
\|f(u)g(u) - w_1w_2\| = \|f(u)g(u) - f(u)w_2 + f(u)w_2 - w_1w_2\|
\leq \|f(u)[g(u) - w_2]\| + \|[f(u) - w_1]w_2\|
\leq \|f(u)\|\|g(u) - w_2\| + \|f(u) - w_1\|\|w_2\|
< (1 + \|w_1\|\varepsilon)[2(1 + \|w_1\|\varepsilon)] + \varepsilon/2(1 + \|w_2\|\varepsilon)]\|w_2\|
< \varepsilon/2 + \varepsilon/2
= \varepsilon.
\]

The reader should realize that the norms used in the last proof are not defined on the same normed space. However, it would have been too cluttered for us to distinguish between them, and this practice is usually followed by most authors.

It will also be of use to formulate the limit of a composition of mappings.

**Theorem 12.6** Suppose \( A \subseteq E \) and \( B \subseteq F \), and let \( f: A \to B \) and \( g: B \to G \) be mappings. Assume that \( u \) is an accumulation point of \( A \) and that \( \lim_{x \to u} f(x) = v \). Assume also that \( v \) is an accumulation point of \( B \) and that \( \lim_{y \to v} g(y) = w \). Then
\[
\lim_{x \to u} (g \circ f)(x) = \lim_{x \to u} g(f(x)) = w.
\]

**Proof** Given \( \varepsilon > 0 \), there exists \( \delta_1 > 0 \) such that for all \( y \in B \) with \( \|y - v\| < \delta_1 \), we have \( \|g(y) - w\| < \varepsilon \). Then given this \( \delta_1 \), there exists \( \delta_2 > 0 \) such that for all \( x \in A \) with \( \|x - u\| < \delta_2 \), we have \( \|f(x) - v\| < \delta_1 \). But now letting \( y = f(x) \), we see that for such an \( x \in A \) we must have \( \|g(f(x)) - w\| < \varepsilon \).

We are now in a position to prove the basic properties of continuous functions on a normed space.
Theorem 12.7  (a) If $A \subseteq E$ and $f, g : A \to F$ are continuous at $v \in A$, then the sum $f + g$ is continuous at $v$.

(b) Let $f : A \to E$ and $g : A \to F$ be continuous at $v \in A$ and suppose that $E \times F \to G$ is a product. Then the product map $fg$ is continuous at $v$.

(c) Suppose $A \subseteq E$, $B \subseteq F$, and let $f : A \to B$ and $g : B \to G$ be mappings. Assume that $f$ is continuous at $v \in A$ with $f(v) = w$, and assume that $g$ is continuous at $w$. Then the composite map $g \circ f$ is continuous at $v$.

(d) A mapping $f : E \to F$ is continuous at $v$ if and only if for every sequence $\{v_n\}$ in $E$ we have $v_n \to v$ implies $f(v_n) \to f(v)$. In other words, we have $\lim f(v_n) = f(\lim v_n)$.

Proof  (a) If $v$ is an isolated point there is nothing to prove, so assume that $v$ is an accumulation point. Then by Theorems 12.5 and 12.3 we have

$$\lim_{u \to v} (f + g)(u) = \lim_{u \to v} f(u) + \lim_{u \to v} g(u) = f(v) + g(v) = (f + g)(v).$$

(b) This also follows from Theorems 12.5 and 12.3.

(c) Left to the reader (see Exercise 12.1.3).

(d) We first assume that $f$ is continuous at $v$, and that the sequence $\{v_n\}$ converges to $v$. We must show that $f(v_n) \to f(v)$. Now, since $f$ is continuous, we know that given $\varepsilon > 0$, there exists $\delta > 0$ such that $\|u - v\| < \delta$ implies $\|f(u) - f(v)\| < \varepsilon$. Furthermore, the convergence of $\{v_n\}$ means that given $\delta > 0$, there exists $N$ such that $\|v_n - v\| < \delta$ for every $n \geq N$. Therefore, for every $n \geq N$ we have $\|v_n - v\| < \delta$ implies $\|f(v_n) - f(v)\| < \varepsilon$.

We now prove that if $f$ is not continuous at $v$, then there exists a convergent sequence $v_n \to v$ for which $f(v_n) \not\to f(v)$. It will be notationally simpler for us to formulate this proof in terms of open balls defined by the induced metric (see Appendix A). If $f$ is not continuous at $v$, then there exists $B(f(v), \varepsilon)$ with no corresponding $B(v, \delta)$ such that $f(B(v, \delta)) \subseteq B(f(v), \varepsilon)$. Consider the sequence of open balls $\{B(v, 1/n)\}$ for $n = 1, 2, \ldots$. Since $f$ is not continuous, we can find $v_n \in B(v, 1/n)$ such that $f(v_n) \notin B(f(v), \varepsilon)$. It is clear that the sequence $\{v_n\}$ converges to $v$ (given $\varepsilon$, choose $n \geq N = 1/\varepsilon$), but that $f(v_n)$ does not converge to $f(v)$ since by construction $B(f(v), \varepsilon)$ contains none of the $f(v_n)$.  □

Since the notion of open sets is extremely important in much of what follows, it is natural to wonder whether different norms defined on a space lead to different open sets (through their induced metrics). We shall say that two
norms \( \| \|_1 \) and \( \| \|_2 \) defined on \( E \) are **equivalent** if there exists a number \( C \) such that for all \( u \in E \) we have

\[
C^{-1} \| u \|_1 \leq \| u \|_2 \leq C \| u \|_1 .
\]

We leave it to the reader to show that this defines an equivalence relation on the set of all norms on \( E \) (see Exercise 12.1.4).

**Example 12.5** It is easy to see that this definition does exactly what we want it to do. For example, suppose \( U \subset E \) is open relative to a norm \( \| \|_1 \). This means that for any \( u \in U \), there exists \( \varepsilon_1 > 0 \) such that \( \| u - v \|_1 < \varepsilon_1 \) implies \( v \in U \). We would like to show that given an equivalent norm \( \| \|_2 \), then there exists \( \varepsilon_2 > 0 \) such that \( \| u - v \|_2 < \varepsilon_2 \) implies \( v \in U \). We know there exists \( C > 0 \) such that \( C^{-1} \| \|_1 \leq \| \|_2 \leq C \| \|_1 \), and hence choosing \( \varepsilon_2 = \varepsilon_1 / C \), it follows that for all \( v \in E \) with \( \| u - v \|_2 < \varepsilon_2 \) we have

\[
\| u - v \|_1 \leq C \| u - v \|_2 < C \varepsilon_2 = \varepsilon_1
\]

so that \( v \in U \). Therefore we have shown that if a set is open with respect to one norm, then it is open with respect to any equivalent norm. \( \square \)

**Example 12.6** It is also easy to give an example of two non-equivalent norms defined on a space. To see this, consider the space \( E \) of all real-valued continuous functions defined on \([0, 1]\). We define a norm on \( E \) by means of the scalar product. Thus for any \( f, g \in E \) we define the scalar product by

\[
(f, g) = \int_0^1 f(x)g(x) \, dx
\]

and the associated norm by \( \| \|_2 = (f, f)^{1/2} \). This norm is usually called the \( L^2 \)-norm. Alternatively, we note that any continuous real function defined on \([0, 1]\) must be bounded (Theorems A8 and A14). Hence we may also define the **sup norm** \( \| \|_\infty \) by

\[
\| f \|_\infty = \sup |f(x)|
\]

where the sup is taken over all \( x \in [0, 1] \).

Now suppose \( f \in E \) and write \( \| f \|_\infty = C \). Then we have

\[
\int_0^1 |f(x)|^2 \, dx \leq \int_0^1 C^2 \, dx = C^2
\]

and hence \( \| f \|_2 \leq \| f \|_\infty \). However, this is only half of the inequalities required by the definition. Consider the peaked function defined on \([0, 1]\) by
If we let this function become arbitrarily narrow while maintaining the height, it is clear that the sup norm will always be equal to 1, but that the $L^2$-norm can be made arbitrarily small.

The source of the problem that arose in this example is a result of the fact that the space $E$ of continuous functions defined on $[0, 1]$ is infinite-dimensional. In fact, we will soon prove that this cannot occur in finite-dimensional spaces. In other words, we will see that all norms are equivalent in a finite-dimensional space.

The reader may wonder whether or not the limits we have defined depend in any way on the particular norm being used. It is easy to show that if the limit of a sequence exists with respect to one norm, then it exists with respect to any other equivalent norm, and in fact the limits are equal (see Exercise 12.1.5). It should now be clear that a function that is continuous at a point $v$ with respect to a norm $\| \|$ is also continuous at $v$ with respect to any equivalent norm $\| \|_2$.

Now recall from Appendix B that a metric space in which every Cauchy sequence converges to a point in the space is said to be complete. It was also shown there that the space $\mathbb{R}^n$ is complete with respect to the standard norm (Theorem B8), and hence so is the space $\mathbb{C}^n$ (since $\mathbb{C}^n$ may be thought of as $\mathbb{R}^n \times \mathbb{R}^n = \mathbb{R}^{2n}$). Recall also that a Banach space is a normed vector space $(E, \| \|)$ that is complete as a metric space (where as usual, the metric is that induced by the norm). If an inner product space $(E, (\ , \ ))$ is complete as a metric space (again with the metric defined by the norm induced by the inner product), then $E$ is called a Hilbert space.

It is natural to wonder whether a space that is complete relative to one norm is necessarily complete relative to any other equivalent norm. This is answered by the next theorem. In the proof that follows, it will be convenient to use the nonstandard norm $\| \|_N$ defined on $\mathbb{R}^n$ (or $\mathbb{C}^n$) by

$$\|(u^1, \ldots, u^n)\|_N = \sum_{i=1}^n |u^i|$$
where \((u^1, \ldots, u^n)\) is a vector \(n\)-tuple in \(\mathbb{R}^n\) (or \(\mathbb{C}^n\)). In \(\mathbb{R}^2\), the unit ball \(\{(u_1, u_2): \|u_1, u_2\|_n \leq 1\}\) looks like

![Image of the unit ball in \(\mathbb{R}^2\).]

**Theorem 12.8**  Let \(E\) be a finite-dimensional vector space over either \(\mathbb{R}\) or \(\mathbb{C}\). Then

(a) There exists a norm on \(E\).

(b) All norms on \(E\) are equivalent.

(c) All norms on \(E\) are complete.

**Proof**  Let \(\{e_1, \ldots, e_n\}\) be a basis for \(E\) so that any \(u \in E\) may be written as \(u = \sum u^i e_i\).

(a) We define the norm \(\|\cdot\|_1\) on \(E\) by

\[
\|u\|_1 = \sum_{i=1}^{n} |u^i| .
\]

Properties (N1) and (N2) are trivial to verify, and if \(v = \sum v^i e_i\) is any other vector in \(E\), then \(u + v = \sum (u^i + v^i)e_i\), and hence

\[
\|u + v\|_1 = \sum |u^i + v^i| \leq \sum (|u^i| + |v^i|) = \sum |u^i| + \sum |v^i| = \|u\|_1 + \|v\|_1
\]

so that (N3) is also satisfied.

This norm is quite convenient for a number of purposes. Note that it yields the same result for any \(v = \sum v^i e_i \in E\) as does the nonstandard norm \(\|\cdot\|_n\) for the corresponding \((v^1, \ldots, v^n) \in \mathbb{R}^n\) (or \(\mathbb{C}^n\)).

(b) Let \(\|\cdot\|_2\) be any other norm on \(E\), and let \(u, v \in E\) be arbitrary. Using Example 2.11 and properties (N3) and (N2), we see that
\[ \|u\|_2 - \|v\|_2 \leq \|u - v\|_2 \]
\[ = \| \sum (u^i - v^i) e_i \|_2 \]
\[ \leq \sum \| (u^i - v^i) e_i \|_2 \]
\[ = \sum |u^i - v^i| \| e_i \|_2 \]
\[ \leq \max_{1 \leq i \leq n} \{ \| e_i \|_2 \} \sum |u^i - v^i| \]
\[ = \max_{1 \leq i \leq n} \{ \| e_i \|_2 \} \| (u^1, \ldots, u^n) - (v^1, \ldots, v^n) \|_N \]

Define the mapping \( f : \mathbb{C}^n \to \mathbb{R} \) by \( x = (x^1, \ldots, x^n) \mapsto \| \sum x^i e_i \|_2 \in [0, \infty) \). To say that \( f \) is uniformly continuous on \( \mathbb{C}^n \) with respect to the norm \( \| \|_N \) means that given \( \varepsilon > 0 \), we can find \( \delta > 0 \) such that for all \( x, y \in \mathbb{C}^n \) with

\[ \| x - y \|_N = \| (x^1, \ldots, x^n) - (y^1, \ldots, y^n) \|_N < \delta \]

we have

\[ |f(x) - f(y)| = \| \sum x^i e_i \|_2 - \| \sum y^i e_i \|_2 | < \varepsilon . \]

If we define \( B = \max_{1 \leq i \leq n} \{ \| e_i \|_2 \} \), then choosing \( \delta = \varepsilon / B \), we see (*) shows that \( f \) is (uniformly) continuous with respect to the norm \( \| \|_N \) on \( \mathbb{C}^n \).

We now note that the unit sphere \( S = \{ x \in \mathbb{C}^n : \| x \|_N = 1 \} \) is closed and bounded, and hence \( S \) is compact (Theorem A14). The restriction of the function \( f \) to \( S \) is then continuous and strictly positive (by (N1)), and hence according to Theorem A15, \( f \) attains both its minimum \( m \) and maximum \( M \) on \( S \). In other words, for every \( x = (x^1, \ldots, x^n) \in \mathbb{C}^n \) with \( \| x \|_N = 1 \) we have \( 0 < m \leq \| \sum x^i e_i \|_2 \leq M \). Since \( \| x \|_N = \| x^1, \ldots, x^n \|_N = 1 \), we may write

\[ m \| x^1, \ldots, x^n \|_N \leq \| \sum x^i e_i \|_2 \leq M \| x^1, \ldots, x^n \|_N \]

or, using part (a) with \( u = \sum x^i e_i \in E \), we find that

\[ m \| u \|_1 \leq \| u \|_2 \leq M \| u \|_1 . \]

Choosing \( C = \max \{ 1/m, M \} \), we see that \( \| \|_1 \) and \( \| \|_2 \) are equivalent. The fact that \( \| \|_2 \) was arbitrary combined with the fact that equivalent norms form an equivalence class completes the proof that all norms on \( E \) are equivalent.

(c) It suffices to show that \( E \) is complete with respect to any particular norm on \( E \). This is because part (b) together with the fact that a sequence that converges with respect to one norm must converge with respect to any equivalent norm then shows that \( E \) will be complete with respect to any norm.
Recall from the corollary to Theorem 2.8 that \( E \) is isomorphic to either \( \mathbb{R}^n \) or \( \mathbb{C}^n \). The result then follows from Theorem B8 or its obvious extension to \( \mathbb{C}^n \) (see Exercise 12.1.6).

We shall see that closed subspaces play an important role in the theory of Hilbert spaces. Because of this, we must make some simple observations. Suppose that \( Y \) is a closed subset of a complete space \( (X, d) \), and let \( \{x_n\} \) be a Cauchy sequence in \( Y \). Then \( \{x_n\} \) is also obviously a Cauchy sequence in \( X \), and hence \( x_n \to x \in X \). But this means that \( x \in \text{Cl} \ Y = Y \) (Theorem B13(b) or B14(a)) so that \( \{x_n\} \) converges in \( Y \).

On the other hand, suppose that \( Y \) is a complete subset of an arbitrary metric space \( (X, d) \) and let \( \{x_n\} \) be any sequence in \( Y \) that converges to an element \( x \in X \). We claim that in fact \( x \in Y \) which will prove that \( Y \) is closed (Theorem B14(a)). Since \( x_n \to x \in X \), it follows that \( \{x_n\} \) is a Cauchy sequence in \( X \) (since any convergent sequence is necessarily Cauchy). In other words, given \( \varepsilon > 0 \) there exists \( N > 0 \) such that \( m, n \geq N \) implies \( \|x_m - x_n\| < \varepsilon \). But then \( \{x_n\} \) is just a Cauchy sequence in \( Y \) (which is complete), and hence \( x_n \to x \in Y \).

This discussion proves the next result.

**Theorem 12.9** Any closed subset of a complete metric space is also a complete metric space. On the other hand, if a subset of an arbitrary metric space is complete, then it is closed.

**Corollary** A finite-dimensional subspace of any real or complex normed vector space is closed.

**Proof** This follows from Theorems 12.8 and 12.9.

Now suppose that \( A \subseteq E \) and that we have a mapping \( f: A \to F \) where \( F = F_1 \times \cdots \times F_n \) is the Cartesian product of normed spaces. Then for any \( v \in A \) we have \( f(v) = (f_1(v), \ldots, f_n(v)) \) where each \( f_i: A \to F_i \) is called the \( i \)th coordinate function of \( f \). In other words, we write \( f = (f_1, \ldots, f_n) \).

If \( w = (w_1, \ldots, w_n) \in F \), then one possible norm on \( F \), the sup norm, is defined by

\[
\|w\| = \sup_{1 \leq i \leq n}\{\|w_i\|\}
\]

where \( \|w_i\| \) denotes the norm in \( F_i \). However, this is not the only possible norm. Recall that if \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n = \mathbb{R} \times \cdots \times \mathbb{R} \), then the standard norm in \( \mathbb{R}^n \) is given by \( \|x\|^2 = \sum |x_i|^2 \). The analogous “Pythagorean” norm \( \|\|_p \) on \( F \) would then be defined by \( \|w\|_p^2 = \sum \|w_i\|^2 \). Alternatively, we could also
define the “nonstandard” norm $\|w\|_N = \sum |w_i|$. We leave it to the reader to show that these three norms are equivalent on F (see Exercise 12.1.7).

The next result should come as no surprise. Note that we will use the sup norm on F as defined above.

**Theorem 12.10** Suppose $A \subseteq E$ and let $f: A \to F = F_1 \times \cdots \times F_n$ be a mapping. If $v$ is an accumulation point of $A$, then $\lim_{u \to v} f(u)$ exists if and only if $\lim_{u \to v} f_i(u)$ exists for each $i = 1, \ldots, n$. If this is the case and if $\lim_{u \to v} f(u) = w = (w_1, \ldots, w_n)$, then $\lim_{u \to v} f_i(u) = w_i$ for each $i = 1, \ldots, n$.

**Proof** First assume that $\lim_{u \to v} f(u) = w = (w_1, \ldots, w_n)$. This means that given $\varepsilon > 0$, there exists $\delta$ such that $\|u - v\| < \delta$ implies $\|f(u) - w\| < \varepsilon$. If we write $f(u) = (f_1(u), \ldots, f_n(u))$, then for all $u \in A$ with $\|u - v\| < \delta$, the definition of sup norm tells us that

$$\|f_i(u) - w_i\| \leq \|f(u) - w\| < \varepsilon.$$  

This proves that $\lim_{u \to v} f_i(u) = w_i$.

Conversely, suppose $\lim_{u \to v} f_i(u) = w_i$ for each $i = 1, \ldots, n$. Then given $\varepsilon > 0$, there exists $\delta_i$ such that $\|u - v\| < \delta_i$ implies $\|f_i(u) - w_i\| < \varepsilon$. Defining $\delta = \min\{\delta_i\}$, we see that for all $u \in A$ with $\|u - v\| < \delta$, we have $\|f_i(u) - w_i\| < \varepsilon$ for each $i = 1, \ldots, n$ and therefore

$$\|f(u) - w\| = \sup\{\|f_i(u) - w_i\|\} < \varepsilon.$$  

This shows that $\lim_{u \to v} f(u) = w$. $\blacksquare$

**Corollary** The mapping $f$ defined in Theorem 12.10 is continuous if and only if each $f_i$ is continuous.

**Proof** Obvious from the definitions. $\blacksquare$

**Exercises**

1. If $u, v \in (E, \langle , \rangle)$ prove:

   a) The parallelogram law: $\|u + v\|^2 + \|u - v\|^2 = 2\|u\|^2 + 2\|v\|^2$.

   b) The Pythagorean theorem: $\|u + v\|^2 = \|u\|^2 + \|v\|^2$ if $u \perp v$.

2. Show that an inner product on $E$ is continuous in both variables by showing that $\lim_{y \to y_0} \langle x, y \rangle = \langle x, y_0 \rangle$ and $\lim_{x \to x_0} \langle x, y \rangle = \langle x_0, y \rangle$.  


3. Prove part (c) of Theorem 12.7.

4. Show that equivalent norms define an equivalence relation on the set of all norms on E.

5. (a) Suppose \( \{v_n\} \) is a sequence in a normed space E. Show that if \( v_n \to v \) with respect to one norm on E, then \( v_n \to v \) with respect to any equivalent norm on E.
   
   (b) Show that if a function is continuous at a point with respect to one norm, then it is continuous at that point with respect to any equivalent norm.

6. Fill in the details in the proof of Theorem 12.8(c).

7. Let \( F = F_1 \times \cdots \times F_n \) be a Cartesian product of normed spaces, and suppose \( w = (w_1, \ldots, w_n) \in F \). If \( \|w_i\| \) denotes the norm on \( F_i \), show that the norms \( \|w\| = \sup_{1 \leq i \leq n}\{\|w_i\|\} \), \( \|w\|_p^2 = \sum_{i=1}^n \|w_i\|^2 \) and \( \|w\|_N = \sum_{i=1}^n \|w_i\| \) are equivalent on F.

8. Show that the set \( \mathcal{B}(S, E) \) of all bounded functions from a nonempty set S to a normed vector space E forms a vector space (over the same field as E).

### 12.2 OPERATOR NORMS

Suppose E and F are normed spaces, and let \( A: E \to F \) be a linear map. If there exists a number \( M > 0 \) such that \( \|Av\|_F \leq M\|v\|_E \) for all \( v \in E \), then \( A \) is said to be **bounded**, and the number \( M \) is called a **bound** for \( A \). In other words, to say that \( A \) is bounded means that it takes bounded values on bounded sets. Note that we labeled our norms in a way that denotes which space they are defined on. From now on through, we shall not complicate our notation by this designation unless it is necessary. However, the reader should be careful to note that the symbol \( \| \| \) may mean two different things within a single equation.

Recall also that a linear map \( A: E \to F \) is said to be **continuous** at \( v_0 \in E \) if given \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that for all \( v \in E \) with \( \|v_0 - v\| < \delta \), we have \( \|Av_0 - Av\| = \|A(v_0 - v)\| < \varepsilon \).
Theorem 12.11 Let $E$ be a finite-dimensional normed space, and let $A: E \rightarrow F$ be a linear map of $E$ into a normed space $F$ (not necessarily finite-dimensional). Then $A$ is bounded.

Proof Let $\{e_1, \ldots, e_n\}$ be a basis for $E$ so that any $v \in E$ may be written in the form $v = \sum v_i e_i$. Using the defining properties of the norm and the linearity of $A$, we then have

$$\|Av\| = \|A \sum v_i e_i\| = \| \sum v_i A e_i \| \leq \sum \|v_i A e_i\| = \sum \|v_i\| \|Ae_i\| .$$

Since all norms on $E$ are equivalent (Theorem 12.8), we use the norm $\| \|$ defined by $\|v\| = \sum |v_i|$. Thus any other norm $\| \|$ on $E$ will be related to $\| \|$ by $C^{-1} \| \|_2 \leq \| \| \leq C \| \|_2$ for some number $C$. Since $\|Ae_i\| < \infty$ for each $i$, we define the real number $M = \max \{\|Ae_i\|\}$. Then

$$\|Av\| \leq M \sum |v_i| = M \|v\|_1 \leq MC \|v\|_2 .$$

Our next result is quite fundamental, and will be referred to again several times.

Theorem 12.12 Let $A: E \rightarrow F$ be a linear map of normed spaces. If $A$ is bounded, then $A$ is uniformly continuous, and if $A$ is continuous at 0 then $A$ is bounded.

Proof If $A$ is bounded, then there exists $M > 0$ such that $\|Av\| \leq M \|v\|$ for every $v \in E$. Then for any $\varepsilon > 0$, we choose $\delta = \varepsilon / M$ so that for all $u, v \in E$ with $\|u - v\| < \delta$, we have

$$\|Au - Av\| = \|A(u - v)\| \leq M \|u - v\| < \varepsilon .$$

This proves that $A$ is uniformly continuous.

Conversely, suppose $A$ is continuous at 0. Then given $\varepsilon = 1$, there exists $\delta > 0$ such that $\|v\| < \delta$ implies $\|Av\| < 1$. In particular, we see that for any nonzero $v \in E$ we have $\|v/(2\|v\|)\| = \delta/2 < \delta$ which implies $\|A(v/(2\|v\|))\| < 1$. Taking out the constants yields $\|Av\| < (2/\delta)\|v\|$. This shows that $A$ is bounded with bound $M = 2/\delta$.

As shown in Exercise 12.2.1, there is nothing special about the continuity of $A$ at the origin.
Corollary 1  A linear map $A: E \to F$ is bounded if and only if $A$ is continuous.

Proof  Obvious. ■

Corollary 2  Let $E$ be finite-dimensional, and let $A: E \to F$ be a linear map. Then $A$ is uniformly continuous.

Proof  This follows directly from Theorems 12.11 and 12.12. ■

Let $E$ and $F$ be normed spaces, and let $A: E \to F$ be a continuous (and hence bounded) linear map (if $E$ is finite-dimensional, then the continuity requirement is redundant). We define the operator norm of $A$ by

$$
\|A\| = \sup \{\|Av\|/\|v\| : v \in E, \ v \neq 0\}
= \sup \{\|Av\| : \|v\| = 1\}.
$$

If $\|v\| \leq 1$, then we may write $v = cv$ where $\|v\| = 1$ and $|c| \leq 1$. Then $\|Av\| = |c| \|A\| \leq \|A\|$ and therefore, since we are using the sup, an equivalent definition of $\|A\|$ is

$$
\|A\| = \sup \{\|Av\| : \|v\| \leq 1\}.
$$

From the first definition, we see that for any $v \in E$ we have $\|Av\|/\|v\| \leq \|A\|$, and hence we have the important result

$$
\|Av\| \leq \|A\| \|v\|.
$$

This shows that another equivalent definition of $\|A\|$ is

$$
\|A\| = \inf \{M > 0 : \|Av\| \leq M\|v\| \text{ for all } v \in E\}.
$$

Another useful result follows by noting that if $A: E \to F$ and $B: F \to G$, then for any $v \in E$ we have

$$
\|(B \circ A)v\| = \|B(Av)\| \leq \|B\| \|Av\| \leq \|B\| \|A\| \|v\|,
$$

and hence from the definition of the operator norm we have

$$
\|B \circ A\| \leq \|B\| \|A\|.
$$
We denote the space of all continuous linear maps from $E$ to $F$ by $\mathcal{L}(E, F)$. That $\mathcal{L}(E, F)$ is in fact a vector space will be shown below. Since for any $A \in \mathcal{L}(E, F)$ we have $\|A\| = \sup\{\|Av\| : \|v\| \leq 1\}$, we see that by restricting $A$ to the unit ball in $E$, the space $\mathcal{L}(E, F)$ is just a subspace of the space $\mathcal{B}(S, F)$ of all bounded maps from $S$ into $F$ that was defined in Example 12.4 (where $S$ is just the unit ball in $E$).

**Theorem 12.13** The space $\mathcal{L}(E, F)$ with the operator norm is a normed vector space. Moreover, if $F$ is a Banach space, then so is $\mathcal{L}(E, F)$.

**Proof** Suppose that $A \in \mathcal{L}(E, F)$. We first verify requirements (N1) – (N3) for a norm. From the definitions, it is obvious that $\|A\| \geq 0$ and $\|0\| = 0$. In addition, if $\|A\| = 0$ then for any $v \in E$ we have $\|Av\| \leq \|A\| \|v\| = 0$ which implies that $A = 0$. This verifies (N1). If $c \in F$, then

$$
\|cA\| = \sup\{\|(cA)v\| : \|v\| \leq 1\} = |c| \sup\{\|Av\| : \|v\| = 1\} = |c| \|A\|
$$

which verifies (N2). Now let $A, B \in \mathcal{L}(E, F)$. Then using Theorem 0.5 we see that (leaving out the restriction on $\|v\|$)

$$
\|A + B\| = \sup\{\|(A + B)v\|\} = \sup\{\|Av + Bv\|\} \leq \sup\{\|Av\| + \|Bv\|\} = \sup\{\|Av\|\} + \sup\{\|Bv\|\} = \|A\| + \|B\|
$$

which proves (N3). That $\mathcal{L}(E, F)$ is in fact a vector space follows from Theorem 12.7(a) and (b).

Now suppose that $F$ is a Banach space and let $\{A_n\}$ be a Cauchy sequence in $\mathcal{L}(E, F)$. This means that for every $\varepsilon > 0$ there exists $N$ such that $m, n \geq N$ implies $\|A_m - A_n\| < \varepsilon$. In particular, for any $v \in E$ and $\varepsilon > 0$, there exists $N$ such that for all $m, n \geq N$ we have

$$
\|A_m v - A_n v\| = \|(A_m - A_n)v\| \leq \|A_m - A_n\| \|v\| \leq (\varepsilon/\|v\|) \|v\| = \varepsilon
$$

so that $\{A_n v\}$ is a Cauchy sequence in $F$. Since $F$ is a Banach space this sequence converges, and hence we define $Av \in F$ by

$$
Av = \lim_{n \to \infty} A_n v.
$$
This defines a map $A : E \to F$. Since each $A_n$ is linear, it should be clear (using Theorem 12.4) that $A$ is linear. We must still show that $A$ is continuous (so that $A \in \mathcal{L}(E, F)$) and that $A_n \to A$.

Given $\varepsilon > 0$, there exists $N$ such that $\|A_m - A_n\| < \varepsilon$ for all $m, n \geq N$. If $v \in E$ is such that $\|v\| \leq 1$, then

$$\|A_m v - A_n v\| \leq \|A_m - A_n\| \|v\| < \varepsilon .$$

But $\{A_m v\}$ converges to $A v$, and hence letting $m \to \infty$ yields

$$\|(A - A_n)v\| = \|A v - A_n v\| \leq \varepsilon$$

for every $v \in E$ with $\|v\| \leq 1$. This shows that $A - A_n$ is continuous at 0, and hence $A - A_n$ is in $\mathcal{L}(E, F)$ (by Theorem 12.12 and its Corollary 1). Thus $A \in \mathcal{L}(E, F)$ (since each $A_n$ is). Finally, since $A - A_n \in \mathcal{L}(E, F)$, we may apply the definition of operator norm to obtain

$$\|A - A_n\| = \sup\{\|(A - A_n)v\| : \|v\| \leq 1\} \leq \varepsilon$$

for every $n \geq N$, and hence $A_n \to A$. ■

**Exercises**

1. Let $A : E \to F$ be linear and continuous a some point $v_0 \in E$. Prove directly that $A$ is continuous at every $v \in E$.

2. **(Linear Extension Theorem)** Let $E$ be a normed vector space, $F$ a subspace of $E$, and $G$ a Banach space. Suppose $A \in \mathcal{L}(F, G)$ and assume that $\|A\| = M$. Prove:
   
   (a) The closure $\overline{F}$ of $F$ in $E$ is a subspace of $E$.
   (b) There exists a unique extension $\widetilde{A} \in \mathcal{L}(\overline{F}, G)$ of $A$. [*Hint: If $v \in \overline{F}$, then there exists $\{v_n\} \in F$ such that $v_n \to v$ (why?). Show that $\{A v_n\}$ is Cauchy in $G$, and converges to a unique limit that is independent of $\{v_n\}$. Define $\overline{A} v = \lim A v_n$, and show that $\overline{A}$ is linear. Also show that $\overline{A} v = A v$ for any $v \in F$. Next, show that $\overline{A}$ is bounded so that $\overline{A} \in \mathcal{L}(\overline{F}, G)$ (why?), and finally show that the $\overline{A}$ so defined is unique.]*
   (c) $\|\overline{A}\| = \|A\|$.
3. Let $E$ be a normed vector space. A **completion** $(\bar{E}, A)$ of $E$ is a Banach space $\bar{E}$ together with a continuous injective linear mapping $A: E \to \bar{E}$ that preserves the norm and is such that $A(E)$ is dense in $\bar{E}$. Show that $(\bar{E}, A)$ is unique in the sense that if $(F, B)$ is another completion of $E$, then there exists a unique invertible element $C \in \mathcal{L}(\bar{E}, F)$ such that $B = C \circ A$.

*Hint:* Apply the previous exercise to the mappings $B \circ A^{-1}$ and $A \circ B^{-1}$.

### 12.3 HILBERT SPACES

Discussing infinite-dimensional vector spaces requires a certain amount of care that was not needed in our treatment of finite-dimensional spaces. For example, how are we to express an arbitrary vector as a linear combination of basis vectors? For that matter, how do we define a basis in an infinite-dimensional space? As another example, recall that in our treatment of operator adjoints, we restricted our discussion to finite-dimensional spaces (see Theorems 10.1 and 10.2). While we cannot define the adjoint in an arbitrary infinite-dimensional space (e.g., a Banach space), we shall see that it is nevertheless possible to make such a definition in a Hilbert space.

Unfortunately, a thorough treatment of Hilbert spaces requires a knowledge of rather advanced integration theory (i.e., the Lebesgue theory). However, it is quite easy to present a fairly complete discussion of many of the basic and important properties of Hilbert spaces without using the general theory of integration.

As in the previous sections of this chapter, we consider only vector spaces over the real and complex fields. In fact, unless otherwise noted we shall always assume that our scalars are complex numbers. Recall from Section 12.1 that a **Hilbert space** is an inner product space which is complete as a metric space. We shall generally denote a Hilbert space by the letter $H$.

To begin with, we recall that a linear space $E$ is $n$-dimensional if it contains a set of $n$ linearly independent vectors, but every set of $n + 1$ vectors is linearly dependent. If $E$ contains $n$ linearly independent vectors for every positive integer $n$, then we say that $E$ is **infinite-dimensional**. Let us rephrase some of our earlier discussion of (infinite) series in a terminology that fits in with the concept of an infinite-dimensional space.

We have already seen that a sequence $\{v_n\}$ of vectors in a space $(E, \|\|)$ converges to $v \in E$ if for each $\varepsilon > 0$, there exists an $N$ such that $n \geq N$ implies $\|v_n - v\| < \varepsilon$. We sometimes write this as $v_n \to v$ or $\|v_n - v\| \to 0$. Similarly, we say that an infinite linear combination $\sum_{k=1}^{\infty} a_k w_k$ of vectors in $E$ **converges** if the sequence of partial sums $v_n = \sum_{k=1}^{n} a_k w_k$ converges. In other words, to write $v = \sum_{k=1}^{\infty} a_k w_k$ means that $v_n \to v$. If no explicit limits on the sum are given, then we assume that the sum is over an infinite number of vectors.
Just as we did with finite linear combinations, we define the addition of infinite linear combinations componentwise. Thus, if \( x = \sum a_n v_n \) and \( y = \sum b_n v_n \), then we define the sum \( x + y \) by \( x + y = \sum (a_n + b_n) v_n \). If \( x_n = \sum_{k=1}^{\infty} a_k v_k \) converges to \( x \), and \( y_n = \sum_{k=1}^{\infty} b_k v_k \) converges to \( y \), then it is quite easy to see that \( x_n + y_n = \sum_{k=1}^{\infty} (a_k + b_k) v_k \) converges to \( x + y \) (see Exercise 12.3.1). Furthermore, we define scalar multiplication of an infinite linear combination \( x = \sum a_n v_n \) by \( cx = \sum (ca_n) v_n \). It is also easy to see that if the \( n \)th partial sum \( x_n \) converges to \( x \), then \( cx_n \) converges to \( cx \).

In our next two examples we define the general Banach spaces \( l_p \) and \( l_2 \), and we then show that both \( l_2 \) and \( l_2 \) may be made into Hilbert spaces. (In more advanced work, the space \( l_p \) may be generalized to include measure spaces.) Remember that our scalars may be either real or complex numbers.

**Example 12.7** If \( p \) is any real number such that \( 1 \leq p < \infty \), we let \( l_p \) denote the space of all scalar \( n \)-tuples \( x = (x_1, \ldots, x_n) \) with the norm \( \|x\|_p \) defined by

\[
\|x\|_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p}.
\]

We first show that this does indeed define a norm on \( l_p \). Properties (N1) and (N2) of the norm are obvious, so it remains to show that property (N3) is also obeyed. To show this, we will prove two general results that are of importance in their own right. In the derivation to follow, if \( p \) occurs by itself, it is defined as above. If the numbers \( p \) and \( q \) occur together, then \( q \) is defined the same way as \( p \), but we also assume that \( 1/p + 1/q = 1 \). (If \( p \) and \( q \) satisfy the relation \( 1/p + 1/q = 1 \), then \( p \) and \( q \) are said to be **conjugate exponents**. Note that in this case both \( p \) and \( q \) are strictly greater than \( 1 \).)

Let \( \alpha \) and \( \beta \) be real numbers \( \geq 0 \). We first show that

\[
\alpha^{1/p} \beta^{1/q} \leq \alpha/p + \beta/q.
\]  

(1)

This result is clear if either \( \alpha \) or \( \beta \) is zero, so assume that both \( \alpha \) and \( \beta \) are greater than zero. For any real \( k \in (0, 1) \) define the function \( f(t) \) for \( t \geq 1 \) by

\[
f(t) = k(t - 1) - t^k + 1.
\]

From elementary calculus, we see that \( f'(t) = k(1 - t^{k-1}) \), and hence \( f'(t) \geq 0 \) for every \( t \geq 1 \) and \( k \in (0, 1) \). Since \( f(1) = 0 \), this implies that \( f(t) \geq 0 \), and thus the definition of \( f(t) \) shows that
\[ t^k \leq k(t - 1) + 1 = kt + (1 - k) . \]

If \( \alpha \geq \beta \), we let \( t = \alpha/\beta \) and \( k = 1/p \) to obtain

\[ (\alpha/\beta)^{1/p} \leq \alpha/\beta p + (1 - 1/p) = \alpha/\beta p + 1/q . \]

Multiplying through by \( \beta \) and using \( \beta^{1-1/p} = \beta^{1/q} \) yields the desired result. Similarly, if \( \alpha < \beta \) we let \( t = \beta/\alpha \) and \( k = 1/q \).

To help see the meaning of (1), note that taking the logarithm of both sides of (1) yields

\[ \frac{1}{p} \log \alpha + \frac{1}{q} \log \beta \leq \log \left( \frac{\alpha + \beta}{p + q} \right) . \]

The reader should recognize this as the statement that the logarithm is a “convex function” (see the figure below).

We now use (1) to prove Hölder’s inequality:

\[ \sum_{i=1}^{n} |x_i y_i| \leq \|x\|_p \|y\|_q . \]

Again, we assume that \( x \) and \( y \) are both nonzero. Define \( \alpha_i = (|x_i| / \|x\|_p)^p \) and \( \beta_i = (|y_i| / \|y\|_q)^q \). From (1) we see that

\[ |x_i y_i| / (\|x\|_p \|y\|_q) \leq \alpha_i/p + \beta_i/q . \]

Using the definition of \( \| \|_p \), it follows that \( \sum_{i=1}^{n} \alpha_i = 1 \) and similarly for \( \beta_i \). Hence summing the previous inequality over \( i = 1, \ldots, n \) and using the fact
that \( 1/p + 1/q = 1 \) yields Hölder’s inequality. We remark that the particular case of \( p = q = 2 \) yields

\[
\sum_{i=1}^{n} |x_i y_i| \leq \left( \sum_{i=1}^{n} |x_i|^2 \right)^{1/2} \left( \sum_{i=1}^{n} |y_i|^2 \right)^{1/2}
\]

which is called Cauchy’s inequality.

Finally, we use Hölder’s inequality to prove Minkowski’s inequality:

\[
\|x + y\|_p \leq \|x\|_p + \|y\|_p .
\]

If \( p = 1 \) this is obvious since \( |x_i + y_i| \leq |x_i| + |y_i| \), so we may assume that \( p > 1 \). In this case we have

\[
(\|x + y\|_p)^p = \sum_{i=1}^{n} |x_i + y_i|^p
\]

\[
= \sum_{i=1}^{n} |x_i + y_i| |x_i + y_i|^{p-1}
\]

\[
\leq \sum_{i=1}^{n} (|x_i| + |y_i|) |x_i + y_i|^{p-1} .
\]

Using Hölder’s inequality with \( y_i \) replaced by \( |x_i + y_i|^{p/q} \) results in the inequality

\[
\sum_{i=1}^{n} |x_i| |x_i + y_i|^{p/q} \leq \|x\|_p (\|x + y\|_p)^{p/q}
\]

with a similar result if we interchange \( x_i \) and \( y_i \). Since \( 1/p + 1/q = 1 \) implies \( p/q = p - 1 \), we now see that (2) yields

\[
(\|x + y\|_p)^p \leq (\|x\|_p + \|y\|_p)(\|x + y\|_p)^{p-1} .
\]

Dividing this by \( (\|x + y\|_p)^{p-1} \) yields Minkowski’s inequality.

We now see that Minkowski’s inequality is just the requirement (N3), and thus we have shown that our norm on \( l^p \) is indeed a norm. Finally, it follows from Theorem 12.8 that \( l^p \) is complete and is thus a Banach space.

We now consider the particular case of \( l^2 \), and define an inner product in the expected manner by

\[
\langle x, y \rangle = \sum_{i=1}^{n} x_i^* y_i .
\]
Defining the norm by
\[
\|x\| = (x, x)^{1/2} = \left( \sum_{i=1}^{n} |x_i|^2 \right)^{1/2}
\]

it is easy to see that \(l^2\) satisfies all of the requirements for a Hilbert space.

In our next example, we generalize this result to the case of infinite-dimensional spaces.

**Example 12.8** As in the previous example, let \(p\) be any real number such that \(1 \leq p < \infty\). We let \(l^p\) denote the space of all sequences \(x = \{x_1, x_2, \ldots \}\) of scalars such that \(\sum_{k=1}^{\infty} |x_k|^p < \infty\), and we define a norm on \(l^p\) by
\[
\|x\|_p = \left( \sum_{k=1}^{\infty} |x_k|^p \right)^{1/p}.
\]

We must show that this definition also satisfies the properties of a norm, which means that we need only verify the not entirely obvious condition (N3).

From the previous example, we may write Minkowski’s inequality for the space \(l^p\) in the form
\[
\left( \sum_{k=1}^{n} |x_k + y_k|^p \right)^{1/p} \leq \left( \sum_{k=1}^{n} |x_k|^p \right)^{1/p} + \left( \sum_{k=1}^{n} |y_k|^p \right)^{1/p}.
\]

Now, if \(x, y \in l^p\), then both \((\sum_{k=1}^{\infty} |x_k|^p)^{1/p}\) and \((\sum_{k=1}^{\infty} |y_k|^p)^{1/p}\) exist since they are convergent by definition of \(l^p\). Hence taking the limit of Minkowski’s inequality as \(n \to \infty\) shows that this equation also applies to infinite series as well. (This requires the observation that the \(p\)th root is a continuous function so that, by Theorem 12.7(d), the limit may be taken inside the root.) In other words, the equation \(\|x + y\|_p \leq \|x\|_p + \|y\|_p\) also applies to the space \(l^p\). This shows that our definition of a norm is satisfactory. It should also be clear that Hölder’s inequality similarly applies to the space \(l^p\).

It is more difficult to show that \(l^p\) is complete as a metric space. The origin of the problem is easily seen by referring to Theorems B3 and B8. In these theorems, we showed that a Cauchy sequence \(\{x_k\}\) in \(\mathbb{R}^n\) led to \(n\) distinct Cauchy sequences \(\{x_k^j\}\) in \(\mathbb{R}\), each of which then converged to a number \(x^j\) by the completeness of \(\mathbb{R}\). This means that for each \(j = 1, \ldots, n\) there exists an \(N_j\) such that \(|x_k^j - x^j| < \varepsilon/\sqrt{n}\) for all \(k \geq N_j\). Letting \(N = \max\{N_j\}\), we see that
\[ \| x_k - x \|^2 = \sum_{j=1}^{n} |x_k^j - x^j|^2 < n(\varepsilon^2/n) = \varepsilon^2 \]

for all \( k \geq N \), and hence \( x_k \to x \). However, the case of \( l_p \) we cannot take the max of an infinite number of integers. To circumvent this problem we may proceed as follows.

To keep the notation as simple as possible and also consistent with most other authors, we let \( x = \{x_1, x_2, \ldots \} \) be an element of \( l_p \) with components \( x_i \), and we let \( \{x^{(n)}\} \) be a sequence in \( l_p \). Thus, the \( k \)th component of the vector \( x^{(n)} \in l_p \) is given by \( x_k^{(n)} \). Note that this is the opposite of our notation in the finite-dimensional case.

Let \( \{x^{(n)}\} \) be a Cauchy sequence in \( l_p \). This means that for any \( \varepsilon > 0 \), there exists \( M > 0 \) such that \( m, n \geq M \) implies \( \|x^{(m)} - x^{(n)}\|_p < \varepsilon \). Then, exactly as in the finite-dimensional case, for any \( k = 1, 2, \ldots \) we have

\[
|x_k^{(m)} - x_k^{(n)}|^p \leq \sum_{j=1}^{\infty} |x_j^{(m)} - x_j^{(n)}|^p = (\|x^{(m)} - x^{(n)}\|_p)^p < \varepsilon^p
\]

and hence \( |x_k^{(m)} - x_k^{(n)}| < \varepsilon \). Therefore, for each \( k \) the sequence \( \{x_k^{(n)}\} \) of the \( k \)th component forms a Cauchy sequence. Since \( \mathbb{R} \) (or \( \mathbb{C} \)) is complete, these sequences converge to a number which we denote by \( x_k \). In other words, for every \( k \) we have

\[
\lim_{n \to \infty} x_k^{(n)} = x_k.
\]

To show that \( l_p \) is complete, we will show that the sequence \( x = \{x_k\} \) is an element of \( l_p \), and that in fact \( \|x^{(n)}\|_p \to 0 \).

Using Minkowski’s inequality, we have for every \( N \) and any \( n \),

\[
\left( \sum_{k=1}^{N} |x^k|^p \right)^{1/p} = \left( \sum_{k=1}^{N} |x_k - x_k^{(n)} + x_k^{(n)}|^p \right)^{1/p} \\
\leq \left( \sum_{k=1}^{N} |x_k - x_k^{(n)}|^p \right)^{1/p} + \left( \sum_{k=1}^{N} |x_k^{(n)}|^p \right)^{1/p} \]

and

\[
\leq \left( \sum_{k=1}^{N} |x_k - x_k^{(n)}|^p \right)^{1/p} + \|x^{(n)}\|_p \hspace{1cm} (3)
\]
Now write the $n$th term of the sequence $\{x^{(n)}\}$ as $x^{(n)} - x^{(m)} + x^{(m)}$ to obtain
\[
\|x^{(n)}\|_p = \|x^{(n)} - x^{(m)} + x^{(m)}\|_p \leq \|x^{(n)} - x^{(m)}\|_p + \|x^{(m)}\|_p.
\]

Since $\{x^{(n)}\}$ is a Cauchy sequence, we know that given any $\varepsilon > 0$, there exists $M_0$ such that $m, n \geq M_0$ implies $\|x^{(n)} - x^{(m)}\|_p < \varepsilon$. Thus for any fixed $m \geq M_0$, the set $\{\|x^{(n)}\|_p : n \geq M_0\}$ of real numbers is bounded by $\varepsilon + \|x^{(m)}\|_p$. Moreover, we may take the max of the (finite) set of all $\|x^{(n)}\|_p$ with $n < M_0$. In other words, we have shown that the norms of every term in any Cauchy sequence are bounded, and hence we may write (3) as
\[
\left( \sum_{k=1}^{N} |x_k|^p \right)^{1/p} \leq \left( \sum_{k=1}^{N} |x_k - x_k^{(n)}|^p \right)^{1/p} + B \quad (4)
\]
where $\|x^{(n)}\|_p \leq B$ for all $n$.

Since $x_k^{(n)} \to x_k$ for each of the finite number of terms $k = 1, \ldots, N$, we can choose $n$ sufficiently large (but depending on $N$) that the first term on the right hand side of (4) is $\leq 1$, and hence for every $N$ we have
\[
\sum_{k=1}^{N} |x_k|^p \leq (1 + B)^p.
\]
This shows that the series $\sum_{k=1}^{\infty} |x_k|^p$ converges, and thus by definition of $l_p$, the corresponding sequence $x = \{x_k\}$ is an element of $l_p$. We must still show that $x^{(n)} \to x$.

Since $\{x^{(n)}\}$ is a Cauchy sequence, it follows that given $\varepsilon > 0$, there exists $M$ such that $m, n \geq M$ implies $\|x^{(m)} - x^{(n)}\|_p < \varepsilon$. Then for any $N$ and all $m, n \geq M$ we have (using the Minkowski inequality again)
\[
\left( \sum_{k=1}^{N} |x_k - x_k^{(n)}|^p \right)^{1/p} \leq \left( \sum_{k=1}^{N} |x_k - x_k^{(m)}|^p \right)^{1/p} + \left( \sum_{k=1}^{N} |x_k^{(m)} - x_k^{(n)}|^p \right)^{1/p} + \|x^{(m)} - x^{(n)}\|_p.
\]
\[
\sum_{k=1}^{N} |x_k - x_k^{(m)}|^p \leq \left( \sum_{k=1}^{N} |x_k - x_k^{(m)}|^p \right)^{1/p} + \varepsilon .
\] (5)

But \( x_k^{(m)} \rightarrow x_k \) for each \( k = 1, \ldots, N \) and hence (by the same argument used above) we can choose \( m \) sufficiently large that the first term in the last line of (5) is \( < \varepsilon \). This means that for every \( N \) and all \( n \geq m \) (where \( m \) is independent of \( N \)) we have
\[
\left( \sum_{k=1}^{N} |x_k - x_k^{(n)}|^p \right)^{1/p} < 2\varepsilon
\]
and hence taking the limit as \( N \rightarrow \infty \) yields
\[
\|x - x^{(n)}\|_p = \left( \sum_{k=1}^{\infty} |x_k - x_k^{(n)}|^p \right)^{1/p} \leq 2\varepsilon .
\]

Since this inequality holds for all \( n \geq M \), we have shown that \( \|x - x^{(n)}\|_p \rightarrow 0 \) or, alternatively, that \( x^{(n)} \rightarrow x \). We have therefore shown that the space \( l_p \) is complete, i.e., it is a Banach space.

It is now easy to show that \( l_2 \) is a Hilbert space. To see this, we define the inner product on \( l_2 \) in the usual way by
\[
\langle x, y \rangle = \sum_{k=1}^{\infty} x_k \overline{y}_k .
\]
Using the infinite-dimensional version of Hölder’s inequality with \( p = q = 2 \) (i.e., Cauchy’s inequality), we see that this series converges absolutely, and hence the series converges to a complex number (see Theorem B20). This shows that the inner product so defined is meaningful. The rest of the verification that \( l_2 \) is a Hilbert space is straightforward and left to the reader (see Exercise 12.3.2).

Recall that a subset \( A \) of a metric space \( X \) is said to be dense if \( \text{Cl} \ A = X \). Intuitively, this simply means that any neighborhood of any \( x \in X \) contains points of \( A \) (see Theorems B13 and B15). A space is said to be separable if it contains a countable dense subset. An important class of Hilbert spaces are those that are separable.

**Example 12.9** Let us show that the space \( l_2 \) is actually separable. In other words, we shall show that \( l_2 \) contains a countable dense subset. To see this, we say that a point \( x = \{x_1, x_2, \ldots \} \in l_2 \) is a rational point if \( x_n \neq 0 \) for only a
finite number of the indices $n$, and if each of these nonzero components is a rational (complex) number. It should be clear that the set of all such rational points is countably infinite. We must now show that any neighborhood of any point in $l^2$ contains at least one rational point.

To do this, we show that given any $x \in l^2$ and any $\varepsilon > 0$, there exists a rational point $r = \{r_1, r_2, \ldots, 0, 0, \ldots\} \in l^2$ such that $\|r - x\|_2 < \varepsilon$. Since $x \in l^2$ the series $\sum_{k=1}^{\infty} |x_k|^2$ converges, and hence there exists $N$ such that

$$\sum_{k=N+1}^{\infty} |x_k|^2 < \varepsilon^2 / 2$$

(see Theorem B17). Next, for each $k = 1, \ldots, N$ we find a rational number $r_k$ with the property that $|r_k - x_k| < \varepsilon / \sqrt{2N}$.

(That this can be done follows from Theorem 0.4 applied to both the real and imaginary parts of $x_k$.) Then the distance between $x$ and the rational point $r = \{r_1, r_2, \ldots, r_N, 0, 0, \ldots\}$ is given by

$$\|r - x\|_2 = \left( \sum_{k=1}^{N} |r_k - x_k|^2 + \sum_{k=N+1}^{\infty} |x_k|^2 \right)^{1/2} < \left( N(\varepsilon^2 / 2N) + \varepsilon^2 / 2 \right)^{1/2} = \varepsilon .$$

As the last remark of this section, the reader should note that the proof of the Cauchy-Schwartz inequality in Example 12.1 made no reference whatsoever to any components, and thus it clearly holds in any Hilbert space, as does the parallelogram law. Furthermore, as mentioned in Example 12.3, the Cauchy-Schwartz inequality also shows that the inner product is continuous in each variable. Indeed, applying Theorem 12.7(d) we see that if $x_n \to x$ and $y_n \to y$, then

$$\|\langle x_n, y_n \rangle - \langle x, y \rangle\| = |\langle x_n - x, y_n - y \rangle + \langle x_n - x, y \rangle + \langle x, y_n - y \rangle| \leq \|x_n - x\| \|y_n - y\| + \|x_n - x\| \|y\| + \|x\| \|y_n - y\| \to 0$$

This is sometimes expressed by saying that the inner product is \textbf{jointly continuous}. Alternatively, we can note that

$$|\langle x_1, y \rangle - \langle x_2, y \rangle| = |\langle x_1 - x_2, y \rangle| \leq \|x_1 - x_2\| \|y\|$$
which shows that the map \( x \mapsto (x, y) \) is actually uniformly continuous, with the same result holding for \( y \mapsto (x, y) \).

**Exercises**

1. If \( x_n = \sum_{k=1}^{\infty} a_k v_k \to x \) and \( y_n = \sum_{k=1}^{\infty} b_k v_k \to y \), show that \( x_n + y_n \to x + y \).

2. Complete the proof (begun in Example 12.8) that \( l_2 \) is a Hilbert space.  
   \[ \text{[Hint: Note that if } x = \{x_1, x_2, \ldots \} \text{ and } y = \{y_1, y_2, \ldots \} \text{ are vectors in } l_2, \text{ then you must show that } x + y \in l_2 \text{ also.]} \]

3. Prove that every compact metric space \((X, d)\) is separable.  
   \[ \text{[Hint: For each integer } n \geq 1 \text{ consider the collection } U_n \text{ of open spheres } U_n = \{B(x, 1/n) : x \in X\} \text{.}] \]

4. Let \( H \) be a Hilbert space and suppose \( A \in L(H) \) is a positive symmetric operator. Prove the **generalized Schwartz inequality**:
   \[ ||Ax, y||^2 \leq \langle Ax, x \rangle \langle Ay, y \rangle \]
   where \( x, y \in H \).  
   \[ \text{[Hint: Let } c \text{ be a real number and consider the vector } z = x + c\langle Ax, y \rangle y \text{.]} \]

5. Let \( l_\infty \) denote the linear space consisting of all bounded sequences \( x = \{x_1, x_2, \ldots, x_n, \ldots \} \) of scalars with norm \( \|x\| = \sup |x_n| \). Show that \( l_\infty \) is a Banach space.

**12.4 CLOSED SUBSPACES**

Since the norm on a vector space induces a metric topology on the space (i.e., defines the open sets in terms of the induced metric), it makes sense to define a **closed subspace** as a subspace which is a closed set relative to the metric topology. In view of Theorem B14, we say that a set \( A \) of vectors is **closed** if every convergent sequence of vectors in \( A \) converges to a vector in \( A \). If \( E \) is a vector space, many authors define a **linear manifold** to be a subset \( S \subseteq E \) of vectors such that \( S \) is also a linear space. In this case, a **subspace** is defined to be a closed linear manifold. From the corollary to Theorem 12.9, we then see that any finite-dimensional linear manifold over either \( C \) or \( R \) is a subspace. We mention this terminology only in passing, and will generally continue to
use the word “subspace” in our previous context (i.e., as a linear manifold). As a simple example, let \( V = \mathbb{R} \) be a vector space over the field \( \mathbb{Q} \). Then the subspace \( W \subset V \) defined by \( W = \mathbb{Q} \) is not closed (why?).

Recall from Theorem 2.22 that if \( W \) is a subspace of a finite-dimensional inner product space \( V \), then \( V = W \oplus W^\perp \). We now wish to prove that if \( M \) is a closed subspace of a Hilbert space \( H \), then \( H = M \oplus M^\perp \). Unfortunately, this requires that we prove several preliminary results along the way. We begin with a brief discussion of convex sets.

We say that a subset \( S \) of a vector space \( V \) is **convex** if for every pair \( x, y \in S \) and any real number \( t \in [0, 1] \), the vector

\[
z = (1 - t)x + ty
\]

is also an element of \( S \). Intuitively, this is just says that the straight line segment from \( x \) to \( y \) in \( V \) is in fact contained in \( S \). It should be obvious that the intersection of any collection of convex sets is convex, and that every subspace of \( V \) is necessarily convex.

It follows by induction that if \( S \) is convex and \( x_1, \ldots, x_n \in S \), then the vector \( t_1 x_1 + \cdots + t_n x_n \) where \( 0 \leq t_i \leq 1 \) and \( t_1 + \cdots + t_n = 1 \) is also in \( S \). Conversely, the set of all such linear combinations forms a convex set. It is trivial to verify that if \( S \) is convex, then so is any translate

\[
S + z = \{ x + z : z \in V \text{ is fixed and } x \in S \}.
\]

Moreover, if \( \lambda : V \to W \) is a linear map and \( S \subset V \) is convex, then \( \lambda(S) \) is a convex subset of \( W \), and if \( T \subset W \) is convex, then \( \lambda^{-1}(T) \) is convex in \( V \). We leave the proofs of these elementary facts to the reader (see Exercise 12.4.1).

The main result dealing with convex sets that we shall need is given in the next theorem.

**Theorem 12.14** Every nonempty closed convex subset \( S \) of a Hilbert space \( H \) contains a unique vector of smallest norm. In other words, there exists a unique \( x_0 \in S \) with the property that \( \|x_0\| \leq \|x\| \) for every \( x \in S \).

**Proof** Let \( \delta = \inf \{ \|x\| : x \in S \} \). By definition of inf, this implies the existence of a sequence \( \{x_n\} \) of vectors in \( S \) such that \( \|x_n\| \to \delta \). Since \( S \) is convex, \( (x_n + x_m)/2 \) is also in \( S \) (take \( t = 1/2 \) in the definition of convex set), and hence \( \|(x_n + x_m)/2\| \geq \delta \) or \( \|x_n + x_m\| \geq 2\delta \). Applying the parallelogram law we see that
Taking the limit of the right hand side of this equation as \( m, n \to \infty \) shows that \( \|x_n - x_m\| \to 0 \), and hence \( \{x_n\} \) is a Cauchy sequence in \( S \). By Theorem 12.9, \( S \) is complete, and thus there exists a vector \( x \in S \) such that \( x_n \to x \).

Since the norm is a continuous function, we see that (see Examples 12.2 and 12.3 or Theorem 12.7(d))

\[
\|x\| = \lim_{n \to \infty} \|x_n\| = \lim_{n \to \infty} \|x_n\| = \delta.
\]

Thus \( x \in S \) is a vector with smallest norm \( \delta = \inf \{\|x\|: x \in S\} \).

To show that this \( x \) is unique, suppose that \( y \in S \) is such that \( \|y\| = \delta \).

Applying the parallelogram law again to the vectors \( x/2 \) and \( y/2 \) yields

\[
\|x - y\|^2/4 = \|x\|^2/2 + \|y\|^2/2 - \|(x + y)/2\|^2.
\]

But \( (x + y)/2 \in S \) implies \( \|(x + y)/2\| \geq \delta \), and thus we have

\[
\|x - y\|^2 \leq 2\|x\|^2 + 2\|y\|^2 - 4\delta^2.
\]

If \( \|x\| = \|y\| = \delta \), then this equation implies that \( x = y \).

The notion of orthogonality is extremely important in the theory of Hilbert spaces. We recall from Section 12.1 that two vectors \( x \) and \( y \) in a Hilbert space \( H \) are said to be orthogonal if \( \langle x, y \rangle = 0 \), and we write this as \( x \perp y \). If \( S \) is a (nonempty) subset of \( H \) and \( x \in H \) is orthogonal to every \( y \in S \), then we express this by writing \( x \perp S \). Thus the orthogonal complement \( S^\perp \) of \( S \) is defined by \( S^\perp = \{x \in H: x \perp S\} \).

As an example, we consider the orthogonal complement \( x^\perp \) of any \( x \in H \). If \( x \perp y \) and \( x \perp z \), then \( x \perp (y + z) \) and \( x \perp (\alpha y) \) for any scalar \( \alpha \). Therefore \( x^\perp \) is actually a subspace of \( H \). If we define a continuous linear map \( f_x: H \to \mathbb{C} \) by \( f_x(y) = \langle x, y \rangle \), then \( x^\perp = \{y \in H: f_x(y) = 0\} \). In fact, if \( \{y_n\} \) is a sequence in \( x^\perp \) that converges to an element \( y \in H \), then the continuity of the inner product yields

\[
\langle x, y \rangle = \langle x, \lim y_n \rangle = \lim \langle x, y_n \rangle = 0
\]

and hence \( y \in x^\perp \) also. This proves that \( x^\perp \) is in fact a closed subspace of \( H \). Carrying this idea a little farther, if \( S \) is a subset of \( H \), then we can clearly write \( S^\perp = \bigcap_{x \in S} x^\perp \). Since this shows that \( S^\perp \) is the intersection of closed subspaces, it follows that \( S^\perp \) must also be a closed subspace (see Exercise 12.4.2). Alternatively, if \( y \in S \) and \( \{x_n\} \subseteq S^\perp \) with \( x_n \to x \), then we again
have \((x, y) = \lim (x_n, y) = 0\) so that \(x \in S^\perp\) and \(S^\perp\) is therefore closed. We leave it to the reader to prove the following (see Exercise 12.4.3):

\[
0^\perp = H \text{ and } H^\perp = 0.
\]
\[
S \cap S^\perp = \{0\}.
\]
\[
S \subset S^{\perp\perp} = (S^\perp)^\perp.
\]
\[
S_1 \subset S_2 \implies S_2^\perp \subset S_1^\perp.
\]

Furthermore, using the next theorem, it is not hard to show that a subset \(M\) of a Hilbert space \(H\) is closed if and only if \(M^{\perp\perp} = M\) (see Exercise 12.4.6).

**Theorem 12.15** Let \(M\) be a proper closed subspace of a Hilbert space \(H\) (i.e., \(M \neq H\)). Then there exists a nonzero vector \(x_0 \in H\) such that \(x_0 \perp M\).

**Proof** Suppose \(x \in H\) and \(x \notin M\). Since any subspace is automatically convex, it follows that the set \(x - M = \{x - y : y \in M\}\) is closed and convex. By Theorem 12.14, this set contains a unique vector \(x_0 = x - y_0 \in x - M\) of smallest norm. By definition, this means that \(|x - y_0| = \inf\{\|x - y\| : y \in M\}\). If we had \(\|x - y_0\| = 0\), then \(x\) would be an accumulation point of \(M\), contradicting the assumption that \(M\) is closed and \(x \notin M\). Thus we must have \(x_0 \neq 0\), and we claim that \(x_0 \perp M\).

Since \(x_0\) is of smallest norm, we see that for any \(y \in M\) and any \(\alpha \in \mathbb{C}\) we have

\[
\|x_0\|^2 \leq \|x_0 + \alpha y\|^2.
\]

Expanding this out in terms of the inner product on \(H\) we find that

\[
0 \leq 2 \text{Re}\{\alpha(x_0, y)\} + |\alpha|^2 \|y\|^2 .
\]

In particular, if we let \(\alpha = c\langle y, x_0 \rangle\) where \(c \in \mathbb{R}\) is nonzero, then this equation becomes

\[
0 \leq c|\langle x_0, y \rangle|^2 (2 + c\|y\|^2) .
\]

If \(y \in M\) is such that \(\langle x_0, y \rangle \neq 0\), then the fact that this equation holds for all nonzero \(c \in \mathbb{R}\) leads to a contradiction if we choose \(c\) such that \(-2\|y\|^2 < c < 0\). It therefore follows that we must have \(\langle x_0, y \rangle = 0\) for every \(y \in M\), and hence \(x_0 \perp M\).

We are now in a position to prove our earlier assertion. After the proof we shall give some background as to why this result is important.
Theorem 12.16  Let M be a closed subspace of a Hilbert space H. Then \( H = M \oplus M^\perp \).

Proof  We first show that \( M + M^\perp \) is a closed subspace of H. To see this, we note that \( M \cap M^\perp = \{0\} \) (since M is a subspace and hence contains the zero vector), and every \( z \in M + M^\perp \) may be written in the unique form \( z = x + y \) with \( x \in M \) and \( y \in M^\perp \). (See the proof of Theorem 2.12. Note also that we have not yet shown that every \( z \in H \) is of this form.) Now let \( \{z_n\} = \{x_n + y_n\} \) be any sequence in \( M + M^\perp \) that converges to an element \( z \in H \). We must show that \( z \in M + M^\perp \). Using the Pythagorean theorem we see that

\[
\|z_m - z_n\|^2 = \|(x_m + y_m) - (x_n + y_n)\|^2
= \|(x_m - x_n) + (y_m - y_n)\|^2
= \|x_m - x_n\|^2 + \|y_m - y_n\|^2
\]

and therefore \( \{z_n\} \) is a Cauchy sequence in \( M + M^\perp \) if and only if \( \{x_n\} \) is a Cauchy sequence in M and \( \{y_n\} \) is a Cauchy sequence in \( M^\perp \). Since both M and \( M^\perp \) are closed they are complete (Theorem 12.9). Therefore, since \( \{z_n\} \) is a convergent sequence in H it is a Cauchy sequence in H, and in fact it is a Cauchy sequence in \( M + M^\perp \) since every \( z_n = x_n + y_n \in M + M^\perp \). But then \( \{x_n\} \) and \( \{y_n\} \) are Cauchy sequences in M and \( M^\perp \) which must converge to points \( x \in M \) and \( y \in M^\perp \). Hence

\[
z = \lim z_n = \lim (x_n + y_n) = \lim x_n + \lim y_n = x + y \in M + M^\perp .
\]

This shows that \( M + M^\perp \) is a closed subspace of H.

We now claim that \( H = M + M^\perp \). Since we already know that \( M \cap M^\perp = \{0\} \), this will complete the proof that \( H = M \oplus M^\perp \). If \( H \neq M + M^\perp \), then according to Theorem 12.15 there exists a nonzero \( z_0 \in H \) with the property that \( z_0 \perp (M + M^\perp) \). But this implies that \( z_0 \in M^\perp \) and \( z_0 \in M^{\perp\perp} \), and hence \( \|z_0\|^2 = \langle z_0, z_0 \rangle = 0 \) (or observe that \( z_0 \in M^\perp \cap M^{\perp\perp} = \{0\} \)) which contradicts the assumption that \( z_0 \neq 0 \).

To gain a little insight as to why this result is important, we recall our discussion of projections in Section 7.8. In particular, Theorem 7.27 shows that a linear transformation E on a finite-dimensional vector space V is idempotent (i.e., \( E^2 = E \)) if and only if \( V = U \oplus W \) where E is the projection of V on \( U = \text{Im } E \) in the direction of \( W = \ker E \). In order to generalize this result to Banach spaces, we define an operator on a Banach space B to be an element of \( \mathcal{L}(B, B) \). In other words, an operator on B is a continuous linear transformation of B into itself. A projection on B is an idempotent operator on B.
Thus, in order that an operator $P$ on $B$ be idempotent, it must obey both the algebraic requirement that $P^2 = P$ as well as the topological condition of continuity. The generalization of Theorem 7.27 to Banach spaces is given by the next two theorems, the proofs of which are left to the reader since we will not be needing them again.

**Theorem 12.17** Let $P$ be a projection on a Banach space $B$ and let $M = \text{Im } P$ and $N = \text{Ker } P$. Then $M$ and $N$ are closed subspaces of $B$, and $B = M \oplus N$.

*Proof* See Exercise 12.4.5. ■

**Theorem 12.18** Let $B$ be a Banach space and let $M, N$ be closed subspaces of $B$ such that $B = M \oplus N$. Then for any $z = x + y \in M \oplus N$, the mapping $P$ defined by $P(z) = x$ is a projection on $B$ with $\text{Im } P = M$ and $\text{Ker } P = N$.

*Proof* The only difficult part of this theorem is the proof that $P$ is continuous. While this may be proved using only what has been covered in this book (including the appendices), it is quite involved since it requires proving both Baire’s theorem and the open mapping theorem. Since these are essentially purely topological results whose proofs are of no benefit to us at this point, we choose to refer the interested reader to, e.g., the very readable treatment by Simmons (1963). ■

As mentioned in Section 7.8, if we are given a space $V$ and subspace $U$, there may be many subspaces $W$ with the property that $V = U \oplus W$. Thus, if we are given a closed subspace $M$ of a Banach space $B$, then there could be many *algebraic* projections defined on $B$ with image $M$, and in fact none of them may be projections as defined above (i.e., they may not be continuous). In other words, there may not exist any closed subspace $N$ such that $B = M \oplus N$. However, Theorem 12.16 together with Theorem 12.18 shows that if we have a Hilbert space $H$ together with a closed subspace $M$, then there always exists a projection $P$ defined on $H = M \oplus M^\perp$ with $\text{Im } P = M$ and $\text{Ker } P = M^\perp$.

**Exercises**

1. Let $V$ and $W$ be vector spaces, and let $S \subseteq V$ be convex.
   (a) Show that the intersection of any collection of convex sets is convex.
   (b) Show that every subspace of $V$ is convex.
(c) Show that any translate \( S + z = \{ x + z : z \in V \text{ is fixed and } x \in S \} \) is convex.
(d) If \( \lambda : V \rightarrow W \) is linear, show that \( \lambda(S) \) is a convex subset of \( W \), and if \( T \subseteq W \) is convex, then \( \lambda^{-1}(T) \) is convex in \( V \).

2. Let \( H \) be a Hilbert space and \( S \) a nonempty subset of \( H \). Show that \( S^\perp = \bigcap_{x \in S} x^\perp \) is a closed subspace of \( H \).

3. Let \( H \) be a Hilbert space and \( S \) a nonempty subset of \( H \). Prove the following:
   (a) \( 0^\perp = H \) and \( H^\perp = 0 \).
   (b) \( S \cap S^\perp \subseteq \{0\} \).
   (c) \( S \subseteq S_{\perp \perp} \).
   (d) \( S_1 \subseteq S_2 \) implies \( S_2^\perp \subseteq S_1^\perp \).

4. Show that a subset \( M \) of a Hilbert space \( H \) is closed if and only if \( M^{\perp \perp} = M \).

5. Prove Theorem 12.17.

12.5 HILBERT BASES

Let us now turn our attention to the infinite-dimensional analogue of the expansion of a vector in terms of a basis. (We recommend that the reader first review Sections 0.3 and 0.4 before continuing on with this material.) Suppose that \( x \) is a vector in a Hilbert space \( H \) such that \( \|x\| \neq 0 \), and let \( y \in H \) be arbitrary. We claim there exists a unique scalar \( c \) such that \( y - cx \) is orthogonal to \( x \). Indeed, if \( (y - cx) \perp x \), then

\[
0 = \langle x, y - cx \rangle = \langle x, y \rangle - c \langle x, x \rangle
\]

implies that

\[
c = \langle x, y \rangle / \langle x, x \rangle
\]

while if \( c = \langle x, y \rangle / \langle x, x \rangle \), then reversing the argument shows that \( (y - cx) \perp x \). The scalar \( c \) is usually called the Fourier coefficient of \( y \) with respect to (or relative to) \( x \).

To extend this idea to finite sets of vectors, let \( \{ x_i \} = \{ x_1, \ldots, x_n \} \) be a collection of vectors in \( H \). Furthermore assume that the \( x_i \) are mutually orthogonal, i.e., \( \langle x_i, x_j \rangle = 0 \) if \( i \neq j \). If \( c_i = \langle x_i, y \rangle / \langle x_i, x_i \rangle \) is the Fourier coefficient of \( y \in H \) with respect to \( x_i \), then
\[ \langle x_i, y - \sum_{j=1}^{n} c_j x_j \rangle = \langle x_i, y \rangle - \sum_{j=1}^{n} c_j \langle x_i, x_j \rangle \]
\[ = \langle x_i, y \rangle - c_i \langle x_i, x_i \rangle \]
\[ = 0 \]

which shows that \( y - \sum_{j=1}^{n} c_j x_j \) is orthogonal to each of the \( x_i \). Geometrically, this result says that if we subtract off the components of a vector \( y \) in the direction of \( n \) orthogonal vectors \( x_i \), then the resulting vector is orthogonal to each of the vectors \( x_i \).

We can easily simplify many of our calculations by requiring that our finite set \( \{x_i\} \) be orthonormal instead of just orthogonal. In other words, we assume that \( \langle x_i, x_j \rangle = \delta_{ij} \), which is equivalent to requiring that \( i \neq j \) implies that \( x_i \perp x_j \) and \( \|x_i\| = 1 \). Note that given any \( x_i \in H \) with \( \|x_i\| \neq 0 \), we can normalize \( x_i \) by forming the vector \( e_i = x_i / \|x_i\| \). It is then easy to see that the above calculations remain unchanged except that now we simply have \( c_i = \langle x_i, y \rangle \). We will usually denote such an orthonormal set by \( \{e_i\} \), and hence we write

\[ \langle e_i, e_j \rangle = \delta_{ij} . \]

Suppose \( \{e_i\} \) is a finite orthonormal set in a Hilbert space \( H \) and \( x \) is any element of \( H \). We claim that the expression

\[ \|x - \sum_{k=1}^{n} a_k e_k \| \]

achieves its minimum value in the case where each of the scalars \( a_k \) is equal to the Fourier coefficient \( c_k = \langle e_k, x \rangle \). To see this, we note that the above discussion showed that \( x - \sum_{k=1}^{n} c_k e_k \) is orthogonal to each \( e_i \) for \( i = 1, \ldots, n \) and hence we may apply the Pythagorean theorem to obtain

\[ \|x - \sum_{k=1}^{n} a_k e_k \|^2 = \|x - \sum_{k=1}^{n} c_k e_k \|^2 + \sum_{k=1}^{n} (c_k - a_k)^2 \|e_k\|^2 \]
\[ = \|x - \sum_{k=1}^{n} c_k e_k \|^2 + \sum_{k=1}^{n} (c_k - a_k)^2 \|e_k\|^2 . \]

It is clear that the right hand side of this equation takes its minimum value at \( a_k = c_k \) for \( k = 1, \ldots, n \) and hence we see that in general

\[ \|x - \sum_{k=1}^{n} c_k e_k \| \leq \|x - \sum_{k=1}^{n} a_k e_k \| \]

for any set of scalars \( a_k \). Moreover, we see that (using \( c_k = \langle e_k, x \rangle \))
0 \leq \|x - \sum_{k=1}^{n} c_k e_k\|^2 \\
= \langle x - \sum_{k=1}^{n} c_k e_k, x - \sum_{r=1}^{n} c_r e_r \rangle \\
= \|x\|^2 - \sum_{k=1}^{n} c_k^* (e_k, x) - \sum_{r=1}^{n} c_r (x, e_r) + \sum_{k=1}^{n} |c_k|^2 \\
= \|x\|^2 - \sum_{k=1}^{n} |c_k|^2

which implies

\[
\sum_{k=1}^{n} |c_k|^2 = \sum_{k=1}^{n} |(e_k, x)|^2 \leq \|x\|^2 .
\]

This relationship is frequently called Bessel’s inequality, although this designation also applies to the infinite-dimensional version to be proved below.

We now seek to generalize these last two results to the case of arbitrary (i.e., possibly uncountable) orthonormal sets. We begin with a simple theorem.

**Theorem 12.19** Let \{e_i\}, \(i \in I\) (where I may be uncountable) be an arbitrary orthonormal set in a Hilbert space \(H\). Then if \(x\) is any vector in \(H\), the set \(S = \{e_i: \langle e_i, x \rangle \neq 0\}\) is countable (but possibly empty).

**Proof** For each \(n \in \mathbb{Z}^+\) define the set

\[
S_n = \{e_i: |(e_i, x)|^2 > \|x\|^2/n\} .
\]

We claim that each \(S_n\) can contain at most \(n - 1\) vectors. To see this, suppose \(S_n\) contains \(N\) vectors, i.e., \(S_n = \{e_1, \ldots, e_N\}\). Then from the definition of \(S_n\) we have

\[
\sum_{i=1}^{N} |(e_i, x)|^2 > (\|x\|^2/n)N
\]

while Bessel’s inequality shows that

\[
\sum_{i=1}^{N} |(e_i, x)|^2 \leq \|x\|^2 .
\]

Thus we must have \(N < n\) which is the same as requiring that \(N \leq n - 1\). The theorem now follows if we note that each \(S_n\) consists of a finite number of vectors, and that \(S = \bigcup_{n=1}^{\infty} S_n\) since \(S_n \rightarrow S\) as \(n \rightarrow \infty\).
Theorem 12.19 now allows us to prove the general (i.e., infinite-dimensional) version of **Bessel's inequality**. Keep in mind that an arbitrary orthonormal set may consist of an uncountable number of elements, and in this case we do not write any limits in the sum $\sum|\langle e_i, x \rangle|^2$.

**Theorem 12.20** If $\{e_i\}$ is any orthonormal set in a Hilbert space $H$ and $x$ is any vector in $H$, then $\sum|\langle e_i, x \rangle|^2 \leq \|x\|^2$.

**Proof** First note that if $e_\alpha \in \{e_i\}$ is such that $\langle e_\alpha, x \rangle = 0$, then this $e_\alpha$ will not contribute to $\sum|\langle e_i, x \rangle|^2$. As in Theorem 12.19, we again consider the set $S = \{e_i: \langle e_i, x \rangle \neq 0\}$.

If $S = \emptyset$, then we have $\sum|\langle e_i, x \rangle|^2 = 0$ and the conclusion is obviously true. If $S \neq \emptyset$, then according to Theorem 12.19 it must contain a countable number of vectors. If $S$ is in fact finite, then we write $S = \{e_1, \ldots, e_n\}$ and the theorem follows from the finite-dimensional Bessel inequality proved above. Thus we need only consider the case where $S$ is countably infinite.

We may consider the vectors in $S$ to be arranged in any arbitrary (but now fixed) order $\{e_1, e_2, \ldots, e_n, \ldots\}$. From the corollary to Theorem B20 we know that if $\sum_{i=1}^\infty|\langle e_i, x \rangle|^2$ converges, then this sum is independent of any rearrangement of the terms in the series. This then gives an unambiguous meaning to the expression $\sum|\langle e_i, x \rangle|^2 = \sum_{i=1}^\infty|\langle e_i, x \rangle|^2$. Therefore we see that the sum is a nonnegative (extended) real number that depends only on the set $S$ and not on the order in which the vectors in $S$ are written. If we let

$$s_n = \sum_{i=1}^n|\langle e_i, x \rangle|^2$$

be the $n$th partial sum of the series, then the finite-dimensional version of Bessel’s inequality shows that $s_n \leq \|x\|^2$ for every $n$, and hence we must have

$$\sum_{i=1}^\infty|\langle e_i, x \rangle|^2 \leq \|x\|^2.$$ 

**Theorem 12.21** Let $\{e_i\}$ be an orthonormal set in a Hilbert space $H$, and let $x$ be any vector in $H$. Then $(x - \sum\langle e_i, x \rangle e_i) \perp e_j$ for each $j$.

**Proof** Just as we did in the proof of Theorem 12.20, we must first make precise the meaning of the expression $\sum\langle e_i, x \rangle e_i$. Therefore we again define the set $S = \{e_i: \langle e_i, x \rangle \neq 0\}$. If $S = \emptyset$, then we have $\sum\langle e_i, x \rangle e_i = 0$ so that our theorem is obviously true since the definition of $S$ then means that $x \perp e_j$ for every $j$. If $S$ is finite but nonempty, then the theorem reduces to the finite case.
proved in the discussion prior to Theorem 12.19. Thus, by Theorem 12.19, we are again left with the case where \( S \) is countably infinite. We first prove the result for a particular ordering \( S = \{ e_1, e_2, \ldots \} \), and afterwards we will show that our result is independent of the ordering chosen.

Let \( s_n = \sum_{i=1}^{n} (e_i, x)e_i \). Since the Pythagorean theorem may be applied to any finite collection of orthogonal vectors, the fact that \( \{ e_i \} \) is an orthonormal set allows us to write (for \( m > n \))

\[
\|s_m - s_n\|^2 = \| \sum_{i=n+1}^{m} (e_i, x)e_i \|^2 = \sum_{i=n+1}^{m} \| (e_i, x) \|^2 .
\]

Now, Bessel’s inequality shows that \( \sum_{i=1}^{\infty} |(e_i, x)|^2 \) must converge, and hence for any \( \varepsilon > 0 \) there exists \( N \) such that \( m > n \geq N \) implies \( \sum_{i=n+1}^{m} |(e_i, x)|^2 < \varepsilon^2 \) (this is just Theorem B17). This shows that \( \{ s_n \} \) is a Cauchy sequence in \( H \), and thus the fact that \( H \) is complete implies that \( s_n \to s = \sum_{i=1}^{\infty} (e_i, x)e_i \in H \). If we define \( \sum_{i=1}^{\infty} (e_i, x)e_i = \sum_{i=1}^{\infty} (e_i, x)e_i = s \), then the continuity of the inner product yields

\[
(e_j, x - s) = (e_j, x) - (e_j, s) = (e_j, x) - (e_j, \lim s_n)
\]

\[
= (e_j, x) - \lim (e_j, s_n) = (e_j, x) - \lim \sum_{i=1}^{n} (e_i, x)(e_j, e_i)
\]

\[
= (e_j, x) - (e_j, x) = 0 .
\]

Thus we have shown that \( (x - s) \perp e_i \) for every \( j \).

We now show that this result is independent of the particular order chosen for the \( \{ e_i \} \) in the definition of \( s \). Our proof of this fact is similar to the proof of the corollary to Theorem B20. Let \( \{ e'_i \} \) be any other arrangement of the set \( \{ e_i \} \), and let \( s'_n = \sum_{i=1}^{n} (e'_i, x)e'_i \). Repeating the above argument shows that \( s'_n \) converges to a limit \( s' = \sum_{i=1}^{\infty} (e'_i, x)e'_i \). We must show that \( s' = s \). Since \( \{ s_n \} \), \( \{ s'_n \} \) and \( \sum_{i=1}^{\infty} |(e_i, x)|^2 \) all converge, we see that for any \( \varepsilon > 0 \), there exists \( N > 0 \) such that \( n \geq N \) implies

\[
\|s_n - s\| < \varepsilon
\]

and

\[
\|s'_n - s'\| < \varepsilon
\]

and

\[
\sum_{i=N+1}^{\infty} |(e_i, x)|^2 < \varepsilon^2
\]

(this last inequality follows by letting \( m \to \infty \) in Theorem B17). We now note that since there are only a finite number of terms in \( s_N \) and \( \{ e'_i \} \) is just a
rearrangement of \{e_i\}, there must exist an integer \(M > N\) such that every term in \(s_N\) also occurs in \(s'_M\). Then \(s'_M - s_N\) contains a finite number of terms, each of which is of the form \(\langle e_i, x \rangle e_i\) for \(i = N + 1, N + 2, \ldots\). We therefore have
\[
\|s'_M - s_N\|^2 \leq \sum_{i=N+1}^{\infty} |\langle e_i, x \rangle|^2 < \varepsilon^2
\]
and hence \(\|s'_M - s_N\| < \varepsilon\). Putting all of this together, we have
\[
\|s' - s\| \leq \|s' - s'_M\| + \|s'_M - s_N\| + \|s_N - s\| < 3\varepsilon
\]
and hence \(s' = s\). □

At last we are in a position to describe the infinite-dimensional analogue of the expansion of a vector in terms of a basis. Let \(H\) be a nonzero Hilbert space, and let \(\{x_i\}\) be an arbitrary collection of vectors in \(H\) such that \(\|x_i\| \neq 0\) for each \(i\). (We required \(H\) to be nonzero so that such a collection will exist.) For each finite subcollection \(\{x_{i_1}, \ldots, x_{i_n}\}\) of \(\{x_i\}\), we can form the vector space spanned by this subcollection of vectors. In other words, we can consider the space consisting of all linear combinations of the form \(c_1 x_{i_1} + \cdots + c_n x_{i_n}\) where each \(c_i\) is a complex number. In order to simplify our notation, we will generally omit the double indices and write simply \(\{x_1, \ldots, x_n\}\).

Now consider the union of all vector spaces generated by such finite subcollections of \(\{x_i\}\). This union is clearly a vector space itself, and is called the subspace \textit{generated} by the collection \(\{x_i\}\). Let us denote this space by \(E\). We say that the collection \(\{x_i\}\) is \textit{total} in \(H\) if \(E\) is dense in \(H\) (i.e., \(\text{Cl } E = H\)). In other words, \(\{x_i\}\) is total in \(H\) if every vector in \(H\) is the limit of a sequence of vectors in \(E\) (see Theorem B14(b)). A total orthonormal set \(\{e_i\}\) is called a \textit{Hilbert basis} (or an \textit{orthonormal basis}). Be careful to note however, that this is not the same as a basis in a finite-dimensional space. This is because not every vector in \(H\) can be written as a linear combination of a \textit{finite} number of elements in a Hilbert basis.

An equivalent way of formulating this property that is frequently used is the following. Consider the family of all orthonormal subsets of a nonzero Hilbert space \(H\). We can order this family by ordinary set inclusion, and the result is clearly a partially (but not totally) ordered set. In other words, if \(S_1\) and \(S_2\) are orthonormal sets, we say that \(S_1 \preceq S_2\) if \(S_1 \subseteq S_2\). We say that an orthonormal set \(\{e_i\}\) is \textit{complete} if it is maximal in this partially ordered set. This means that there is no nonzero vector \(x \in H\) such that if we adjoin \(e = x/\|x\|\) to \(\{e_i\}\), the resulting set \(\{e_i, e\}\) is also orthonormal and contains \(\{e_i\}\) as a proper subset. We now show the equivalence of this approach to the previous paragraph.
Let \{e_\alpha\} be a complete orthonormal set in a Hilbert space \(H\), and let \(E\) be the subspace generated by \{e_\alpha\}. If \(\text{Cl } E \neq H\), then by Theorem 12.15 there exists a nonzero vector \(x \in H\) such that \(x \perp \text{Cl } E\). In particular, this means that \(x \perp E\) and hence the set \(\{e_\alpha, e = x/\|x\|\}\) would be a larger orthonormal set than \{e_\alpha\}, contradicting the maximality of \{e_\alpha\}.

Conversely, suppose that \{e_\alpha\} is a Hilbert basis for \(H\) (i.e., a total orthonormal set). If \{e_\alpha\} is not complete, then there exists a nonzero vector \(x \in H\) such that \(\{e_\alpha, e = x/\|x\|\}\) is an orthonormal set that contains \{e_\alpha\} as a proper subset. Then \(e \perp \{e_\alpha\}\), and hence the subspace \(E\) generated by \{e_\alpha\} must be a subset of \(e^\perp\). Since \(e^\perp\) is closed, it follows that \(\text{Cl } E \subset e^\perp\). But then \(e \perp \text{Cl } E\) which contradicts the assumption that \(\text{Cl } E = H\).

**Theorem 12.22** Every nonzero Hilbert space \(H\) contains a complete orthonormal set. Alternatively, every such \(H\) has a Hilbert basis.

**Proof** Note that every chain of orthonormal sets in \(H\) has an upper bound given by the union of the sets in the chain. By Zorn’s lemma, the set of all orthonormal sets thus has a maximal element. This shows that \(H\) contains a complete orthonormal set. That \(H\) has an orthonormal basis then follows from the above discussion on the equivalence of a complete orthonormal set and a Hilbert basis.

Some of the most important basic properties of Hilbert spaces are contained in our next theorem.

**Theorem 12.23** Let \{e_\alpha\} be an orthonormal set in a Hilbert space \(H\). Then the following conditions are equivalent:

1. \{e_\alpha\} is complete.
2. \(x \perp \{e_\alpha\}\) implies \(x = 0\).
3. For any \(x \in H\) we have \(x = \sum (e_\alpha, x)e_\alpha\).
4. For any \(x \in H\) we have \(\|x\|^2 = \sum |(e_\alpha, x)|^2\).

**Proof** (1) \(\Rightarrow\) (2): If (2) were not true, then there would exist a nonzero vector \(e = x/\|x\| \in H\) such that \(e \perp \{e_\alpha\}\), and hence \(\{e_\alpha, e\}\) would be an orthonormal set larger than \{e_\alpha\}, contradicting the completeness of \{e_\alpha\}.

(2) \(\Rightarrow\) (3): By Theorem 12.21, the vector \(y = x - \sum (e_\alpha, x)e_\alpha\) is orthogonal to \{e_\alpha\}, and hence (2) implies that \(y = 0\).

(3) \(\Rightarrow\) (4): Using the joint continuity of the inner product (so that the sum as a limit of partial sums can be taken outside the inner product), we simply calculate
\[ \|x\|^2 = \langle x, x \rangle = \langle \sum e_i, x \rangle e_i, \sum (e_j, x)e_j \]
\[ = \sum (e_i, x)^* \sum (e_j, x)(e_i, e_j) \]
\[ = \sum (e_i, x)^* (e_i, x) \]
\[ = \sum \|e_i, x\|^2 . \]

(4) \(\Rightarrow\) (1): If \(\{e_i\}\) is not complete, then there exists \(e \in H\) such that \(\{e_i, e\}\) is a larger orthonormal set in \(H\). Since this means that \(e \perp \{e_i\}\), statement (4) yields \(\|e\|^2 = \sum \|e_i, e\|^2 = 0\) which contradicts the assumption that \(\|e\| = 1\). 

Note that the equivalence of (1) and (3) in this theorem is really just our earlier statement that an orthonormal set is complete if and only if it is a Hilbert basis. We also remark that statement (4) is sometimes called Parseval’s equation, although this designation also applies to the more general result

\[ \langle x, y \rangle = \sum \langle x, e_i \rangle \langle e_i, y \rangle \]

(see Exercise 12.5.1).

It should be emphasized that we have so far considered the general case where an arbitrary Hilbert space \(H\) has a possibly uncountable orthonormal set. However, if \(H\) happens to be separable (i.e., \(H\) contains a countable dense subset), then we can show that every orthonormal set in \(H\) is in fact countable.

**Theorem 12.24** Every orthonormal set \(\{e_i\}\) in a separable Hilbert space \(H\) contains at most a countable number of elements.

**Proof** We first note that by the Pythagorean theorem we have

\[ \|e_i - e_j\|^2 = \|e_i\|^2 + \|e_j\|^2 = 2 \]

and hence \(\|e_i - e_j\| = \sqrt{2}\) for every \(i \neq j\). If we consider the set \(\{B(e_i, 1/2)\}\) of open balls of radius 1/2, then the fact that \(2(1/2) = 1 < \sqrt{2}\) implies that these balls are pairwise disjoint. Now let \(\{x_n\}\) be a countable dense subset of \(H\). This means that any neighborhood of any element of \(H\) must contain at least one of the \(x_n\). In particular, each of the open balls \(B(e_i, 1/2)\) must contain at least one of the \(x_n\), and hence there can be only a countable number of such balls (since distinct balls are disjoint). Therefore the set \(\{e_i\}\) must in fact be countable.

It is worth remarking that if we are given any countable set of linearly independent vectors \(\{x_i\}\) in a Hilbert space \(H\), then the Gram-Schmidt procedure (see the corollary to Theorem 2.21) may be applied to yield a countable orthonormal set \(\{e_i\}\) such that for any \(n\), the space spanned by \(\{e_i, \ldots, e_n\}\) is
the same as the space spanned by \( \{x_1, \ldots, x_n\} \). It then follows that \( \{e_i\} \) is complete if and only if \( \{x_i\} \) is complete.

Finally, suppose that we have a countable (but not necessarily complete) orthonormal set \( \{e_i\} \) in a Hilbert space \( H \). From Bessel’s inequality, it follows that a necessary condition for a set of scalars \( c_1, c_2, \ldots \) to be the Fourier coefficients of some \( x \in H \) is that \( \sum_{k=1}^{\infty} |c_k|^2 \leq ||x||^2 \). In other words, the series \( \sum_{k=1}^{\infty} |c_k|^2 \) must converge. That this is also a sufficient condition is the content of our next result, which is a special case of the famous Riesz-Fischer theorem.

**Theorem 12.25** (Riesz-Fischer) Let \( \{e_i\} \) be an orthonormal set in a Hilbert space \( H \), and let \( \{c_i\} \) be a collection of scalars such that the series \( \sum_{k=1}^{\infty} |c_k|^2 \) converges. Then there exists a vector \( x \in H \) with \( \{c_i\} \) as its Fourier coefficients. In other words, \( \sum_{k=1}^{\infty} |c_k|^2 = ||x||^2 \) where \( c_k = \langle e_k, x \rangle \).

**Proof** For each \( n \), define the vector

\[
x_n = \sum_{k=1}^{n} c_k e_k
\]

and note that \( c_k = \langle e_k, x_n \rangle \) for \( k \leq n \). Since \( \sum_{k=1}^{\infty} |c_k|^2 \) converges, it follows from Theorem B17 that for each \( \epsilon > 0 \), there exists \( N \) such that \( n > m \geq N \) implies

\[
\sum_{k=m+1}^{n} |c_k|^2 < \epsilon
\]

Using the Pythagorean theorem, we then see that \( n > m \geq N \) implies

\[
||x_n - x_m||^2 = \sum_{k=m+1}^{n} |c_k|^2 < \epsilon
\]

and hence \( \{x_n\} \) is a Cauchy sequence in \( H \). Since \( H \) is complete, there exists a vector \( x \in H \) such that \( ||x_n - x|| \rightarrow 0 \). In addition, we note that we may write

\[
\langle e_k, x \rangle = \langle e_k, x_n \rangle + \langle e_k, x - x_n \rangle
\]  

where the first term on the right hand side is just \( c_k \). From the Cauchy-Schwartz inequality we see that

\[
|\langle e_k, x - x_n \rangle| \leq ||e_k|| ||x - x_n|| = ||x - x_n||
\]

and thus letting \( n \rightarrow \infty \) shows that \( \langle e_k, x - x_n \rangle \rightarrow 0 \). Since the left hand side of (6) is independent of \( n \), we then see that
\[ \langle e_k, x \rangle = c_k . \]

Using this result, we now let \( n \to \infty \) to obtain (since \( \| x - x_n \| \to 0 \))

\[
\| x - x_n \| ^2 = \langle x - \sum _{k=1}^n c_k e_k, x - \sum _{k=1}^n c_k e_k \rangle \\
= \| x \| ^2 - \sum _{k=1}^n | c_k | ^2 \to 0 .
\]

In other words, we have

\[
\lim _{n \to \infty } \sum _{k=1}^n | c_k | ^2 = \sum _{k=1}^\infty | c_k | ^2 = \| x \| ^2 . \]

Exercises

1. If \( \{ e_i \} \) is a complete orthonormal set in a Hilbert space \( H \) and \( x, y \in H \), prove that \( \langle x, y \rangle = \sum _i \langle x, e_i \rangle \langle e_i, y \rangle . \)

2. Let \( e_n \) denote the sequence with a 1 in the \( n \)th position and 0’s elsewhere. Show that \( \{ e_1, e_2, \ldots , e_n, \ldots \} \) is a complete orthonormal set in \( l_2 \).

3. Prove that a Hilbert space \( H \) is separable if and only if every orthonormal set in \( H \) is countable.

4. (a) Show that an orthonormal set in a Hilbert space is linearly independent.
   (b) Show that a Hilbert space is finite-dimensional if and only if every complete orthonormal set is a basis.

5. Let \( S \) be a nonempty set, and let \( l_2(S) \) denote the set of all complex-valued functions \( f \) defined on \( S \) with the property that:
   (i) \( \{ s \in S : f(s) \neq 0 \} \) is countable (but possibly empty).
   (ii) \( \sum |f(s)| ^2 < \infty . \)
   It should be clear that \( l_2(S) \) forms a complex vector space with respect to pointwise addition and scalar multiplication.
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(a) Show that $l_2(S)$ becomes a Hilbert space if we define the norm and inner product by $\|f\| = (\sum |f(s)|^2)^{1/2}$ and $(f, g) = \sum f(s)\overline{g(s)}$.

(b) Show that the subset of $l_2(S)$ consisting of functions that have the value 1 at a single point and 0 elsewhere forms a complete orthonormal set.

(c) Now let $S = \{e_i\}$ be a complete orthonormal set in a Hilbert space $H$. Each $x \in H$ defines a function $f$ on $S$ by $f(e_i) = (e_i, x)$. Show that $f$ is in $l_2(S)$.

(d) Show that the mapping $x \mapsto f$ is an isometric (i.e., norm preserving) isomorphism of $H$ onto $l_2(S)$.

12.6 BOUNDED OPERATORS ON A HILBERT SPACE

One of the most important concepts in quantum theory is that of self-adjoint operators on a Hilbert space. We now begin a discussion on the existence of operator adjoints. While the existence of the adjoint in a finite-dimensional space was easy enough to prove, the infinite-dimensional analogue requires slightly more care. Therefore, our first goal is to prove one version of a famous result known as the Riesz representation theorem, which is the Hilbert space analogue of Theorem 10.1.

As usual, we let $E^*$ denote the dual space (which is also frequently called the conjugate space) to the Banach space $E$. In other words, $E^*$ is just the space $L(E, \mathbb{C})$ of continuous linear maps of $E$ into $\mathbb{C}$. Elements of $E^*$ are called functionals, and it is important to remember that this designation implies that the map is continuous (and hence bounded). If $f \in E^*$, we may define the norm of $f$ as usual by

$$\|f\| = \sup\{|f(x)| : \|x\| = 1\} .$$

Since $\mathbb{C}$ is clearly a Banach space, it follows from Theorem 12.13 that $E^*$ is also a Banach space (even if $E$ is not).

If $y$ is any (fixed) vector in a Hilbert space $H$, then we define the function $f_y : H \to \mathbb{C}$ by $f_y : x \mapsto (y, x)$. Since the inner product is continuous, it follows that $f_y$ is continuous. Furthermore, we note that for any $x_1, x_2 \in H$ and $\alpha \in \mathbb{C}$ we have

$$f_y(x_1 + x_2) = (y, x_1 + x_2) = (y, x_1) + (y, x_2) = f_y(x_1) + f_y(x_2)$$

and

$$f_y(\alpha x_1) = (y, \alpha x_1) = \alpha (y, x_1) = \alpha f_y(x_1)$$
and hence \( f_y \) is linear. This shows that \( f_y \in H^* = \mathcal{L}(H, \mathbb{C}) \), and therefore we may define

\[
\|f_y\| = \sup\{|f_y(x)| : \|x\| = 1\}.
\]

Using Example 12.1, we see that \(|\langle y, x \rangle| \leq \|y\| \|x\|\), and thus (by definition of sup)

\[
\|f_y\| = \sup\{|\langle y, x \rangle| : \|x\| = 1\} \leq \|y\|.
\]

On the other hand, we see that \( y = 0 \) implies \( \|f_y\| = 0 = \|y\| \), while if \( y \neq 0 \) then (again by the definition of sup)

\[
\|f_y\| = \sup\{|f_y(x)| : \|x\| = 1\} \geq |f_y(y/\|y\|)| = |\langle y, y/\|y\| \rangle| = \|y\|.
\]

We thus see that in fact \( \|f_y\| = \|y\| \), and hence the map \( y \mapsto f_y \) preserves the norm.

However, the mapping \( y \mapsto f_y \) is not linear. While it is true that

\[
f_{y_1 + y_2}(x) = \langle y_1 + y_2, x \rangle = (f_{y_1} + f_{y_2})(x)
\]

and hence \( f_{y_1 + y_2} = f_{y_1} + f_{y_2} \), we also have

\[
f_{\alpha y}(x) = \langle \alpha y, x \rangle = \alpha^* \langle y, x \rangle = \alpha^* f_y(x)
\]

so that \( f_{\alpha y} = \alpha^* f_y \). This shows that the map \( y \mapsto f_y \) is really a norm preserving antilinear mapping of \( H \) into \( H^* \). We also note that

\[
\|f_{y_1} - f_{y_2}\| = \|f_{y_1 - y_2}\| = \|y_1 - y_2\|
\]

which shows that the map \( y \mapsto f_y \) is an isometry.

What we have shown so far is that given any \( y \in H \), there exists a linear functional \( f_y \in H^* \) where the association \( y \mapsto f_y = \langle y, \cdot \rangle \) is a norm preserving antilinear map. It is of great importance that this mapping is actually an isomorphism of \( H \) onto \( H^* \). In other words, any element of \( H^* \) may be written in the form \( f_y = \langle y, \cdot \rangle \) for a unique \( y \in H \). We now prove this result, which is a somewhat restricted form of the Riesz representation theorem.

**Theorem 12.26 (Riesz Representation Theorem)** Let \( H \) be a Hilbert space. Then given any \( f \in H^* \), there exists a unique \( y \in H \) such that

\[
f(x) = \langle y, x \rangle
\]

for every \( x \in H \). Moreover we have \( \|y\| = \|f\| \).
Proof. Assuming the existence of such a \( y \in H \), it is easy to show that it must be unique. To see this, we simply note that if \( f(x) = \langle y_1, x \rangle \) and \( f(x) = \langle y_2, x \rangle \) for every \( x \in H \), then \( 0 = \langle y_1, x \rangle - \langle y_2, x \rangle \) implies \( 0 = \langle y_1 - y_2, x \rangle \). But this holds for all \( x \in H \), and hence we must have \( y_1 - y_2 = 0 \) which implies \( y_1 = y_2 \). (If \( \langle y, x \rangle = 0 \) for all \( x \in H \), then in particular, \( 0 = \langle y, y \rangle = |y|^2 \) implies \( y = 0 \).)

We now prove that such a \( y \) does indeed exist. First note that if \( f = 0 \), then we may choose \( y = 0 \) to satisfy the theorem. Therefore we now assume that \( f \neq 0 \). Let \( M = \text{Ker } f \). We know that \( \text{Ker } f \) is a subspace of \( H \), and since \( f \neq 0 \) we must have \( M \neq H \). Furthermore, if \( \{x_n\} \) is a sequence in \( M \) that converges to some \( x \in H \), then the continuity of \( f \) shows that \( f(x) = f(\lim x_n) = \lim f(x_n) = 0 \) and hence \( x \in M \). This shows that \( M \) is a proper closed subspace of \( H \) (by Theorem 12.15). By Theorem 12.15, there exists a nonzero \( y_0 \in H \) such that \( y_0 \perp M \). We claim that \( y = \alpha y_0 \) will satisfy our requirements for a suitably chosen scalar \( \alpha \).

First note that for any scalar \( \alpha \) and any \( x \in M \), we have \( f(x) = 0 \) on the one hand, while \( \langle \alpha y_0, x \rangle = \alpha^* \langle y_0, x \rangle = 0 \) on the other (since \( y_0 \perp x \)). This shows that (7) is true for every \( x \in M \) no matter how we choose \( \alpha \). However, if we now require that (7) hold for the vector \( x = y_0 \) (where \( y_0 \notin M \) by definition), then we must also have

\[
f(y_0) = \langle \alpha y_0, y_0 \rangle = \alpha^*|y_0|^2
\]

which leads us to choose \( \alpha = f(y_0)^*/|y_0|^2 \). With this choice of \( \alpha \), we have then shown that (7) holds for all \( x \in M \) and for the vector \( x = y_0 \). We now show that in fact (7) holds for every \( x \in H \).

We observe that any \( x \in H \) may be written as

\[
x = x - [f(x)/f(y_0)]y_0 + [f(x)/f(y_0)]y_0
\]

where \( x - [f(x)/f(y_0)]y_0 \in M \). In other words, any \( x \in H \) may be written in the form \( x = m + \beta y_0 \) where \( m \in M \) and \( \beta = f(x)/f(y_0) \). Since \( f \) is linear, we now see that our previously shown special cases result in (setting \( y = \alpha y_0 \))

\[
f(x) = f(m + \beta y_0) = f(m) + \beta f(y_0) = \langle y, m \rangle + \beta \langle y, y_0 \rangle
\]

and hence \( f(x) = \langle y, x \rangle \) for every \( x \in H \).
Finally, the fact that \( \| y \| = \| f \| \) was shown in the discussion prior to the theorem. □

If \( H \) is a Hilbert space, we define an inner product on \( H^\ast \) by

\[
\langle f \circ y, f \circ x \rangle = \langle x, y \rangle .
\]

Note the order of the vectors \( x \) and \( y \) in this definition. This is to ensure that the inner product on \( H^\ast \) has the correct linearity properties. In other words, using the fact that the mapping \( y \mapsto f \circ y \) is antilinear, we have

\[
\langle f \circ y, f \circ x \rangle = \langle f \circ x, f \circ y \rangle = \langle x, y \rangle = \langle f \circ y, f \circ x \rangle .
\]

Using \( f \circ y_1 + f \circ y_2 = f \circ y_1 + y_2 \) it is trivial to verify that

\[
\langle f \circ y_1 + f \circ y_2, f \circ x \rangle = \langle f \circ y_1, f \circ x \rangle + \langle f \circ y_2, f \circ x \rangle .
\]

This inner product induces a norm on \( H^\ast \) in the usual way.

We claim that \( H^\ast \) is also a Hilbert space. To see this, let \( \{f \circ x_n\} \) be a Cauchy sequence in \( H^\ast \). Given \( \varepsilon > 0 \), there exists \( N \) such that \( m > n \geq N \) implies that \( \| f \circ x_m - f \circ x_n \| < \varepsilon \). Then, since every \( f \circ x_n \) corresponds to a unique \( x_n \) (the kernel of the mapping \( x \mapsto f \circ x \) is \( \{0\} \)), it should be obvious that \( \{x_n\} \) will be a Cauchy sequence in \( H \). However, we can also show this directly as follows:

\[
\| f \circ x_m - f \circ x_n \|^2 = \langle f \circ x_m - f \circ x_n, f \circ x_m - f \circ x_n \rangle
\]

\[
= \langle f \circ x_m, f \circ x_m \rangle - \langle f \circ x_m, f \circ x_n \rangle - \langle f \circ x_n, f \circ x_m \rangle + \langle f \circ x_n, f \circ x_n \rangle
\]

\[
= \langle x_m, x_m \rangle - \langle x_m, x_n \rangle - \langle x_n, x_m \rangle + \langle x_n, x_n \rangle
\]

\[
= \langle x_m - x_n, x_m \rangle - \langle x_m - x_n, x_n \rangle
\]

\[
= \| x_m - x_n \|^2 .
\]

This shows that \( \{x_n\} \) is a Cauchy sequence in \( H \), and hence \( x_n \to x \in H \). But then \( f \circ x_n \to f \circ x \in H^\ast \) which shows that \( H^\ast \) is complete, and hence \( H^\ast \) is also a Hilbert space.
Example 12.10  Recalling the Banach space \( L^p \) defined in Example 12.7, we shall show that if \( 1 < p < \infty \) and \( 1/p + 1/q = 1 \), then \( (L^p)^* = L^q \). By this equality sign, we mean there exists a norm preserving isomorphism of \( L^q \) onto \( (L^p)^* \). If \( \{e_i\} \) is the standard basis for \( \mathbb{R}^n \), then any \( x = (x_1, \ldots, x_n) \in L^p \) may be written in the form

\[
x = \sum_{i=1}^{n} x_i e_i.
\]

Now let \( f \) be a linear mapping of \( L^p \) into any normed space (although we shall be interested only in the normed space \( \mathbb{C} \)). By Corollary 2 of Theorem 12.12, we know that \( f \) is (uniformly) continuous. Alternatively, we can show this directly as follows. The linearity of \( f \) shows that

\[
f(x) = \sum_{i=1}^{n} x_i f(e_i)
\]

and hence

\[
\|f(x)\| = \left\| \sum_{i=1}^{n} x_i f(e_i) \right\| \leq \sum_{i=1}^{n} |x_i| \|f(e_i)\| \leq \max \{\|f(e_i)\|\} \sum_{i=1}^{n} |x_i|.
\]

But

\[
|x_i|^p \leq \sum_{i=1}^{n} |x_i|^p = (\|x\|_p)^p
\]

and therefore \( |x_i| \leq \|x\|_p \). If we write \( K = \max \{\|f(e_i)\|\} \), then this leaves us with

\[
\|f(x)\| \leq nK \|x\|_p
\]

which shows that \( f \) is bounded and hence continuous (Theorem 12.12).

We now restrict ourselves to the particular case that \( f: L^p \rightarrow \mathbb{C} \), and we then see that the set of all such \( f \)'s is just the dual space \( (L^p)^* \). Since \( f \) is bounded, we can define the norm of \( f \) in the usual way by

\[
\|f\| = \inf \{K > 0: \|f(x)\| \leq K\|x\|_p \text{ for all } x \in L^p \}.
\]

Now note that for each \( i = 1, \ldots, n \) the result of \( f \) applied to \( e_i \) is just some scalar \( y_i = f(e_i) \in \mathbb{C} \). Since \( f(x) = \sum_{i=1}^{n} x_i f(e_i) = \sum_{i=1}^{n} x_i y_i \), we see that specifying each of the \( y_i \)'s will determine \( f \), and conversely, \( f \) determines each of the \( y_i \)'s. We therefore have an isomorphism \( y = (y_1, \ldots, y_n) \rightarrow f \) of the space of all \( n \)-tuples \( y = (y_1, \ldots, y_n) \in \mathbb{C} \) of scalars onto the space \( (L^p)^* \) of all linear functionals \( f \) on \( L^p \) defined by \( f(x) = \sum_{i=1}^{n} x_i y_i \). Because of this isomorphism, we want to know what norm to define on the set of all such \( y \)'s so that the mapping \( y \rightarrow f \) is an isometry.

For any \( x \in L^p \), Hölder's inequality (see Example 12.7) yields
By definition, this implies that \( \| f \| \leq \| y \|_q \) (since \( \| f \| \) is just the greatest lower bound of the set of all bounds for \( f \)). We will show that in fact \( \| f \| = \| y \|_q \).

Consider the vector \( x = (x_1, \ldots, x_n) \) defined by \( x_i = 0 \) if \( y_i = 0 \), and \( x_i = |y_i|^{q/p} / y_i \) if \( y_i \neq 0 \). Then using the fact that \( 1/p = 1 - 1/q \) we find

\[
\| x \|_p \| y \|_q = \left( \sum_{i=1}^n \left| y_i \right|^{pq} / |y_i|^p \right)^{1/p} \left( \sum_{i=1}^n \left| y_i \right|^q \right)^{1/q} = \left( \sum_{i=1}^n \left| y_i \right|^q \right)^{1/p} \left( \sum_{i=1}^n \left| y_i \right|^q \right)^{1/q} = \left( \sum_{i=1}^n \left| y_i \right|^q \right)^{1-1/q} \left( \sum_{i=1}^n \left| y_i \right|^q \right)^{1/q} = \sum_{i=1}^n \left| y_i \right|^q .
\]

On the other hand, we also see that for this \( x \) we have

\[
|f(x)| = \left| \sum_{i=1}^n x_i y_i \right| = \left| \sum_{i=1}^n |y_i|^q \right| = \sum_{i=1}^n |y_i|^q .
\]

Thus, for this particular \( x \), we find that \( |f(x)| = \| x \|_p \| y \|_q \), and hence in general we must have \( \| f \| = \| y \|_q \) (since it should now be obvious that nothing smaller than \( K = \| y \|_q \) can satisfy \( |f(x)| \leq K \| x \|_p \) for all \( x \)).

In summary, defining a norm on the space of all \( n \)-tuples \( y = (y_1, \ldots, y_n) \) by \( \| y \|_q \), we have constructed a norm preserving isomorphism of \( l^n_q \) onto \( (l^n_p)^* \) as desired.
In the particular case of \( p = q = 2 \), we know that \( L_p^2 \) is a Hilbert space, and hence \( (L_p^2)^* = L_p^2 \). Note also that in general,

\[
(L_p^n)^{**} = (L_q^n)^* = L_p^n.
\]

Any normed linear space \( E \) for which \( E^{**} = E \) is said to be \textbf{reflexive}. Thus we have shown that \( L_p^n \) is a reflexive Banach space, and hence \( L_p^2 \) is a reflexive Hilbert space. In fact, it is not difficult to use the Riesz representation theorem to show that any Hilbert space is reflexive (see Exercise 12.6.1).

\[\text{Example 12.11}\]
Recall the space \( l_\infty \) defined in Exercise 12.3.5, and let \( c_0 \) denote the subspace consisting of all convergent sequences with limit 0. In other words, \( x = \{x_1, x_2, \ldots, x_n, \ldots\} \) has the property that \( x_n \to 0 \) as \( n \to \infty \). We shall show that \( c_0^{**} = l_1^* = l_\infty \), and hence \( c_0 \) is not reflexive.

Let us first show that any bounded linear functional \( f \) on \( c_0 \) is expressible in the form

\[
f(x) = \sum_{i=1}^{\infty} f_i x_i
\]

where

\[
\sum_{i=1}^{\infty} |f_i| < \infty.
\]

To see this, let \( e_i = \{0, 0, \ldots, 1, 0, \ldots\} \) be the sequence with a 1 in the \( i^{th} \) position and 0’s elsewhere. Now let \( f(x) \) be any bounded linear functional on \( c_0 \), and define \( f_i = f(e_i) \). Note that if

\[
x = \{x_1, x_2, \ldots, x_n, 0, \ldots\} \quad (*)
\]

then

\[
x = x_1 e_1 + x_2 e_2 + \cdots + x_n e_n
\]

and

\[
f(x) = \sum_{i=1}^{n} f_i x_i.
\]

Observe that if \( \sum_{i=1}^{\infty} |f_i| = \infty \), then for every real \( B \) it would be possible to find an integer \( N \) such that

\[
\sum_{i=1}^{N} |f_i| > B.
\]
But then consider an element \( x \) defined by

\[
x_i = \begin{cases} 
  1 & \text{if } i \leq N \text{ and } f_i > 0 \\
  -1 & \text{if } i \leq N \text{ and } f_i < 0 \\
  0 & \text{if } i \leq N \text{ and } f_i = 0 \\
  0 & \text{if } i > N
\end{cases}
\]

Clearly \( \|x\| = \sup |x_i| = 1 \), and

\[
|f(x)| = \left| \sum_{i=1}^{N} f_i x_i \right| = \sum_{i=1}^{N} |f_i| > B = B \|x\|,
\]

which contradicts the assumed boundedness of \( f \). Therefore we must have

\[
\sum_{i=1}^{\infty} |f_i| < \infty.
\]

It is not hard to see that the set of all elements of the form (*) is dense in \( c_0 \). Indeed, suppose we are given any \( z = \{z_1, z_2, \ldots, z_N, \ldots\} \in c_0 \). Then given \( \varepsilon > 0 \), we must find an \( x \) of the above form with the property that

\[
\|z - x\| = \sup_i |z_i - x_i| < \varepsilon.
\]

Since any sequence \( x \in c_0 \) has the property that \( x_n \to 0 \) as \( n \to \infty \), it follows that given \( \varepsilon > 0 \), there exists \( M \) such that \( |x_n| < \varepsilon \) for all \( n \geq M \). If we choose \( x = \{z_1, z_2, \ldots, z_M, 0, \ldots\} \), then clearly we will have \( \|z - x\| < \varepsilon \).

By Corollary 1 of Theorem 12.12 any bounded linear functional is continuous. Together with Theorem 12.7(d), this shows that any bounded linear functional on \( c_0 \) is uniquely defined by its values on the dense set of elements of the form (*), and hence for every \( x \in c_0 \) we must have

\[
f(x) = \sum_{i=1}^{\infty} f_i x_i.
\]

We now claim that the norm of any such linear functional is given by

\[
\|f\| = \sum_{i=1}^{\infty} |f_i|.
\]

First note that

\[
|f(x)| \leq \sum_{i=1}^{\infty} |f_i||x_i| \leq \|x\| \sum_{i=1}^{\infty} |f_i| = \|x\| \|a\|
\]

where
a = \sum_{i=1}^{\infty} |f_i|.

Then

\frac{|f(x)|}{\|x\|} \leq \sum_{i=1}^{\infty} |f_i| = a

and hence

\|f\| = \sup \left\{ \frac{|f(x)|}{\|x\|} : x \neq 0 \right\} \leq a.

On the other hand, it follows from Theorem B17 (see Appendix B) that given \( \varepsilon > 0 \), there exists \( N \) such that

\[ a - \varepsilon < \sum_{i=1}^{N} |f_i| \]

If we define \( x \) again by

\[ x_i = \begin{cases} 1 & \text{if } i \leq N \text{ and } f_i > 0 \\ -1 & \text{if } i \leq N \text{ and } f_i < 0 \\ 0 & \text{if } i \leq N \text{ and } f_i = 0 \\ 0 & \text{if } i > N \end{cases} \]

then \( \|x\| = 1 \) and

\[ f(x) = \sum_{i=1}^{\infty} f_i x_i = \sum_{i=1}^{N} |f_i| \]

so that \( |f(x)| > a - \varepsilon \). Therefore \( |f(x)|/\|x\| \geq a \) since \( \varepsilon > 0 \) was arbitrary. But then \( \|f\| \geq a \), and hence we must have \( \|f\| = a \) as claimed.

In summary, we have shown that \( c_{0}^* = l_1 \). In Exercise 12.6.2 the reader is asked to show that \( l_1^* = l_{\infty} \), and hence this shows that \( c_{0}^{**} = l_{\infty} \).

We now proceed to define the adjoint of an operator exactly as we did in Section 10.1. Therefore, let \( H \) be a Hilbert space and let \( T \in \mathcal{L}(H, H) \) be a linear operator on \( H \). If \( y \in H \) is an arbitrary but fixed vector, then the mapping \( x \mapsto \langle y, Tx \rangle \) is just a linear functional on \( H \). We can thus apply the Riesz representation theorem to conclude that there exists a unique vector \( z \in H \) such that \( \langle y, Tx \rangle = \langle z, x \rangle \). We now define the adjoint \( T^\dagger \) of \( T \) by \( T^\dagger y = z \).

Since \( y \) was arbitrary, we see that the definition of \( T^\dagger \) may be stated as

\[ \langle T^\dagger y, x \rangle = \langle y, Tx \rangle \]

for all \( x, y \in H \).
To prove \( T^\dagger \) is unique, suppose that \( T' \in \mathcal{L}(H, H) \) is defined by \( \langle T'y, x \rangle = \langle y, Tx \rangle \). Then \( \langle T'y, x \rangle = \langle T^\dagger y, x \rangle \) and hence \( T'y - T^\dagger y, x \rangle = 0 \). But this must hold for all \( x \in H \), and therefore \( T'y - T^\dagger y = 0 \), i.e., \( T'y = T^\dagger y \). Since this is true for all \( y \), it then follows that \( T' = T^\dagger \).

Let us show that \( T^\dagger \) as we have defined it is really an element of \( \mathcal{L}(H, H) \). In other words, we must show that \( T^\dagger \) is both linear and continuous. But this is easy since for any \( x, y, z \in H \) and \( \alpha \in \mathbb{C} \) we have

\[
\langle T^\dagger(x + y), z \rangle = \langle x + y, Tz \rangle = \langle x, Tz \rangle + \langle y, Tz \rangle = \langle T^\dagger x, z \rangle + \langle T^\dagger y, z \rangle
\]

and

\[
\langle T^\dagger(\alpha x), y \rangle = \langle \alpha x, Ty \rangle = \alpha^* \langle x, Ty \rangle = \alpha^* \langle T^\dagger x, y \rangle = \langle (\alpha T^\dagger)x, y \rangle.
\]

Therefore

\[ T^\dagger(x + y) = T^\dagger x + T^\dagger y \]

and

\[ T^\dagger(\alpha x) = (\alpha T^\dagger)x. \]

To prove the continuity of \( T^\dagger \), we first show that it is bounded. Using the Cauchy-Schwartz inequality we have

\[
\|T^\dagger x\|^2 = \langle T^\dagger x, T^\dagger x \rangle = \langle x, TT^\dagger x \rangle \leq \|x\| \|TT^\dagger x\| \leq \|x\| \|T\| \|T^\dagger x\|
\]

which shows that \( \|T^\dagger x\| \leq \|T\| \|x\| \) for all \( x \in H \). Since \( \|T\| < \infty \), this shows that \( T^\dagger \) is continuous (Theorem 12.12). We can therefore define the norm of \( T^\dagger \) in the usual manner to obtain

\[
\|T^\dagger\| = \sup \{\|T^\dagger x\|: \|x\| = 1\} \leq \|T\|.
\]

In fact, we will show in the next theorem that \( \|T^\dagger\| = \|T\| \).

**Theorem 12.27** Suppose \( S \) and \( T \) are operators on a Hilbert space \( H \). Then there exists a unique linear operator \( T^\dagger \) on \( H \) defined by \( \langle T^\dagger y, x \rangle = \langle y, Tx \rangle \) for all \( x, y \in H \). Moreover, this operator has the following properties:

(a) \( (S + T)^\dagger = S^\dagger + T^\dagger. \)

(b) \( (\alpha T)^\dagger = \alpha^* T^\dagger. \)

(c) \( (ST)^\dagger = T^\dagger S^\dagger. \)

(d) \( T^\dagger\dagger = (T^\dagger)^\dagger = T. \)

(e) \( \|T^\dagger\| = \|T\|. \)
(f) \( \|T^\dagger T\| = \|T\|^2 \).

(g) \( 0^\dagger = 0 \) and \( 1^\dagger = 1 \).

(h) If \( T \) is invertible, then \( (T^\dagger)^{-1} = (T^{-1})^\dagger \).

**Proof** The existence and uniqueness of \( T^\dagger \) was shown in the above discussion. Properties (a) – (d) and (g) – (h) follow exactly as in Theorem 10.3. As to property (e), we just showed that \( \|T^\dagger\| \leq \|T\| \), and hence together with property (d), this also shows that \( \|T\| = \| (T^\dagger)^\dagger \| \leq \|T^\dagger\| \). To prove (f), we first note that the basic properties of the norm along with property (e) show that

\[
\|T^\dagger T\| \leq \|T^\dagger\| \|T\| = \|T\|^2.
\]

To show that \( \|T\|^2 \leq \|T^\dagger T\| \), we observe that the Cauchy-Schwartz inequality yields

\[
\|Tx\|^2 = \langle Tx, Tx \rangle = \langle T^\dagger Tx, x \rangle \leq \|T^\dagger Tx\| \|x\| \leq \|T^\dagger T\| \|x\|^2
\]

which (by definition of \( \|T\| \)) implies \( \|T\| \leq \|T^\dagger T\|^{1/2} \).

While we have defined the adjoint in the most direct manner possible, we should point out that there is a more general approach that is similar to our discussion of the transpose mapping defined in Theorem 9.7. This alternative method shows that a linear operator \( T \) defined on a Banach space \( E \) leads to a “conjugate” operator \( T^* \) defined on the dual space \( E^* \). Furthermore, the mapping \( T \to T^* \) is a norm preserving isomorphism of \( \mathcal{L}(E, E) \) into \( \mathcal{L}(E^*, E^*) \). However, in the case of a Hilbert space, Theorem 12.26 gives us an isomorphism between \( H \) and \( H^* \), and hence we can consider \( T^* \) to be an operator on \( H \) itself, and we therefore define \( T^\dagger = T^* \). For the details of this approach, the reader is referred to, e.g., the very readable treatment by Simmons (1963).

**Exercises**

1. Let \( H \) be a Hilbert space. We define a mapping \( H \to H^{**} \) by \( x \mapsto F_x \) where \( F_x \in H^{**} \) is defined by \( F_x(f) = f(x) \). We can also consider the composite mapping \( H \to H^* \to H^{**} \) defined by \( x \mapsto f_x \mapsto F_{f_x} \) where \( f_x(y) = \langle y, x \rangle \) and \( F_{f_x}(f) = \langle f, f_x \rangle \).

(a) Show that \( H^{**} \) is a Hilbert space with the inner product \( \langle F_f, F_g \rangle = \langle g, f \rangle \).

(b) By considering the two mappings defined above, show that \( H \) is reflexive.

(c) Show \( \langle F_x, F_y \rangle = \langle x, y \rangle \).
2. (a) Show \((l_1^n)^* = l_\infty^n\) and \((l_\infty^n)^* = l_1^n\).
   (b) Show \(l_1^* = l_\infty\) and \(l_\infty^* = l_1\). [Hint: Refer to Example 12.11.]

3. Let \(V\) be infinite-dimensional with orthonormal basis \(\{e_i\}\). Define \(T \in \mathcal{L}(V)\) by \(Te_i = e_{i-1}\). Show \(T^*e_i = e_{i+1}\).

12.7 HERMITIAN, NORMAL AND UNITARY OPERATORS

Let us denote the space \(\mathcal{L}(H, H)\) of continuous linear maps of \(H\) into itself by \(\mathcal{L}(H)\). In other words, \(\mathcal{L}(H)\) consists of all operators on \(H\). As any physics student knows, the important operators \(A \in \mathcal{L}(H)\) are those for which \(A^\dagger = A\). These operators are called self-adjoint or Hermitian. In fact, we now show that the set of all Hermitian operators on \(H\) is a closed subspace of \(\mathcal{L}(H)\).

**Theorem 12.28** The set of all Hermitian operators on a Hilbert space \(H\) forms a real closed subspace of \(\mathcal{L}(H)\). Moreover, this subspace is a real Banach space containing the identity transformation on \(H\).

**Proof** We showed in Theorem 12.27 that 0 and 1 are Hermitian. If \(A, B \in \mathcal{L}(H)\) are Hermitian operators and \(\alpha, \beta \in \mathbb{R}\), then

\[(\alpha A + \beta B)^\dagger = (\alpha A)^\dagger + (\beta B)^\dagger = \alpha A^\dagger + \beta B^\dagger = \alpha A + \beta B\]

so that \(\alpha A + \beta B\) is also Hermitian, and hence the set of Hermitian operators forms a real subspace of \(\mathcal{L}(H)\). If \(\{A_n\}\) is a sequence of Hermitian operators with the property that \(A_n \to A \in \mathcal{L}(H)\), then (using \(A_n^\dagger = A_n\) and Theorem 12.27(e))

\[
\|A - A_n\| \leq \|A - A_n^\dagger\| + \|(A_n - A)^\dagger\| \\
= \|A - A_n\| + \|A_n - A\| \\
= 2\|A_n - A\|.
\]

Since this shows that \(\|A - A_n^\dagger\| \to 0\) as \(n \to \infty\), we see that \(A = A^\dagger\) and hence \(A\) is also Hermitian. Therefore the subspace of all Hermitian operators on \(H\) is closed (Theorem B14(a)).

Finally, since \(\mathcal{L}(H)\) is a Banach space (Theorem 12.13), the fact that the closed subspace of Hermitian operators forms a real Banach space follows from Theorem 12.9. \qed
It should be clear by now that most of the basic properties of Hermitian operators on an infinite-dimensional Hilbert space are exactly the same as in the finite-dimensional case discussed in Chapter 10. In particular, the proofs of Theorems 10.4, 10.9(a) and 10.11(a) all carry over verbatim to the infinite-dimensional case.

Recall from Section 10.3 that an operator $N$ on $H$ is said to be **normal** if $N$ and $N^\dagger$ commute, i.e., if $N^\dagger N = NN^\dagger$. It should be obvious that any Hermitian operator is necessarily normal, and that $\alpha N$ is normal for any scalar $\alpha$. However, even if $N_1$ and $N_2$ are normal, it is not generally true that either $N_1 + N_2$ or $N_1 N_2$ are normal, and hence the subset of $L(H)$ consisting of normal operators is not a subspace. We do however have the following two results.

**Theorem 12.29** The set of all normal operators on $H$ is a closed subset of $L(H)$ that is also closed under scalar multiplication.

**Proof** All that remains to be shown is that if $\{N_k\}$ is a sequence of normal operators that converges to an operator $N \in L(H)$, then $N$ is normal. Since $N_k \to N$, it follows from Theorem 12.27(a) and (e) that $N_k^\dagger \to N^\dagger$. We thus have (using the fact that each $N_k$ is normal)

$$
\|NN^\dagger - N^\dagger N\| \leq \|NN^\dagger - N_k N_k^\dagger\| + \|N_k N_k^\dagger - N_k^\dagger N_k\| + \|N_k^\dagger N_k - N^\dagger N\|
$$

$$
= \|NN^\dagger - N_k N_k^\dagger\| + \|N_k^\dagger N_k - N^\dagger N\| \to 0
$$

which shows that $NN^\dagger = N^\dagger N$, and hence $N$ is normal. ■

**Theorem 12.30** Let $N_1$ and $N_2$ be normal operators with the property that one of them commutes with the adjoint of the other. Then $N_1 + N_2$ and $N_1 N_2$ are normal.

**Proof** Suppose that $N_1 N_2^\dagger = N_2^\dagger N_1$. Taking the adjoint of both sides of this equation then shows that $N_2 N_1^\dagger = N_1^\dagger N_2$. In other words, the hypothesis of the theorem is equivalent to the statement that both operators commute with the adjoint of the other. The rest of the proof is left to the reader (see Exercise 12.7.1). ■

Probably the most important other type of operator that is often defined on a Hilbert space is the unitary operator. We recall that unitary and isometric operators were defined in Section 10.2, and we suggest that the reader again go through that discussion. Here we will repeat the essential content of that earlier treatment in a concise manner.
We say that an operator $\Omega \in \mathcal{L}(H)$ is isometric if $\|\Omega x\| = \|x\|$ for every $x \in H$. Note that we do not require that $\Omega$ map $H$ onto $H$, and hence $\Omega^{-1}$ need not exist (at least if we assume that $\Omega^{-1}$ must be defined on all of $H$). The definition of an isometric operator shows that $\|\Omega x\| = 0$ if and only if $x = 0$, and hence an isometric operator $\Omega$ is a one-to-one mapping of $H$ into $H$ (since $\Omega x = \Omega y$ implies $\|\Omega(x - y)\| = 0$ which then implies $x = y$).

**Theorem 12.31** If $\Omega \in \mathcal{L}(H)$, then the following conditions are equivalent:

(a) $\Omega^*\Omega = 1$.
(b) $\langle \Omega x, \Omega y \rangle = \langle x, y \rangle$ for all $x, y \in H$.
(c) $\|\Omega x\| = \|x\|.$

**Proof** Let $x, y \in H$ be arbitrary.

(a) $\Rightarrow$ (b): $\langle \Omega x, \Omega y \rangle = \langle x, \Omega^*\Omega y \rangle = \langle x, 1y \rangle = \langle x, y \rangle$.
(b) $\Rightarrow$ (c): $\|\Omega x\|^2 = \langle \Omega x, \Omega x \rangle = \langle x, x \rangle = \|x\|^2$.
(c) $\Rightarrow$ (a): $\|\Omega x\|^2 = \|x\|^2$ implies $\langle \Omega x, \Omega x \rangle = \langle x, x \rangle$ or $\langle x, \Omega^*\Omega x \rangle = \langle x, x \rangle$, and hence $\langle x, (\Omega^*\Omega - 1)x \rangle = 0$. It now follows from Theorem 10.4(b) that $\Omega^*\Omega - 1 = 0$, and hence $\Omega^*\Omega = 1$. □

Isometric operators are sometimes defined by the relationship $\Omega^*\Omega = 1$, and we saw in Section 10.2 that in a finite-dimensional space this implies that $\Omega\Omega^* = 1$ also. However, in an infinite-dimensional space, the property $\Omega\Omega^* = 1$ must be imposed as an additional condition on $\Omega$ in one way or another. A unitary operator $U \in \mathcal{L}(H)$ is an operator that satisfies $U^*U =UU^* = 1$. Since inverses are unique (if they exist), this implies that an equivalent definition of unitary operators is that they map $H$ onto itself and satisfy $U^* = U^{-1}$. Alternatively, our next theorem shows that we can define a unitary operator as an isometric operator that maps $H$ onto $H$.

**Theorem 12.32** An operator $U \in \mathcal{L}(H)$ is unitary if and only if it is a one-to-one isometry of $H$ onto itself. In other words, $U \in \mathcal{L}(H)$ is unitary if and only if it is a bijective isometry.

**Proof** If $U$ is unitary then it maps $H$ onto itself, and since $U^*U = 1$, we see from Theorem 12.31 that $\|Ux\| = \|x\|$. Therefore $U$ is an isometric isomorphism of $H$ onto $H$.

Conversely, if $U$ is an isomorphism of $H$ onto $H$ then $U^{-1}$ exists, and the fact that $U$ is isometric shows that $U^*U = 1$ (Theorem 12.31). Multiplying from the right by $U^{-1}$ shows that $U^* = U^{-1}$, and hence $UU^* = UU^* = 1$ so that $U$ is unitary. □
One reassuring fact about unitary operators in a Hilbert space is that they also obey the analogue of Theorem 10.6. In other words, an operator $U$ on a Hilbert space $H$ is unitary if and only if $\{Ue_i\}$ is a complete orthonormal set whenever $\{e_i\}$ is (see Exercise 12.7.2 for a proof).

There is no all-encompassing treatment of eigenvalues (i.e., like Theorems 10.21 or 10.26) for Hermitian or unitary operators in an infinite-dimensional space even close to that for finite-dimensional spaces. Unfortunately, most of the general results that are known are considerably more difficult to treat in the infinite-dimensional case. In fact, a proper treatment involves a detailed discussion of many subjects which the ambitious reader will have to study on his or her own.

**Exercises**

1. Finish the proof of Theorem 12.30.

2. Prove that $U \in \mathcal{L}(H)$ is unitary if and only if $\{Ue_i\}$ is a complete orthonormal set if $\{e_i\}$ is.
Metric Spaces

For those readers not already familiar with the elementary properties of metric spaces and the notion of compactness, this appendix presents a sufficiently detailed treatment for a reasonable understanding of this subject matter. However, for those who have already had some exposure to elementary point set topology (or even a solid introduction to real analysis), then the material in this appendix should serve as a useful review of some basic concepts. Besides, any mathematics or physics student should become thoroughly familiar with all of this material.

Let $S$ be any set. Then a function $d: S \times S \to \mathbb{R}$ is said to be a metric on $S$ if it has the following properties for all $x, y, z \in S$:

(M1) $d(x, y) \geq 0$;
(M2) $d(x, y) = 0$ if and only if $x = y$;
(M3) $d(x, y) = d(y, x)$;
(M4) $d(x, y) + d(y, z) \geq d(x, z)$.

The real number $d(x, y)$ is called the distance between $x$ and $y$, and the set $S$ together with a metric $d$ is called a metric space $(S, d)$.

As a simple example, let $S = \mathbb{R}$ and let $d(x, y) = |x - y|$ for all $x, y \in \mathbb{R}$. From the properties of the absolute value, conditions (M1) - (M3) should be obvious, and (M4) follows by simply noting that...
\[|x - z| = |x - y + y - z| \leq |x - y| + |y - z|.\]

For our purposes, we point out that given any normed vector space \((V, \|\cdot\|)\) we may treat \(V\) as a metric space by defining

\[d(x, y) = \|x - y\|\]

for every \(x, y \in V\). Using Theorem 2.17, the reader should have no trouble showing that this does indeed define a metric space \((V, d)\). In fact, it is easy to see that \(\mathbb{R}^n\) forms a metric space relative to the standard inner product and its associated norm.

Given a metric space \((X, d)\) and any real number \(r > 0\), the **open ball** of radius \(r\) and center \(x_0\) is the set \(B_d(x_0, r) \subseteq X\) defined by

\[B_d(x_0, r) = \{x \in X: d(x, x_0) < r\}.\]

Since the metric \(d\) is usually understood, we will generally leave off the subscript \(d\) and simply write \(B(x_0, r)\). Such a set is frequently referred to as an **\(r\)-ball**. We say that a subset \(U\) of \(X\) is **open** if, given any point \(x \in U\), there exists \(r > 0\) and an open ball \(B(x, r)\) such that \(B(x, r) \subseteq U\).

Probably the most common example of an open set is the open unit disk \(D_1\) in \(\mathbb{R}^2\) defined by

\[D_1 = \{(x, y) \in \mathbb{R}^2: x^2 + y^2 < 1\}.\]

We see that given any point \(x_0 \in D_1\), we can find an open ball \(B(x_0, r) \subseteq D_1\) by choosing \(r = 1 - d(x_0, 0)\). The set

\[D_2 = \{(x, y) \in \mathbb{R}^2: x^2 + y^2 \leq 1\}\]

is not open because there is no open ball centered on any of the boundary points \(x^2 + y^2 = 1\) that is contained entirely within \(D_2\).

The fundamental characterizations of open sets are contained in the following three theorems.

**Theorem A1** Let \((X, d)\) be a metric space. Then any open ball is an open set.

**Proof** Let \(B(x_0, r)\) be an open ball in \(X\) and let \(x\) be any point in \(B(x_0, r)\). We must find a \(B(x, r')\) contained in \(B(x_0, r)\).
Since \( d(x, x_0) < r \), we define \( r' = r - d(x, x_0) \). Then for any \( y \in B(x, r') \) we have \( d(y, x) < r' \), and hence

\[
d(y, x_0) \leq d(y, x) + d(x, x_0) < r' + d(x, x_0) = r
\]

which shows that \( y \in B(x_0, r) \). Therefore \( B(x, r') \subset B(x_0, r) \).  

**Theorem A2**  Let \((X, d)\) be a metric space. Then

(a) Both \( X \) and \( \emptyset \) are open sets.

(b) The intersection of a finite number of open sets is open.

(c) The union of an arbitrary number of open sets is open.

**Proof**  (a) \( X \) is clearly open since for any \( x \in X \) and \( r > 0 \) we have \( B(x, r) \subset X \). The statement that \( \emptyset \) is open is also automatically satisfied since for any \( x \in \emptyset \) (there are none) and \( r > 0 \), we again have \( B(x, r) \subset \emptyset \).

(b) Let \( \{U_i\} \), \( i \in I \), be a finite collection of open sets in \( X \). Suppose \( \{U_i\} \) is empty. Then \( \cap U_i = X \) because a point is in the intersection of a collection of sets if it belongs to each set in the collection, so if there are no sets in the collection, then every point of \( X \) satisfies this requirement. Hence \( \cap U_i = X \) is open by (a). Now assume that \( \{U_i\} \) is not empty, and let \( U = \cap U_i \). If \( U = \emptyset \) then it is open by (a), so assume that \( U \neq \emptyset \). Suppose \( x \in U \) so that \( x \in U_i \) for every \( i \in I \). Therefore there exists \( B(x, r_i) \subset U_i \) for each \( i \), and since there are only a finite number of the \( r_i \) we may let \( r = \min \{r_i\} \). It follows that

\[
B(x, r) \subset B(x, r_i) \subset U_i
\]

for every \( i \), and hence \( B(x, r) \subset \cap U_i = U \). In other words, we have found an open ball centered at each point of \( U \) and contained in \( U \), thus proving that \( U \) is open.
Let \( \{U_i\} \) be an arbitrary collection of open sets. If \( \{U_i\} \) is empty, then \( U = \bigcup U_i = \emptyset \) is open by (a). Now suppose \( \{U_i\} \) is not empty and \( x \in \bigcup U_i \). Then \( x \in U_i \) for some \( i \), and hence there exists \( B(x, r_i) \subseteq U_i \subseteq \bigcup U_i \) so that \( \bigcup U_i \) is open. 

Notice that part (b) of this theorem requires that the collection be finite. To see the necessity of this, consider the infinite collection of intervals in \( \mathbb{R} \) given by \((-1/n, 1/n)\) for \( 1 \leq n < \infty \). The intersection of these sets is the point \{0\} which is not open in \( \mathbb{R} \).

In an arbitrary metric space the structure of the open sets can be very complicated. However, the most general description of an open set is contained in the following.

**Theorem A3** A subset \( U \) of a metric space \( (X, d) \) is open if and only if it is the union of open balls.

**Proof** Assume \( U \) is the union of open balls. By Theorem A1 each open ball is an open set, and hence \( U \) is open by Theorem A2(c). Conversely, let \( U \) be an open subset of \( X \). For each \( x \in U \) there exists at least one \( B(x, r) \subseteq U \), so that \( \bigcup_{x \in U} B(x, r) \subseteq U \). On the other hand each \( x \in U \) is contained in at least \( B(x, r) \) so that \( U \subseteq \bigcup_{x \in U} B(x, r) \). Therefore \( U = \bigcup B(x, r) \).

As a passing remark, note that a set is never open in and of itself. Rather, a set is open only with respect to a specific metric space containing it. For example, the set of numbers \([0, 1)\) is not open when considered as a subset of the real line because any open interval about the point 0 contains points not in \([0, 1)\). However, if \([0, 1)\) is considered to be the entire space \( X \), then it is open by Theorem A2(a).

If \( U \) is an open subset of a metric space \( (X, d) \), then its complement \( U^c = X - U \) is said to be closed. In other words, a set is closed if and only if its complement is open. For example, a moment’s thought should convince you that the subset of \( \mathbb{R}^2 \) defined by \( \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1\} \) is a closed set. The closed ball of radius \( r \) centered at \( x_0 \) is the set \( B[x_0, r] \) defined in the obvious way by

\[
B[x_0, r] = \{ x \in X : d(x_0, x) \leq r \}.
\]

We leave it to the reader (see Exercise A.3) to prove the closed set analogue of Theorem A2. The important difference to realize is that the intersection of an arbitrary number of closed sets is closed, while only the union of a finite number of closed sets is closed.

If \( (X, d) \) is a metric space and \( Y \subseteq X \), then \( Y \) may be considered a metric space in its own right with the same metric \( d \) used on \( X \). In other words, if we
let \( d|Y \) denote the metric \( d \) restricted to points in \( Y \), then the space \((Y, d|Y)\) is said to be a **subspace** of the metric space \((X, d)\).

**Theorem A4** Let \((X, d)\) be a metric space and \((Y, d|Y)\) a metric subspace of \(X\). Then a subset \( W \subset Y \) is open in \( Y \) (i.e., open with respect to the metric \( d|Y \)) if and only if \( W = Y \cap U \) where \( U \) is open in \( X \).

**Proof** Let \( W \subset Y \) be open in \( Y \) and suppose \( x \in W \). Then there exists \( r > 0 \) such that the set 
\[
B_{d|Y}(x, r) = \{ y \in Y : (d|Y)(x, y) < r \}
\]
is a subset of \( W \). But this is clearly the same as the open set 
\[
B_d(x, r) = \{ y \in X : d(x, y) < r \}
\]
restricted to only those points \( y \) that are in \( Y \). Another way of saying this is that 
\[
B_{d|Y}(x, r) = B_d(x, r) \cap Y .
\]
Since \( W = \bigcup_{x \in W} B_{d|Y}(x, r) \), it follows that (see Exercise 0.1.1(b)) \( W = U \cap Y \) where \( U = \bigcup_{x \in W} B_d(x, r) \) is open in \( X \) (by Theorem A2(c)).

On the other hand, let \( W = Y \cap U \) where \( U \) is open in \( X \), and suppose \( x \in W \). Then \( x \in U \) so there exists \( r > 0 \) with 
\[
B_d(x, r) = \{ y \in X : d(x, y) < r \} \subset U .
\]
But \( Y \cap B_d(x, r) \) is just \( B_{d|Y}(x, r) = \{ y \in Y : (d|Y)(x, y) < r \} \subset W \) which shows that \( W \) is open in \( Y \). \( \blacksquare \)

Note that all of our discussion on metric spaces also applies to normed vector spaces where \( d(x, y) = \|x - y\| \). Because of this, we can equally well discuss open sets in any normed space \( V \).

Let \( f : (X, d_X) \to (Y, d_Y) \) be a mapping. We say that \( f \) is **continuous at** \( x_0 \in X \) if, given any real number \( \varepsilon > 0 \), there exists a real number \( \delta > 0 \) such that \( d_X(f(x), f(x_0)) < \varepsilon \) for every \( x \in X \) with \( d_Y(x, x_0) < \delta \). Equivalently, \( f \) is continuous at \( x_0 \) if for each \( B(f(x_0), \varepsilon) \) there exists \( B(x_0, \delta) \) such that \( f(B(x_0, \delta)) \subset B(f(x_0), \varepsilon) \). (Note that these open balls are defined with respect to two different metrics since they are in different spaces. We do not want to clutter the notation by adding subscripts such as \( d_X \) and \( d_Y \) to \( B \).) In words, “if you tell me how close you wish to get to the number \( f(x_0) \), then I will tell you how close \( x \) must be to \( x_0 \) in order that \( f(x) \) be that close.” If \( f \) is defined
on a subset \( S \subseteq X \), then \( f \) is said to be **continuous on** \( S \) if \( f \) is continuous at every point of \( S \).

For example, consider the mapping \( f : (0, \infty) \subseteq \mathbb{R} \rightarrow (0, \infty) \subseteq \mathbb{R} \) defined by \( f(x) = 1/x \). For any \( x_0 \in (0, \infty) \) we have (using the absolute value as our metric)

\[
|f(x) - f(x_0)| = \left| \frac{1}{x} - \frac{1}{x_0} \right| = \frac{|x_0 - x|}{|x| |x_0|}.
\]

If \( x \) is such that \( |x - x_0| < \delta \), then we see that

\[
|f(x) - f(x_0)| < \delta |x| x_0 = \delta / (x x_0).
\]

In particular, choosing \( \delta \leq x_0/2 \), it follows that \( x \geq x_0/2 \) (since \( |x - x_0| < \delta = x_0/2 \)), and hence \( \delta / (x x_0) < 2\delta / x_0^2 \). Therefore, given any \( \varepsilon > 0 \), if we pick \( \delta = \min\{x_0/2, \varepsilon x_0^2/2\} \) then we will have \( |f(x) - f(x_0)| < \varepsilon \).

Fortunately one can usually tell by inspection (i.e., by drawing a picture if necessary) whether or not a particular function is continuous without resorting to clever calculations. The general definition is a powerful technique for proving theorems about classes of continuous functions satisfying given properties. Moreover, there is an intrinsic way to characterize continuous mappings that is of the utmost importance.

**Theorem A5** Let \( f : (X, d_X) \rightarrow (Y, d_Y) \). Then \( f \) is continuous if and only if \( f^{-1}(U) \) is open in \( X \) for all open sets \( U \) in \( Y \).

**Proof** Suppose \( f \) is continuous and \( U \) is an open subset of \( Y \). If \( x \in f^{-1}(U) \), then \( f(x) \in U \) so there exists \( B(f(x), \varepsilon) \subseteq U \) (since \( U \) is open). But the continuity of \( f \) then implies that there exists \( B(x, \delta) \) such that

\[
f(B(x, \delta)) \subseteq B(f(x), \varepsilon) \subseteq U.
\]

Therefore \( B(x, \delta) \) is an \( r \)-ball centered on \( x \) and contained in \( f^{-1}(U) \), and hence \( f^{-1}(U) \) is open.

Conversely, assume that \( f^{-1}(U) \) is open whenever \( U \) is, and let \( x \in X \) be arbitrary. Then the open ball \( B(f(x), \varepsilon) \) is an open set, so its inverse image is an open set containing \( x \). Therefore there exists an open ball \( B(x, \delta) \) contained in this inverse image, and it clearly has the property that \( f(B(x, \delta)) \subseteq B(f(x), \varepsilon), \) hence proving that \( f \) is continuous.  

**Corollary** If \( f : (X, d_X) \rightarrow (Y, d_Y) \), then \( f \) is continuous if and only if \( f^{-1}(F) \) is closed in \( X \) whenever \( F \) is closed in \( Y \).
Proof. It was shown in Exercise 0.2.1 that if $A \subseteq Y$, then $f^{-1}(A^c) = f^{-1}(A)^c$. Therefore if $F \subseteq Y$ is closed, then $F = U^c$ for some open set $U \subseteq Y$ and so by Theorem A5, $f^{-1}(F) = f^{-1}(U^c) = f^{-1}(U)^c$ must be closed if and only if $f$ is continuous. □

Note that if $f: X \to Y$ is continuous and $U \subseteq Y$ is open, then $f^{-1}(U)$ is open, but if $A \subseteq X$ is open, then it is not necessarily true that $f(A)$ is open. As a simple example, consider the function $f: \mathbb{R} \to \mathbb{R}^2$ defined by $f(x) = (x, x^2)$. It should be clear that the open ball $U \subseteq \mathbb{R}^2$ shown below is an open set whose inverse image is an open interval on $\mathbb{R} \cup \{0\}$ (since some points of $U$ are not the image under $f$ of any point in $\mathbb{R}$), but that the image under $f$ of an open interval is part of the parabola $y = x^2$ which is not open as a subset of $\mathbb{R}^2$.

Now suppose that $(X, d)$ is a metric space, and let $\{U_i\}$ be a collection of open subsets of $X$ such that $\bigcup U_i = X$. Such a collection of subsets is called an open cover of $X$. A subcollection $\{V_j\}$ of the collection $\{U_i\}$ is said to be an open subcover of $X$ if $\bigcup V_j = X$. A space $(X, d)$ is said to be compact if every open cover has a finite subcover. Similarly, given a subset $A \subseteq X$, a collection $\{U_i\}$ of open subsets of $X$ with the property that $A \subseteq \bigcup U_i$ is said to be an open cover of $A$. Equivalently, the collection $\{U_i\}$ of open subsets of $X$ is an open cover of $A$ in $X$ if the collection $\{U_i \cap A\}$ is an open cover of the subset $A$ in the metric $d|A$ (i.e., in the subspace $A$). We then say that $A$ is compact if every open cover of $A$ has a finite subcover, or equivalently, $A$ is compact if the subspace $A$ is compact. While this is not a particularly easy concept to thoroughly understand and appreciate without detailed study, its importance to us is based on the following two examples.

Example A1. Consider the subset $A = (0, 1)$ of the real line $\mathbb{R}$. We define the collection $\{U_1, U_2, \ldots \}$ of open sets by
Thus \( U_1 = (1/4, 3/4), U_2 = (1/8, 7/8) \) etc. The collection \( \{U_n\} \) clearly covers \( A \) since for any \( x \in (0, 1) \) we can always find some \( U_n \) such that \( x \in U_n \). However, \( A \) is not compact since given any finite number of the \( U_n \) there exists \( \varepsilon > 0 \) (so that \( \varepsilon \in (0, 1) \)) which is not in any of the \( U_n \).

**Example A2**  Let us show that the subspace \([0, 1]\) of the real line is compact. This is sometimes called the **Heine-Borel theorem**, although we shall prove a more general version below.

First note that the points 0 and 1 which are included in the subspace \([0, 1]\) are not in the set \((0, 1)\) discussed in the previous example. However, if we have positive real numbers \( a \) and \( b \) with \( a \leq b < 1 \), then the collection \( \{U_n\} \) defined above together with the sets \([0, a)\) and \((b, 1]\) does indeed form an open cover for \([0, 1]\) (the sets \([0, a)\) and \((b, 1]\) are open by Theorem A4). It should be clear that given the sets \([0, a)\) and \((b, 1]\) we can now choose a finite cover of \([0, 1]\) by including these sets along with a finite number of the \( U_n \). To prove that \([0, 1]\) is compact however, we must show that *any* open cover has a finite subcover.

Somewhat more generally, let \( \{O_n\} \) be any open cover of the interval \([a, b]\) in \( \mathbb{R} \). Define

\[
A = \{ x \in [a, b] : [a, x] \text{ is covered by a finite number of the } O_n \}.
\]

We see that \( A \neq \emptyset \) since clearly \( a \in A \), and furthermore \( A \) is bounded above by \( b \). Therefore (by the Archimedean axiom) \( A \) must have a least upper bound \( m = \sup A \leq b \). If \( A \) is to be compact, then we must have \( b \in A \). We will show that this is true by first proving that \( m \in A \), and then that \( m = b \).

Since \( \{O_n\} \) covers \([a, b]\) and \( m \in [a, b] \), it follows that \( m \in O_m \) for some \( O_m \in \{O_n\} \). Now, \( O_m \) is an open subset of \([a, b]\), and hence there are points in \( O_m \) that are less than \( m \), and points in \( O_m \) that are greater than \( m \).

\[
O_m
\]

Since \( m = \sup A \), there is an \( x < m \) with \( x \in O_m \) such that the interval \([a, x]\) is covered by a finite number of the \( O_n \), while \([x, m]\) is covered by the single set \( O_m \). Therefore \([a, m]\) is covered by a finite number of open sets so that \( m \in A \).
Now suppose that \( m < b \). Then there is a point \( y \) with \( m < y < b \) such that \( [m, y] \subset O_m \). But we just showed that \( m \in A \), so the interval \( [a, m] \) is covered by finitely many \( O_n \) while \( [m, y] \) is covered by \( O_m \). Therefore \( y \in A \) which contradicts the definition of \( m \), and hence we must have \( m = b \).

An important property of metric spaces is the following. Given two distinct points \( x, y \in X \), there exist disjoint open sets \( U \) and \( V \) in \( X \) such that \( x \in U \) and \( y \in V \). That this does indeed hold for metric spaces is easy to prove by considering open balls of radius \( d(x, y)/2 \) centered on each of the points \( x \) and \( y \). This property is called the **Hausdorff property**. We sometimes refer to a metric space as a “Hausdorff space” if we wish to emphasize this property.

The following theorems describe some of the most fundamental properties of compact spaces.

**Theorem A6**  Any closed subset of a compact space is compact.

*Proof*  Let \( F \subset X \) be a closed subset of a compact space \( X \). If \( \{U_i\} \) is any open cover of \( F \), then \( (\bigcup U_i) \cup F^c \) is an open cover of \( X \). Since \( X \) is compact, we may select a finite subcover by choosing \( F^c \) along with a finite number of the \( U_i \). But then \( F \) is covered by this finite subcollection of the \( U_i \), and hence \( F \) is compact.  

**Theorem A7**  Any compact subset of a metric space is closed.

*Proof*  Let \( F \) be a compact subset of a metric space \( X \). We will show that \( F^c \) is open. Fix any \( x \in F^c \) and suppose \( y \in F \). Since \( X \) is Hausdorff, there exist open sets \( U_y \) and \( V_y \) such that \( x \in U_y \), \( y \in V_y \) and \( U_y \cap V_y = \emptyset \). As the point \( y \) varies over \( F \), we see that \( \{V_y : y \in F\} \) is an open cover for \( F \). Since \( F \) is compact, a finite number, say \( V_{y_1}, \ldots, V_{y_n} \), will cover \( F \). Corresponding to each \( V_{y_i} \) there is a \( U_{y_i} \), and we let \( U = \bigcap U_{y_i} \) and \( V = \bigcup V_{y_i} \). By construction \( x \in U \), \( F \subset V \) and \( U \cap V = \emptyset \). But then \( U \) is an open set containing \( x \) such that \( U \cap F = \emptyset \), and hence \( F^c \) is open.  

**Theorem A8**  Let \( (X, d_X) \) be a compact space and let \( f \) be a continuous function from \( X \) onto a space \( (Y, d_Y) \). Then \( Y \) is compact.

*Proof*  Let \( \{U_i\} \) be any open cover of \( Y \). Since \( f \) is continuous, each \( f^{-1}(U_i) \) is open in \( X \), and hence \( \{f^{-1}(U_i)\} \) is an open cover for \( X \). But \( X \) is compact, so that a finite number of the \( f^{-1}(U_i) \), say \( \{f^{-1}(U_{i_1}), \ldots, f^{-1}(U_{i_n})\} \) cover \( X \). Therefore \( \{U_{i_1}, \ldots, U_{i_n}\} \) form a finite subcover for \( Y \), and hence \( Y \) is compact.
Theorem A9  Let \( \{K_i\} \) be a collection of compact subsets of a metric space \( X \), such that the intersection of every finite subcollection of \( \{K_i\} \) is nonempty. Then \( \bigcap K_i \) is nonempty.

Proof  Fix any \( K_i \in \{K_i\} \) and assume that \( K_1 \cap (\bigcap_{i \neq 1} K_i) = \emptyset \). We will show that this leads to a contradiction. First note that by our assumption we have \( (\bigcap_{i \neq 1} K_i) \subset K_i^c \), and hence from Example 0.1 and Theorem 0.1 we see that

\[
K_1 \subset (\bigcap_{i=1}^{\infty} K_i^c) = \bigcup_{i=1}^{\infty} K_i^c.
\]

Thus \( \{K_i^c\}, i \neq 1 \), is an open cover of \( K_1 \). But \( K_1 \) is compact so that a finite number of these sets, say \( K_{i_1}^c, \ldots, K_{i_n}^c \) cover \( K_1 \). Then

\[
K_1 \subset (\bigcup_{i=1}^{n} K_{i_i}^c) = (\bigcap_{i=1}^{n} K_{i_i})^c
\]

which implies

\[
K_1 \cap (\bigcap_{i=1}^{n} K_{i_i}) = \emptyset.
\]

However, this contradicts the hypothesis of the theorem. 

Corollary  If \( \{K_n\} \) is a sequence of nonempty compact sets such that \( K_n \supset K_{n+1} \), then \( \bigcap K_n \neq \emptyset \).

Proof  This is an obvious special case of Theorem A9.

As a particular application of this corollary we see that if \( \{I_n\} \) is a nonempty sequence of intervals \( [a_n, b_n] \subset \mathbb{R} \) such that \( I_n \supset I_{n+1} \), then \( \bigcap I_n \neq \emptyset \). While this result is based on the fact that each \( I_n \) is compact (Example A2), we may also prove this directly as follows. If \( I_n = [a_n, b_n] \), we let \( S = \{a_n\} \). Then \( S \neq \emptyset \) and is bounded above by \( b_1 \). By the Archimedean axiom, we let \( x = \sup S \). For any \( m, n \in \mathbb{Z}^+ \) we have \( a_n \leq a_{m+n} \leq b_{m+n} \leq b_m \) so that \( x \leq b_m \) for all \( m \). Since \( a_m \leq x \) for all \( m \), we must have \( x \in [a_m, b_m] = I_m \) for each \( m = 1, 2, \ldots \) so that \( \bigcap I_n \neq \emptyset \). We now show that this result holds in \( \mathbb{R}^n \) as well.

Suppose \( a, b \in \mathbb{R}^n \) where \( a^i < b^i \) for each \( i = 1, \ldots, n \). By an n-cell we mean the set of all points \( x \in \mathbb{R}^n \) such that \( a^i \leq x^i \leq b^i \) for every \( i \). In other words, an n-cell is just an n-dimensional rectangle.

Theorem A10  Let \( \{I_k\} \) be a sequence of n-cells such that \( I_k \supset I_{k+1} \). Then \( \bigcap I_k \neq \emptyset \).
Proof. For each \( k = 1, 2, \ldots \) the \( n \)-cell \( I_k \) consists of all points \( x \in \mathbb{R}^n \) with the property that \( a_k^i \leq x^i \leq b_k^i \) for every \( 1 \leq i \leq n \), so we let \( I_k^i = [a_k^i, b_k^i] \). Now, for each \( i = 1, \ldots, n \) the sequence \( \{I_k^i\} \) satisfies the hypotheses of the corollary to Theorem A9. Hence for each \( i = 1, \ldots, n \) there exists \( z_i \in [a_i^i, b_i^i] \) for every \( k = 1, 2, \ldots \). If we define \( z = (z^1, \ldots, z^n) \in \mathbb{R}^n \), we see that \( z \in I_k \) for every \( k = 1, 2, \ldots \).

**Theorem A11** Every \( n \)-cell is compact.

Proof. Let \( I \) be an \( n \)-cell as defined above, and set \( \delta = \left[ \sum_{i=1}^{n} (b_i - a_i)^2 \right]^{1/2} \). Then if \( x, y \in I \) we have \( \|x - y\| \leq \delta \) (see Example 2.9). Let \( \{U_k\} \) be any open cover of \( I \) and assume that it contains no finite subcover. We will show that this leads to a contradiction.

Let \( c_j^i = (a_j^i + b_j^i)/2 \) for each \( j = 1, \ldots, n \). Then we have \( 2^n \) \( n \)-cells \( Q_i \) defined by the intervals \( [a_j^i, c_j^i] \) and \( [c_j^i, b_j^i] \) such that \( \cup Q_i = I \). Since \( I \) has no finite subcover, at least one of the \( Q_i \), which we call \( I_i \), can not be covered by any finite number of the \( U_i \). Next we subdivide \( I_i \) into another \( 2^n \) \( n \)-cells and continue in the same manner. We thus obtain a sequence \( \{I_\alpha\} \) of \( n \)-cells with the following properties:

(a) \( I \supset I_1 \supset I_2 \supset \cdots \);
(b) \( I_\alpha \) is not covered by any finite subcollection of the \( U_k \);
(c) \( x, y \in I_\alpha \) implies \( \|x - y\| \leq 2^{-\alpha} \delta \).

By (a) and Theorem A10, there exists \( z \in \bigcap I_\alpha \), and since \( \{U_i\} \) covers \( I \), we must have \( z \in U_k \) for some \( k \). Now, \( U_k \) is an open set in the metric space \( \mathbb{R}^n \), so there exists \( \epsilon > 0 \) such that \( \|z - y\| < \epsilon \) implies that \( y \in U_k \). If we choose \( \alpha \) sufficiently large that \( 2^{-\alpha} \delta < \epsilon \) (that this can be done follows from Theorem 0.3), then (c) implies that \( I_\alpha \subset U_k \) which contradicts (b). 

We are now in a position to prove the generalized Heine-Borel theorem. Before doing so however, we first prove a simple result which is sometimes taken as the definition of a compact set. By way of terminology, any open set \( U \) containing a point \( x \) is said to be a **neighborhood** of \( x \), and the set \( U - \{x\} \) is called a **deleted neighborhood** of \( x \). We say that a point \( x \in (X, d) \) is an **accumulation point** of \( A \subset X \) if every deleted neighborhood of \( x \) intersects \( A \).

**Theorem A12** Any infinite subset \( A \) of a compact set \( K \) has a point of accumulation in \( K \).
Proof Suppose every point \( x \in K \) is not an accumulation point of \( A \). Then there exists a neighborhood \( U_x \) of \( x \) such that \( U_x \) contains at most a single point of \( A \), namely \( x \) itself if \( x \in A \). Then clearly no finite subcollection of \( \{U_x\} \) covers \( A \subset K \) so that \( K \) can not possibly be compact.  

**Theorem A13**  A subset \( A \) of a metric space \( (X, d) \) is closed if and only if \( A \) contains all of its accumulation points.

Proof First suppose that \( A \) is closed. Let \( x \in X \) be an accumulation point of \( A \) and assume that \( x \notin A \). Then \( x \in A^c \) which is an open set containing \( x \) that does not intersect \( A \), and hence contradicts the fact that \( x \) is an accumulation point of \( A \). Therefore \( x \) must be an element of \( A \).

Conversely, suppose \( A \) contains all of its accumulation points. We show that \( A^c \) is open. If \( x \in A^c \) and hence is not an accumulation point of \( A \), then there exists an open set \( U \) containing \( x \) such that \( A \cap U = \emptyset \). But then \( x \in U \subset A^c \) which implies that \( A^c \) is open.  

We say that a subset \( A \subset \mathbb{R}^n \) is **bounded** if it can be enclosed in some \( n \)-cell. The equivalence of (a) and (b) in the next theorem is called the (generalized) Heine-Borel theorem, while the equivalence of (a) and (c) is a general version of the Bolzano-Weierstrass theorem.

**Theorem A14**  Let \( A \) be a subset of \( \mathbb{R}^n \). Then the following three properties are equivalent:

(a) \( A \) is closed and bounded .

(b) \( A \) is compact.

(c) Every infinite subset of \( A \) has a point of accumulation in \( A \).

Proof (a) \( \Rightarrow \) (b): If (a) holds, then \( A \) can be enclosed by some \( n \)-cell which is compact by Theorem A11. But then \( A \) is compact by Theorem A6.

(b) \( \Rightarrow \) (c): This follows from Theorem A12.

(c) \( \Rightarrow \) (a): We assume that every infinite subset of \( A \) has an accumulation point in \( A \). Let us first show that \( A \) must be bounded. If \( A \) is not bounded, then for each positive integer \( k = 1, 2, \ldots \) we can find an \( x_k \in A \) such that \( \|x_k\| > k \). Then the set \( \{x_k\} \) is clearly infinite but contains no point of accumulation in \( \mathbb{R}^n \), so it certainly contains none in \( A \). Hence \( A \) must be bounded.

We now show that \( A \) must be closed. Again assume the contrary. Then there exists \( x_0 \in \mathbb{R}^n \) which is an accumulation point of \( A \) but which does not belong to \( A \) (Theorem A13). This means that for each \( k = 1, 2, \ldots \) there exists \( x_k \in A \) such that \( \|x_k - x_0\| < 1/k \). The set \( S = \{x_k\} \) is then an infinite subset of
A with \( x_0 \) as an accumulation point. Since \( x_0 \notin A \), we will be finished if we can show that \( S \) has no accumulation point in \( A \) (because the assumption that \( A \) is not closed then leads to a contradiction with the property described in (c)).

First note that if \( a, b \in \mathbb{R}^n \), then Example 2.11 shows us that

\[
\|a + b\| = \|a - (-b)\| \geq \|a\| - \|b\|. 
\]

Using this result, if \( y \) is any point of \( \mathbb{R}^n \) other than \( x_0 \) we have

\[
\|x_k - y\| = \|x_k - x_0 + x_0 - y\|
\geq \|x_0 - y\| - \|x_k - x_0\|
> \|x_0 - y\| - 1/k.
\]

No matter how large (or small) \( \|x_0 - y\| \) is, we can always find a \( k_0 \in \mathbb{Z}^+ \) such that \( 1/k \leq (1/2)\|x_0 - y\| \) for every \( k \geq k_0 \) (this is just Theorem 0.3). Hence

\[
\|x_k - y\| > (1/2)\|x_0 - y\|
\]

for every \( k \geq k_0 \). This shows that \( y \) can not possibly be an accumulation point of \( \{x_k\} = S \) (because the open ball of radius \( (1/2)\|x_0 - y\| \) centered at \( y \) can contain at most a finite number of elements of \( S \)). \( \blacksquare \)

We remark that the implication “(a) implies (b)” in this theorem is not true in an arbitrary metric space (see Exercise A.5).

Let \( f \) be a mapping from a set \( A \) into \( \mathbb{R}^n \). Then \( f \) is said to be **bounded** if there exists a real number \( M \) such that \( \|f(x)\| \leq M \) for all \( x \in A \). If \( f \) is a continuous mapping from a compact space \( X \) into \( \mathbb{R}^n \), then \( f(X) \) is compact (Theorem A8) and hence closed and bounded (Theorem A14). Thus we see that any continuous function from a compact set into \( \mathbb{R}^n \) is bounded. On the other hand, note that the function \( f: \mathbb{R} \rightarrow \mathbb{R} \) defined by \( f(x) = 1/x \) is not bounded on the interval \((0, 1)\). We also see that the function \( g: \mathbb{R} \rightarrow \mathbb{R} \) defined by \( g(x) = x \) for \( x \in [0, 1) \) never attains a maximum value, although it gets arbitrarily close to 1. Note that both \( f \) and \( g \) are defined on non-compact sets.

We now show that a continuous function defined on a compact space takes on its maximum and minimum values at some point of the space.

**Theorem A15** Let \( f \) be a continuous real-valued function defined on a compact space \( X \), and let \( M = \sup_{x \in X} f(x) \) and \( m = \inf_{x \in X} f(x) \). Then there exist points \( p, q \in X \) such that \( f(p) = M \) and \( f(q) = m \).
**Proof** The above discussion showed that \( f(X) \) is a closed and bounded subset of \( \mathbb{R} \). Hence by the Archimedean axiom, \( f(X) \) must have a sup and an inf. Let \( M = \sup f(x) \). This means that given \( \varepsilon > 0 \), there exists \( x \in X \) such that

\[
M - \varepsilon < f(x) < M
\]

(or else \( M \) would not be the least upper bound of \( f(X) \)). This just says that any open ball centered on \( M \) intersects \( f(X) \), and hence \( M \) is an accumulation point of \( f(X) \). But \( f(X) \) is closed so that Theorem A13 tells us that \( M \in f(X) \). In other words, there exists \( p \in X \) such that \( M = f(p) \). The proof for the minimum is identical. ■

As an application of these ideas, we now prove the Fundamental Theorem of Algebra.

**Theorem A16 (Fundamental Theorem of Algebra)** The complex number field \( \mathbb{C} \) is algebraically closed.

**Proof** Consider the non-constant polynomial

\[
f(z) = a_0 + a_1z + \cdots + a_nz^n \in \mathbb{C}[z]
\]

where \( a_n \neq 0 \). Recall that we view \( \mathbb{C} \) as the set \( \mathbb{R} \times \mathbb{R} = \mathbb{R}^2 \), and let \( R \) be any (finite) real number. Then the absolute value function \( |f|: \mathbb{C} \to \mathbb{R} \) that takes any \( z \in \mathbb{C} \) to the real number \( |f(z)| \) is continuous on the closed ball \( B[0, R] \) of radius \( R \) centered at the origin. But \( B[0, R] \) is compact (Theorem A14) so that \( |f(z)| \) takes its minimum value at some point on the ball (Theorem A15). On the other hand, if we write \( f(z) \) in the form

\[
f(z) = a_nz^n(a_0/a_nz^n + a_1/a_nz^{n-1} + \cdots + a_{n-1}/a_nz + 1)
\]

we see that \( |f(z)| \) becomes arbitrarily large as \( |z| \) becomes large. To be precise, given any real \( C > 0 \) there exists \( R > 0 \) such that \( |z| > R \) implies \( |f(z)| > C \).

We now combine these two facts as follows. Let \( z_i \) be arbitrary, and define \( C = |f(z_i)| \). Then there exists \( R_0 > 0 \) such that \( |f(z)| > |f(z_i)| \) for all \( z \in \mathbb{C} \) such that \( |z - z_i| > R_0 \) (i.e., for all \( z \) outside \( B[z_i, R_0] \)). Since \( B[z_i, R_0] \) is compact, there exists a point \( z_0 \in B[z_i, R_0] \) such that \( |f(z_0)| \leq |f(z)| \) for all \( z \in B[z_i, R_0] \).
In particular, $|f(z_0)| \leq |f(z)|$ and hence we see that $|f(z_0)| < |f(z)|$ for all $z \in \mathbb{C}$. In other words, $z_0$ is an absolute minimum of $|f|$. We claim that $f(z_0) = 0$.

To show that $f(z_0) = 0$, we assume that $f(z_0) \neq 0$ and arrive at a contradiction. By a suitable choice of constants $c_i$, we may write $f$ in the form

$$f(z) = c_0 + c_1(z - z_0) + \cdots + c_n(z - z_0)^n.$$  

If $f(z_0) \neq 0$ then $c_0 = f(z_0) \neq 0$. By assumption, $\deg f \geq 1$, so we let $m$ be the smallest integer greater than 0 such that $c_m \neq 0$. Defining the new variable $w = z - z_0$, we may define the polynomial function $g$ by

$$f(z) = g(w) = c_0 + c_m w^m + w^{m+1}h(w)$$

for some polynomial $h$.

Now let $w_1$ be a complex number such that $w_1^m = -c_0/c_m$ and consider all values of $w = \lambda w_1$ for real $\lambda$ with $0 \leq \lambda \leq 1$. Then

$$c_m w_1^m = c_m \lambda^m w_1^m = -c_0 \lambda^m$$

and hence

$$f(z) = g(\lambda w_1) = c_0 - \lambda^m c_0 + \lambda^{m+1} w_1^{m+1} h(\lambda w_1)$$

$$= c_0 [1 - \lambda^m + \lambda^{m+1} w_1^{m+1} c_0 h(\lambda w_1)] .$$

But $\lambda \in [0, 1]$ which is compact, and hence $|w_1^{m+1} c_0^{-1} h(\lambda w_1)|$ is a continuous function defined on a compact set. Then the image of this function is a compact subset of $\mathbb{R}$ (Theorem A8) and so is closed and bounded (Theorem A14). This means there exists a number $B > 0$ such that

$$|w_1^{m+1} c_0^{-1} h(\lambda w_1)| \leq B$$

for all $\lambda \in [0, 1]$, and therefore (since $0 \leq \lambda \leq 1$ implies that $0 \leq \lambda^m \leq 1$)
Now recall that \(|c_0| = |f(z_0)| \leq |f(z)|\) for all \(z \in \mathbb{C}\). If we can show that

\[0 < 1 - \lambda^m + \lambda^{m+1}\beta < 1\]

for sufficiently small \(\lambda\) with \(0 < \lambda < 1\), then we will have shown that \(|f(z)| = |g(\lambda w)| < |c_0|\), a contradiction. But it is obvious that \(\lambda\) can be chosen so that \(0 < 1 - \lambda^m + \lambda^{m+1}\beta\). And to require that \(1 - \lambda^m + \lambda^{m+1}\beta < 1\) is the same as requiring that \(\lambda \beta < 1\) which can certainly be satisfied for small enough \(\lambda\). □

**Exercises**

1. Show the absolute value function is continuous on \(\mathbb{R}\).

2. Show that the norm on a vector space \(V\) defines a metric on \(V\).

3. Let \((X, d)\) be a metric space. Prove:
   (a) Both \(X\) and \(\emptyset\) are closed sets.
   (b) The intersection of an arbitrary number of closed sets is closed.
   (c) The union of a finite number of closed sets is closed.

4. Let \(A\) be the subset of \([0, 1]\) consisting of all \(x \in [0, 1]\) whose decimal expansion contains only the digits 4 and 7. Explain whether or not \(A\) is countable, dense in \([0, 1]\), or compact.

5. Show that \(\{x: \|x\|_2 \leq 1\}\) is closed and bounded but not compact in the space \(l_2\) (see Example 12.8).

6. A metric space is said to be **separable** if it contains a countable dense subset. Prove that \(\mathbb{R}^n\) is separable. [*Hint: Consider the set of all points in \(\mathbb{R}^n\) with rational coordinates.*]
Sequences and Series

In this appendix we briefly go through all of the theory necessary for an understanding of Section 10.6 and Chapter 12. Furthermore, as we mentioned at the beginning of Appendix A, rather than being simply an overview, we want the reader to understand this material even if it has not been studied before. We do assume however, that the reader has studied Appendix A, and part of this appendix is a direct extension of that material.

A sequence \( \{x_n\} = \{x_1, x_2, \ldots\} \) in a set \( S \) is any function from the set \( \mathbb{Z}^+ \) of positive integers into \( S \). If \( (X, d) \) is a metric space, then a sequence \( \{x_n\} \) in \( X \) is said to converge to the limit \( x \) if for each \( B(x, \varepsilon) \) there exists \( N \in \mathbb{Z}^+ \) such that \( x_n \in B(x, \varepsilon) \) for every \( n \geq N \). In other words, given \( \varepsilon > 0 \), there exists a positive integer \( N \) such that \( n \geq N \) implies \( d(x_n, x) < \varepsilon \). This is usually written as \( \lim_{n \to \infty} x_n = x \) or \( x_n \to x \). If a sequence \( \{x_n\} \) does not converge, then it is said to diverge. Furthermore, if for every real number \( M \) there exists an integer \( N \) such that \( n \geq N \) implies \( x_n \geq M \), then we write \( x_n \to +\infty \). Similarly, if for every real number \( M \) there exists an integer \( N \) such that \( n \geq N \) implies \( x_n \leq M \), then we write \( x_n \to -\infty \).

(We remark that the small, always positive number \( \varepsilon \) will be used extensively in many proofs, and it is important to realize that for proofs of convergence there is no real difference between the number \( \varepsilon \) and certain simple functions of \( \varepsilon \) such as \( 2\varepsilon \). For example, suppose we can show that given \( \varepsilon \), there exists \( N \) such that \( n \geq N \) implies \( d(x_n, x) < 2\varepsilon \). We claim this also proves that \( x_n \to x \). Indeed, let \( \varepsilon' = \varepsilon /2 \). Then, by assumption, there exists...
N such that \( n \geq N \) implies \( d(x_n, x) < 2\varepsilon' = \varepsilon \) which shows that \( x \) is the limit of the sequence. It should be clear that the statement “given \( \varepsilon > 0 \)” is equivalent to saying “given \( C\varepsilon > 0 \)” for any finite \( C > 0 \).

The set of all points \( x_n \) for \( n = 1, 2, \ldots \) is called the range of the sequence \( \{x_n\} \). This may be either a finite or an infinite set of points. A set \( A \subseteq (X, d) \) is said to be bounded if there exists a real number \( M \) and a point \( x_0 \in X \) such that \( d(x, x_0) \leq M \) for all \( x \in A \). (The point \( x_0 \) is almost always taken to be the origin of any given coordinate system in \( X \).) The sequence \( \{x_n\} \) is said to be bounded if its range is a bounded set. It is easy to show that any convergent sequence is bounded. Indeed, if \( x_n \to x \) then, given \( 1 \), there exists \( N \) such that \( n \geq N \) implies \( d(x_n, x) < 1 \). This shows that \( \{x_n: n \geq N\} \) is bounded. To show that \( \{x_n: n = 1, \ldots, N-1\} \) is bounded, let

\[
r = \max\{1, d(x_1, x), \ldots, d(x_{N-1}, x)\}.
\]

Since \( x_n \in X \), it must be true that each \( d(x_n, x) \) is finite, and hence \( d(x_n, x) \leq r \) for each \( n = 1, \ldots, N-1 \).

We now prove several elementary properties of sequences, starting with the uniqueness of the limit.

**Theorem B1** If \( \{x_n\} \) is a sequence in a metric space \((X, d)\) such that \( x_n \to x \) and \( x_n \to y \), then \( x = y \).

**Proof** Given \( \varepsilon > 0 \), there exists \( N \) such that \( n \geq N \) implies \( d(x_n, x) < \varepsilon \) and \( d(x_n, y) < \varepsilon \). But then \( d(x, y) \leq d(x_n, x) + d(x_n, y) < 2\varepsilon \). Since this holds for all \( \varepsilon > 0 \), we must have \( x = y \) (see Appendix A, definition (M2)). \( \blacksquare \)

**Theorem B2** Let \( s_n \to s \) and \( t_n \to t \) be convergent sequences of complex numbers. Then

(a) \( \lim (s_n + t_n) = s + t \).

(b) \( \lim cs_n = cs \) and \( \lim (c + s_n) = c + s \) for any \( c \in \mathbb{C} \).

(c) \( \lim s_nt_n = st \).

(d) \( \lim 1/s_n = 1/s \) if \( s \neq 0 \) and \( s_n \neq 0 \) for all \( n \).

**Proof** (a) Given \( \varepsilon > 0 \), there exists \( N_1 \) and \( N_2 \) such that \( n \geq N_1 \) implies that \( |s_n - s| < \varepsilon/2 \) and \( n \geq N_2 \) implies that \( |t_n - t| < \varepsilon/2 \). Let \( N = \max\{N_1, N_2\} \). Then \( n \geq N \) implies

\[
|s_n - s| + |t_n - t| \leq |s_n - s| + |t_n - t| < \varepsilon .
\]

(b) This is Exercise B.1.
(c) Note the algebraic identity

\[ s_n t_n - s t = (s_n - s)(t_n - t) + s(t_n - t) + t(s_n - s) \]

By parts (a) and (b) we see that \( \lim s(t_n - t) = 0 = \lim t(s_n - s) \). Now, given \( \varepsilon > 0 \), there exists \( N_1 \) and \( N_2 \) such that \( n \geq N_1 \) implies

\[ |s_n - s| < \sqrt{\varepsilon} \]

and \( n \geq N_2 \) implies

\[ |t_n - t| < \sqrt{\varepsilon} \]

If \( N = \max\{N_1, N_2\} \), then \( n \geq N \) implies that

\[ |(s_n - s)(t_n - t)| < \varepsilon \]

and hence \( \lim (s_n t_n - s t) = \lim (s_n - s)(t_n - t) = 0 \).

(d) At the end of Section 0.4 we showed that \( |a| - |b| \leq |a + b| \) for any \( a, b \in \mathbb{R} \). Reviewing the proof shows that this applies to complex numbers as well. Letting \( b \to -b \) then shows that \( |a| - |b| \leq |a - b| \).

Given \( |s|/2 \), there exists \( m \) such that \( n \geq m \) implies \( |s_n - s| < |s|/2 \) (this follows from the fact that \( s_n \to s \)). But \( |s| - |s_n| \leq |s_n - s| < |s|/2 \) implies \( |s_n| > |s|/2 \).

Alternatively, given \( \varepsilon > 0 \), there exists \( N \) (which we can always choose greater than \( m \)) such that \( n \geq N \) implies \( |s_n - s| < |s| \varepsilon^2/2 \). Combining these results, we see that for all \( n \geq N \) we have

\[ \left| \frac{1}{s_n} - \frac{1}{s} \right| = \left| \frac{s_n - s}{ss_n} \right| = \frac{|s_n - s|}{|s||s_n|} < \frac{2|s_n - s|}{|s|^2} < \varepsilon \quad \Box \]

Intuitively, we expect that a sequence \( \{x_k\} \) of points in \( \mathbb{R}^n \) converges to a point in \( \mathbb{R}^n \) if and only if each of the \( n \) coordinates converges on its own. That this is indeed true is shown in our next theorem.

**Theorem B3** Suppose \( x_k = (x_k^1, \ldots, x_k^n) \in \mathbb{R}^n \). Then \( \{x_k\} \) converges to \( x = (x^1, \ldots, x^n) \in \mathbb{R}^n \) if and only if \( x_k^i \to x^i \) for each \( i = 1, \ldots, n \).

**Proof** First note that for any \( j = 1, \ldots, n \) we have

\[ |x - y|^2 = \sum_{i=1}^{n} (x^i - y^i)^2 \geq (x^j - y^j)^2 \]
which implies $|x^j - y^j| \leq |x - y|$. Now assume that $x_k \to x$. Then given $\varepsilon > 0$, there exists $N$ such that $k \geq N$ implies $|x_k^j - y^j| \leq |x_k - x| < \varepsilon$. This shows that $x_k \to x$ implies $x_k^j \to x^j$.

Conversely, assume $x_k^j \to x^j$ for every $j = 1, \ldots, n$. Then given $\varepsilon > 0$, there exists $N$ such that $k \geq N$ implies $|x_k^j - x^j| < \varepsilon/\sqrt{n}$. Hence $k \geq N$ implies

$$|x_k - x| = \left(\sum_{j=1}^{n} (x_k^j - x^j)^2\right)^{1/2} < (n\varepsilon^2/n)^{1/2} = \varepsilon$$

so that $x_k \to x$.  

A sequence $\{x_k\}$ in a metric space $(X, d)$ is said to be a **Cauchy sequence** if given $\varepsilon > 0$, there exists $N$ such that $n, m \geq N$ implies $d(x_n, x_m) < \varepsilon$. It is easy to see that every convergent sequence is in fact a Cauchy sequence. Indeed, simply note that if $x_k \to x$, then given $\varepsilon > 0$, there exists $N$ such that $n \geq N$ implies $d(x_n, x) < \varepsilon/2$. Hence if $n, m \geq N$ we have

$$d(x_n, x_m) \leq d(x_n, x) + d(x_m, x) < \varepsilon/2 + \varepsilon/2 = \varepsilon.$$

However, it is not true that a Cauchy sequence need converge. For example, suppose $X = (0, 1] \subset \mathbb{R}$ and let $\{x_k\} = \{1/k\}$ for $k = 1, 2, \ldots$. This is a Cauchy sequence that wants to converge to the point $0$ (choose $N = 1/\varepsilon$ so that $|1/n - 1/m| \leq |1/n| + |1/m| < 2\varepsilon$ for all $m, n \geq N$). But $0 \notin (0, 1]$ so that the limit of the sequence is not in the space. This example shows that convergence is not an intrinsic property of sequences, but rather depends on the space in which the sequence lies. A metric space in which every Cauchy sequence converges is said to be **complete** (see Appendix A).

We have shown that any convergent sequence is necessarily a Cauchy sequence, but that the converse is not true in general. However, in the case of $\mathbb{R}^n$, it is in fact true that every Cauchy sequence does indeed converge, i.e., $\mathbb{R}^n$ is a complete metric space. This is easy to prove using the fact that any $n$-cell in $\mathbb{R}^n$ is compact (Theorem A11), and we outline the proof in Exercise B.10. However, it is worth proving that $\mathbb{R}^n$ is complete without using this result. We begin by proving several other facts dealing with the real number line $\mathbb{R}$. By way of terminology, a sequence $\{x_n\}$ of real numbers with the property that $x_n \leq x_{n+1}$ is said to be **increasing**. Similarly, if $x_n \geq x_{n+1}$ then the sequence is said to be **decreasing**. We will sometimes use the term **monotonic** to refer to a sequence that is either increasing or decreasing.
Theorem B4  Let \( \{x_k\} \) be an increasing sequence (i.e., \( x_k \leq x_{k+1} \)) of real numbers that is bounded above. Then the least upper bound \( b \) of the set \( \{x_k\} \) is the limit of the sequence.

Proof  It should be remarked that the existence of the least upper bound is guaranteed by the Archimedean axiom. Given \( \varepsilon > 0 \), the number \( b - \varepsilon/2 \) is not an upper bound for \( \{x_k\} \) since \( b \) is by definition the least upper bound. Therefore there exists \( N \) such that \( b - \varepsilon/2 \leq x_N \leq b \) (for otherwise \( b - \varepsilon/2 \) would be the least upper bound). Since \( \{x_k\} \) is increasing, we have

\[
  b - \varepsilon/2 \leq x_N \leq x_n \leq b
\]

for every \( n \geq N \). Rearranging, this is just \( b - x_n \leq \varepsilon/2 < \varepsilon \) which is the same as \( |x_n - b| < \varepsilon \).

Since the Archimedean axiom also refers to the greatest lower bound of a set of real numbers, it is clear that Theorem B4 may be applied equally well to the greatest lower bound of a decreasing sequence.

Let \((X, d)\) be a metric space, and suppose \( A \) is a subset of \( X \). Recall from Appendix A that a point \( x \in X \) is said to be an accumulation point of \( A \) if every deleted neighborhood of \( x \) contains a point of \( A \). The analogous term for sequences is the following. A number \( x \) is said to be a cluster point (or limit point) of a sequence \( \{x_n\} \) if given \( \varepsilon > 0 \), there exist infinitely many integers \( n \) such that \( |x_n - x| < \varepsilon \). Equivalently, \( x \) is a cluster point if given \( \varepsilon > 0 \) and given \( N \), there exists some \( n \geq N \) such that \( |x_n - x| < \varepsilon \). Note that this does not say that there are infinitely many distinct \( x_n \) such that \( |x_n - x| < \varepsilon \). In fact, all the \( x_n \) could be identical. It is important to distinguish between the indices \( n \) and the actual elements \( x_n \) of the sequence. It is also important to realize that a limit point of a sequence is not the same as the limit of a sequence (why?). Note also that a sequence in \( X \) may be considered to be a subset of \( X \), and in this context we may also refer to the accumulation points of a sequence.

Our next result is known as the Bolzano-Weierstrass Theorem.

Theorem B5 (Bolzano-Weierstrass)  Let \( \{x_k\} \) be a sequence of real numbers, and let \( a, b \in \mathbb{R} \) be such that \( a \leq x_k \leq b \) for all positive integers \( k \). Then there exists a cluster point \( c \) of the sequence with \( a \leq c \leq b \).

Proof  For each \( n \), the sequence \( \{x_n, x_{n+1}, \ldots\} \) is bounded below (by \( a \)), and hence has a greatest lower bound (whose existence is guaranteed by the Archimedean axiom) which we denote by \( c_n \). Then \( \{c_n\} \) forms an increasing sequence \( c_n \leq c_{n+1} \leq \cdots \) which is bounded above by \( b \). Theorem B4 now
shows that the sequence \( \{c_n\} \) has a least upper bound \( c \) (with \( a \leq c \leq b \)) which is in fact the limit of the sequence \( \{c_n\} \). We must show that \( c \) is a cluster point of the sequence \( \{x_k\} \).

To say that \( c \) is the limit of the sequence \( \{c_n\} \) means that given \( \varepsilon > 0 \) and given any \( N \), there exists some \( m \geq N \) such that

\[
|c_m - c| < \varepsilon/2.
\]

By definition, \( c_m \) is the greatest lower bound of the set \( \{x_m, x_{m+1}, \ldots\} \) which means there exists \( k \geq m \) such that \( c_m \leq x_k < c_m + \varepsilon/2 \) or

\[
|x_k - c_m| < \varepsilon/2.
\]

Therefore \( k \geq m \geq N \) and

\[
|x_k - c| = |x_k - c_m + c_m - c| \leq |x_k - c_m| + |c_m - c| < \varepsilon
\]

which shows that \( c \) is a cluster point of the sequence \( \{x_k\} \).

Note that Theorem B5 also follows from Theorem A12.

**Theorem B6** If \( \{x_n\} \) is a Cauchy sequence of numbers, then it is bounded.

*Proof* By definition of a Cauchy sequence, given \( \varepsilon = 1 \) there exists \( N \) such that \( n \geq N \) implies \( |x_n - x_N| < 1 \). Hence \( |x_n| - |x_N| \leq |x_n - x_N| < 1 \) implies \( |x_n| \leq |x_N| + 1 \) for every \( n \geq N \). Define \( B = \max\{|x_1|, \ldots, |x_N|, |x_N| + 1\} \). Then \( B \) is clearly a bound for \( \{x_n\} \).

**Theorem B7** Any Cauchy sequence \( \{x_n\} \) of numbers converges.

*Proof* From Theorem B6 the sequence \( \{x_n\} \) has a bound \( B \), and hence we have \( -B \leq x_n \leq B \) for all \( n \). Hence by Theorem B5, the sequence \( \{x_n\} \) has a cluster point \( c \). We claim that \( c \) is the limit of the sequence. Since the sequence is Cauchy, given \( \varepsilon > 0 \) there exists \( N \) such that \( m, n \geq N \) implies \( |x_m - x_n| < \varepsilon/2 \). Using this \( \varepsilon \), we see that because \( c \) is a cluster point, there exists \( m \geq N \) such that \( |x_m - c| < \varepsilon/2 \). Combining these last two results shows that for all \( n \geq N \)

\[
|x_n - c| \leq |x_n - x_m| + |x_m - c| < \varepsilon.
\]

We are now in a position to prove our principal assertion.
**Theorem B8**  \( \mathbb{R}^n \) is a complete metric space. In other words, every Cauchy sequence in \( \mathbb{R}^n \) converges to a point in \( \mathbb{R}^n \).

**Proof**  Let \( \{x_k\} \) be a Cauchy sequence in \( \mathbb{R}^n \). Then \( |x_m^j - x_n^j| \leq |x_m - x_n| \) (see the proof of Theorem B3) so that \( \{x_k^j\} \) is also a Cauchy sequence in \( \mathbb{R} \) for each \( j = 1, \ldots, n \). Hence by Theorem B7 each of the sequences \( \{x_k^j\} \) also converges in \( \mathbb{R} \). Therefore (by Theorem B3) the sequence \( \{x_k\} \) must converge in \( \mathbb{R}^n \).  

We have seen that any convergent sequence is a Cauchy sequence and hence bounded. However, the converse is not generally true. (For example, the sequence \( \{1, 2, 1, 2, \ldots\} \) is clearly bounded but does not converge to either 1 or 2.) There is, however, a special case in which the converse is true that will be of use to us.

**Theorem B9**  A monotonic sequence \( \{x_n\} \) converges if and only if it is bounded.

**Proof**  We consider increasing sequences. The proof for decreasing sequences is similar. It was shown above that any convergent sequence is bounded, so we need only consider the converse. But this was proved in Theorem B4.  

Finally, accumulation points are useful in determining whether or not a set is closed. The principal result relating these concepts is the following.

**Theorem B10**  A subset \( A \) of a metric space \( (X, d) \) is closed if and only if \( A \) contains all of its accumulation points.

**Proof**  This is also Theorem A13.

Before continuing, we must make a digression to discuss some more basic properties of metric spaces. If the reader already knows that a point \( x \) in a subset \( A \) of a metric space \( X \) is in the closure of \( A \) if and only if every neighborhood of \( x \) intersects \( A \), then he/she may skip to Theorem B16 below.

Let \( (X, d) \) be a metric space, and suppose \( A \subset X \). We define

(a) The **closure** of \( A \), denoted by \( \text{Cl} \ A \), to be the intersection of all closed supersets of \( A \);

(b) The **interior** of \( A \), denoted by \( \text{Int} \ A \) (or \( A^\circ \)), to be the union of all open subsets of \( A \);
(c) The **boundary** of $A$, denoted by $\text{Bd } A$, to be the set of all $x \in X$ such that every open set containing $x$ contains both points of $A$ and points of $A^c = X - A$;

(d) The **exterior** of $A$, denoted by $\text{Ext } A$, to be $(\text{Cl } A)^c = X - \text{Cl } A$;

(e) The **derived set** of $A$, denoted by $A'$, to be the set of all accumulation points of $A$.

**Example B1** Let $X = \mathbb{R}^2$ with the Pythagorean metric. Let $A$ be the open unit ball defined by $A = \{(x, y): x^2 + y^2 < 1\}$. Then the following sets should be intuitively clear to the reader:

- $\text{Cl } A = \{(x, y): x^2 + y^2 \leq 1\}$;
- $\text{Int } A = A$;
- $\text{Bd } A = \{(x, y): x^2 + y^2 = 1\}$;
- $\text{Ext } A = \{(x, y): x^2 + y^2 > 1\}$;
- $A' = \text{Cl } A$.

**Theorem B11** Let $(X, d)$ be a metric space and suppose $A, B \subseteq X$. Then

(a) $A \subseteq \text{Cl } A$.

(b) $\text{Cl}(\text{Cl } A) = \text{Cl } A$.

(c) $\text{Cl}(A \cup B) = (\text{Cl } A) \cup (\text{Cl } B)$.

(d) $\text{Cl } \emptyset = \emptyset$.

(e) $A$ is closed if and only if $A = \text{Cl } A$.

(f) $\text{Cl}(A \cap B) \subseteq (\text{Cl } A) \cap (\text{Cl } B)$.

**Proof** Parts (a), (b), (d) and (e) are essentially obvious from the definition of $\text{Cl } A$, the fact that the intersection of an arbitrary number of closed sets is closed (see Exercise A.3), the fact that the empty set is a subset of every set, and the fact that if $A$ is closed, then $A$ is one of the closed sets which contains $A$.

(c) First note that if $S \subseteq T$, then any closed superset of $T$ is also a closed superset of $S$, and therefore $\text{Cl } S \subseteq \text{Cl } T$. Next, observe that $A \subseteq A \cup B$ and $B \subseteq A \cup B$, so that taking the closure of both sides of each of these relations yields

\[
\text{Cl } A \subseteq \text{Cl}(A \cup B)
\]

and

\[
\text{Cl } B \subseteq \text{Cl}(A \cup B)
\]

Together these show that $(\text{Cl } A) \cup (\text{Cl } B) \subseteq \text{Cl}(A \cup B)$. Since $\text{Cl } A$ and $\text{Cl } B$ are both closed, $(\text{Cl } A) \cup (\text{Cl } B)$ must also be closed and contain $A \cup B$. Hence we also have
This shows that \( \text{Cl}(A \cup B) = (\text{Cl} A) \cup (\text{Cl} B) \).

(f) By (a) we have \( A \cap B \subseteq A \subseteq \text{Cl} A \) and \( A \cap B \subseteq B \subseteq \text{Cl} B \), and hence \( A \cap B \) is a subset of the closed set \( (\text{Cl} A) \cap (\text{Cl} B) \). But by definition of closure this means that

\[
\text{Cl}(A \cap B) \subseteq (\text{Cl} A) \cap (\text{Cl} B).
\]

**Theorem B12**  Let \((X, d)\) be a metric space and suppose \( A \subseteq X \). Then

(a) \( \text{Cl} A = A \cup A' \).
(b) \( \text{Cl} A = \text{Int} A \cup \text{Bd} A \).
(c) \( \text{Bd} A = \text{Bd} A^c \).
(d) \( \text{Int} A = \text{Cl} A - \text{Bd} A \).

*Proof*  (a) Assume \( x \in \text{Cl} A \) but that \( x \notin A \). We first show that \( x \in A' \). Let \( U \) be any open set containing \( x \). If \( U \cap A = \emptyset \), then \( U^c \) is a closed superset of \( A \) which implies \( \text{Cl} A \subseteq U^c \). But this contradicts the assumption that \( x \in U \) since it was assumed that \( x \in \text{Cl} A \). Therefore, since \( x \notin A \), we must have

\[
(U - \{x\}) \cap A \neq \emptyset
\]

so that \( x \in A' \). This shows that \( \text{Cl} A \subseteq A \cup A' \).

Now assume that \( x \in A \cup A' \). If \( x \in A \), then obviously \( x \in \text{Cl} A \) (since \( A \subseteq \text{Cl} A \)), so suppose \( x \in A' \). We will show that \( x \) is contained in any closed superset of \( A \). Let \( F \) be any closed superset of \( A \) not containing \( x \). Then \( F^c \) is an open set containing \( x \) and such that \( (F^c - \{x\}) \cap A = \emptyset \) which says that \( x \notin A' \), a contradiction. Thus \( x \) is contained in any closed superset of \( A \) so that \( x \in \text{Cl} A \). Since this shows that \( A \cup A' \subseteq \text{Cl} A \), it follows that \( A \cup A' = \text{Cl} A \).

(b) We first suppose that \( x \in \text{Cl} A \) but \( x \notin \text{Bd} A \). Since \( x \notin \text{Bd} A \), there exists an open set \( U \) containing \( x \) such that either \( U \subseteq A \) or \( U \subseteq A^c \). If it were true that \( U \subseteq A^c \), then \( U^c \) would be a closed superset of \( A \) (see Example 0.1) so that \( \text{Cl} A \subseteq U^c \) which contradicts the assumption that \( x \in \text{Cl} A \). We must therefore have \( U \subseteq A \), and hence \( x \in \text{Int} A \). Since the assumption that \( x \in \text{Cl} A \) but \( x \notin \text{Bd} A \) led to the requirement that \( x \in \text{Int} A \), we must have

\[
\text{Cl} A \subseteq \text{Int} A \cup \text{Bd} A.
\]
Now assume \( x \in \text{Int } A \cup \text{Bd } A \), but that \( x \notin \text{Cl } A \). Note \( \text{Int } A \subset A \subset \text{Cl } A \) so that \( x \notin \text{Int } A \), and hence it must be true that \( x \in \text{Bd } A \). However, since \( x \notin \text{Cl } A \), \((\text{Cl } A)^c\) is an open set containing \( x \) with the property that \((\text{Cl } A)^c \cap A = \emptyset\). But this says that \( x \notin \text{Bd } A \) which contradicts our original assumption. In other words, we must have \( \text{Int } A \cup \text{Bd } A \subset \text{Cl } A \), so that

\[
\text{Cl } A = \text{Int } A \cup \text{Bd } A .
\]

(c) If \( x \in \text{Bd } A \) and \( U \) is any open set containing \( x \), then \( U \cap A \neq \emptyset \) and \( U \cap A^c \neq \emptyset \). But \( A = (A^c)^c \) so that we also have \( U \cap (A^c)^c \neq \emptyset \). Together with \( U \cap A^c \neq \emptyset \), this shows that \( x \in \text{Bd } A^c \). Reversing the argument shows that if \( x \in \text{Bd } A^c \), then \( x \in \text{Bd } A \). Hence \( \text{Bd } A = \text{Bd } A^c \).

(d) This will follow from part (b) if we can show that \( \text{Int } A \cap \text{Bd } A = \emptyset \). Now suppose that \( x \in \text{Int } A \cap \text{Bd } A \). Then since \( x \in \text{Bd } A \), it must be true that every open set containing \( x \) intersects \( A^c \). But this contradicts the assumption that \( x \in \text{Int } A \) (since by definition there must exist an open set \( U \) containing \( x \) such that \( U \subset A \)), and hence we must have \( \text{Int } A \cap \text{Bd } A = \emptyset \). [1]

It should be remarked that some authors *define* \( \text{Bd } A \) as \( \text{Cl } A \setminus \text{Int } A \) so that our definition of \( \text{Bd } A \) follows as a theorem. This fact, along with some additional insight, is contained in the following theorem.

**Theorem B13** Let \( A \) be a subset of a metric space \((X, d)\), and suppose \( x \in X \). Then

(a) \( x \in \text{Int } A \) if and only if some neighborhood of \( x \) is a subset of \( A \).

(b) \( x \in \text{Cl } A \) if and only if every neighborhood of \( x \) intersects \( A \).

(c) \( \text{Bd } A = \text{Cl } A \setminus \text{Int } A \).

**Proof**

(a) If \( x \in \text{Int } A \), then by definition of \( \text{Int } A \) there exists a neighborhood \( U \) of \( x \) such that \( U \subset A \). On the other hand, if there exists an open set \( U \) such that \( x \in U \subset A \), then \( x \in \text{Int } A \).

(b) By Theorem B12(a), \( \text{Cl } A = A \cup A' \). If \( x \in \text{Cl } A \) and \( x \in A \), then clearly every neighborhood of \( x \) intersects \( A \). If \( x \in \text{Cl } A \) and \( x \in A' \), then every neighborhood of \( x \) also intersects \( A \). Conversely, suppose that every neighborhood of \( x \) intersects \( A \). Then either \( x \in A \) or \( x \in A' \), and hence \( x \in A \cup A' = \text{Cl } A \).

(c) By definition, \( x \in \text{Bd } A \) if and only if every open set containing \( x \) contains both points of \( A \) and points of \( A^c \). In other words, \( x \in \text{Bd } A \) if and only if every open set containing \( x \) contains points of \( A \) but is not a subset of \( A \). By parts (a) and (b), this is just \( \text{Bd } A = \text{Cl } A \setminus \text{Int } A \). [1]
Example B2  An elementary fact that will be referred to again is the following. Let $A$ be a nonempty set of real numbers that is bounded above. Then by the Archimedean axiom, $A$ has a least upper bound $b = \sup A$. Given $\varepsilon > 0$, there must exist $x \in A$ such that $b - \varepsilon < x < b$, for otherwise $b - \varepsilon$ would be an upper bound of $A$. But this means that any neighborhood of $b$ intersects $A$, and hence $b \in \text{Cl } A$. Thus $b \in A$ if $A$ is closed. //

Our next example yields an important basic result.

Example B3  Let $X = \mathbb{R}$ with the standard (absolute value) metric, and let $Q \subset \mathbb{R}$ be the subset of all rational numbers. In Theorem 0.4 it was shown that given any two distinct real numbers there always exists a rational number between them. This may also be expressed by stating that any neighborhood of any real number always contains a rational number. In other words, we have $\text{Cl } Q = \mathbb{R}$. //

From Theorems B10 and B12(a), we might guess that there is a relationship between sequences and closed sets. This is indeed the case, and our next theorem provides a very useful description of the closure of a set.

Theorem B14  (a) A set $A \subset (X, d)$ is closed if and only if for every sequence $\{x_n\}$ in $A$ that converges, the limit is an element of $A$.

(b) If $A \subset (X, d)$, then $x \in \text{Cl } A$ if and only if there is a sequence $\{x_n\}$ in $A$ such that $x_n \to x$.

Proof  (a) Suppose that $A$ is closed, and let $x_n \to x$. Since any neighborhood of $x$ must contain all $x_n$ for $n$ sufficiently large, it follows from Theorem B10 that $x \in A$.

Conversely, assume that any sequence in $A$ converges to an element of $A$, and let $x$ be any accumulation point of $A$. We will construct a sequence in $A$ that converges to $x$. To construct such a sequence, choose $x_n \in B(x, 1/n) \cap A$. This is possible since $x$ is an accumulation point of $A$. Then given $\varepsilon > 0$, choose $N \geq 1/\varepsilon$ so that $x_n \in B(x, \varepsilon)$ for every $n \geq N$. Hence $x_n \to x$ so that $x \in A$. Theorem B10 then shows that $A$ is closed.

(b) This is Exercise B.4. ■

If $(X, d)$ is a metric space, then $A \subset X$ is said to be **somewhere dense** if $\text{Int}(\text{Cl } A) \neq \varnothing$. The set $A$ is said to be **nowhere dense** if it is not somewhere dense. If $\text{Cl } A = X$, then $A$ is said to be **dense** in $X$. 
Example B4  Let $X = \mathbb{R}$ with the usual metric. The set $A = [a, b)$ has closure $\text{Cl } A = [a, b]$, and therefore $\text{Int}(\text{Cl } A) = (a, b) \neq \emptyset$. Hence $A$ is somewhere dense. Example B3 showed that the set $\mathbb{Q}$ is dense in $\mathbb{R}$. Now let $A = \mathbb{Z}$, the set of all integers. $\mathbb{Z}^c = \mathbb{R} - \mathbb{Z}$ is the union of open sets of the form $(n, n + 1)$ where $n$ is an integer, and hence $\mathbb{Z}$ is closed. It should also be clear that $\mathbb{Z}' = \emptyset$ since there clearly exist deleted neighborhoods of any integer that do not contain any other integers. By Theorem B13(a), we also see that $\text{Int}(\text{Cl } \mathbb{Z}) = \text{Int } \mathbb{Z} = \emptyset$ so that $\mathbb{Z}$ is nowhere dense. //

Theorem B15  A subset $A$ of a metric space $(X, d)$ is dense if and only if every open subset $U$ of $X$ contains some point of $A$.

Proof  Suppose $A$ is dense so that $\text{Cl } A = X$. If $U \subset X$ is open, then the fact that any $x \in U \subset \text{Cl } A$ implies that every neighborhood of $x$ intersects $A$ (Theorem B13). In particular, $U$ is a neighborhood of $x$ so that $U \cap A \neq \emptyset$. On the other hand, suppose that every open set $U$ intersects $A$. If $x \in X$, then every neighborhood $U$ of $x$ must intersect $A$ so that $x \in \text{Cl } A$. Since $x$ was arbitrary, it must be true that $\text{Cl } A = X$. ■

After this topological digression, let us return to sequences of numbers. Given a sequence $\{x_n\}$, we may consider a sequence $\{n_k\}$ of positive integers that forms a subset of $\mathbb{Z}^+$ such that $n_1 < n_2 < \ldots$. The corresponding subset $\{x_{n_k}\}$ of $\{x_n\}$ is called a subsequence of $\{x_n\}$. If $\{x_{n_k}\}$ converges, then its limit is called a subsequential limit of $\{x_n\}$. From the definitions, it should be clear that any cluster point of $\{x_n\}$ is the limit of a convergent subsequence. It should also be clear that a sequence $\{x_n\}$ converges to $x$ if and only if every subsequence also converges to $x$ (see Exercise B.5).

Theorem B16  The set of all subsequential limits of a sequence $\{x_n\}$ in a metric space $(X, d)$ forms a closed subset of $X$.

Proof  Let $S$ be the set of all subsequential limits of $\{x_n\}$. If $y$ is an accumulation point of $S$, we must show that $y \in S$ (Theorem B10), and hence that some subsequence of $\{x_n\}$ converges to $y$. Choose $n_1$ such that $x_{n_1} \neq y$ (why can this be done?), and let $\delta = d(x_{n_1}, y)$. Now suppose that $n_1, n_2, \ldots, n_{k-1}$ have been chosen. Since $y$ is an accumulation point of $S$, there exists $z \in S$, $z \neq y$, such that $d(z, y) < 2^{-k}\delta$. But $z \in S$ implies that $z$ is a subsequential limit, and hence there exists $n_k > n_{k-1}$ such that $d(z, x_{n_k}) < 2^{-k}\delta$. Therefore, for each $k = 1, 2, \ldots$ we have

$$d(x_{n_k}, y) \leq d(x_{n_k}, z) + d(z, y) < 2^{1-k}\delta$$
so that the subsequence \( \{x_{n_k}\} \) converges to \( y \).

Given a sequence \( \{a_n\} \) of complex numbers (which can be regarded as points in \( \mathbb{R}^2 \)), we may define the **infinite series** (generally called simply a **series**) 
\[
\sum_{i=1}^{\infty} a_n = a_1 + a_2 + \cdots
\]
as the sequence \( \{s_n\} \) where
\[
s_n = \sum_{k=1}^{n} a_k.
\]
If the sequence \( \{s_n\} \) converges to a number \( s \), we say that the series **converges** and we write this as \( \sum_{n=1}^{\infty} a_n = s \). Note that the number \( s \) is the limit of a sequence of partial sums. For notational convenience, the lower limit in the sum may be taken to be 0 instead of 1, and we will frequently write just \( \sum a_n \) when there is no danger of ambiguity and the proper limits are understood.

The reader should note that \( \sum_{n=1}^{\infty} a_n \) stands for two very different things. On the one hand it is used to stand for the sequence \( \{s_n\} \) of partial sums, and on the other hand it stands for \( \lim_{n \to \infty} s_n \). This is a common abuse of notation, and the context usually makes it clear which meaning is being used.

We have seen that any convergent sequence is Cauchy, and in Theorem B8 we showed that any Cauchy sequence in \( \mathbb{R}^n \) converges. Thus, a sequence in \( \mathbb{R}^n \) converges if and only if it is Cauchy. This is called the **Cauchy criterion**. Since the convergence of a series is defined in terms of the sequence of partial sums, we see that the Cauchy criterion may be restated as follows.

**Theorem B17** A series of numbers \( \sum a_n \) converges if and only if given \( \varepsilon > 0 \), there exists an integer \( N \) such that \( m \geq n \geq N \) implies
\[
\left| \sum_{k=n}^{m} a_k \right| < \varepsilon.
\]

**Proof** If the series \( \sum a_n \) converges, then the sequence \( \{s_k\} \) of partial sums 
\( s_k = \sum_{n=1}^{k} a_n \) converges, and hence \( \{s_k\} \) is Cauchy. Conversely, if the sequence of partial sums \( s_k \) is Cauchy, then \( \{s_k\} \) converges (Theorem B8). In either case, this means that given \( \varepsilon > 0 \), there exists \( N \) such that \( p \geq q \geq N \) implies...
\[
|s_p - s_q| = \left| \sum_{k=1}^{p} a_k - \sum_{k=1}^{q} a_k \right| = \left| \sum_{k=q+1}^{p} a_k \right| < \varepsilon.
\]

The result now follows by choosing \( m = p \) and \( n = q + 1 \).  ■

Another useful way of stating Theorem B17 is to say that a series \( \sum a_n \) converges if and only if given \( \varepsilon > 0 \), there exists \( N \) such that \( k \geq N \) implies that \( |a_k + \cdots + a_{k+p}| < \varepsilon \) for all positive integers \( p = 0, 1, 2, \ldots \).

**Corollary**  If \( \sum a_n \) converges, then given \( \varepsilon > 0 \) there exists \( N \) such that \( |a_n| < \varepsilon \) for all \( n \geq N \). In other words, if \( \sum a_n \) converges, then \( \lim_{n \to \infty} a_n = 0 \).

**Proof**  This follows from Theorem B17 by letting \( m = n \).  ■

While this corollary says that a *necessary* condition for \( \sum a_n \) to converge is that \( a_n \to 0 \), this is not a *sufficient* condition (see Example B5 below).

If we have a series of nonnegative real numbers, then each partial sum is clearly nonnegative, and the sequence of partial sums forms a non-decreasing sequence. Thus, directly from Theorem B9 we have the following.

**Theorem B18**  A series of nonnegative real numbers converges if and only if its partial sums form a bounded sequence.

One consequence of this theorem is the next result.

**Theorem B19**  Suppose \( \sum a_n \) is a series such that \( a_1 \geq a_2 \geq \cdots \geq 0 \). Then \( \sum a_n \) converges if and only if

\[
\sum_{k=0}^{\infty} 2^k a_{2^k} = a_1 + 2a_2 + 4a_4 + \cdots
\]

converges.

**Proof**  Let \( s_n = a_1 + a_2 + \cdots + a_n \) and let \( t_k = a_1 + 2a_2 + \cdots + 2^k a_{2^k} \). Since all terms in the series \( \sum a_n \) are nonnegative we may write for \( n < 2^k \)

\[
s_n \leq a_1 + (a_2 + a_3) + (a_4 + a_5 + a_6 + a_7) + \cdots + (a_{2^k} + \cdots + a_{2^{k+1} - 1})
\]

since this is just adding the nonnegative term \( a_{2^{k+1}} + \cdots + a_{2^{k+1} - 1} \) to \( s_{2^k} \geq s_n \). But \( \{a_n\} \) is a decreasing sequence, so noting that the last term in parentheses consists of \( 2^k \) terms, we have
\[ s_n = a_1 + 2a_2 + 4a_4 + \cdots + 2^k a_{2^k} = t_k. \]

Similarly, if \( n > 2^k \) we have
\[
\begin{align*}
  s_n &\geq a_1 + a_2 + (a_3 + a_4) + \cdots + (a_{2^{k-1}+1} + \cdots + a_{2^k}) \\
  &\geq (1/2)a_1 + a_2 + 2a_4 + \cdots + 2^{k-1} a_{2^k} \\
  &= (1/2)t_k.
\end{align*}
\]

We have now shown that \( n < 2^k \) implies \( s_n \leq t_k \), and \( n > 2^k \) implies \( 2s_n \geq t_k \). Thus the sequences \( \{s_n\} \) and \( \{t_k\} \) are either both bounded or both unbounded. Together with Theorem B18, this completes the proof. \( \blacksquare \)

The interesting aspect of this theorem is that the convergence of \( \sum a_n \) is determined by the convergence of a rather "sparse" subsequence.

**Example B5** Let us show that the series \( \sum n^{-p} \) converges if \( p > 1 \) and diverges if \( p \leq 1 \). Indeed, suppose \( p > 0 \). Then by Theorem B19 we consider the series
\[
\sum_{k=0}^{\infty} 2^k \cdot 2^{-kp} = \sum_{k=0}^{\infty} 2^{(1-p)k}.
\]

By the corollary to Theorem B17, we must have \( 1 - p < 0 \) so that \( p > 1 \). In this case, \( \sum 2^{k(1-p)} = \sum (2^{1-p})^k \) is a geometric series which converges as in Example B1, and hence Theorem B19 shows that \( \sum n^{-p} \) converges for \( p > 1 \). If \( p \leq 0 \), then \( \sum n^{-p} \) diverges by the corollary to Theorem B17. \( \blacksquare \)

If we are given a series \( \Sigma a_n \), we could rearrange the terms in this series to obtain a new series \( \Sigma a'_n \). Formally, we define this rearrangement by letting \( \{k_n\} \) be a sequence in which every positive integer appears exactly once. In other words, \( \{k_n\} \) is a one-to-one mapping from \( \mathbb{Z}^+ \) onto \( \mathbb{Z}^+ \). If we now define \( a'_n = a_{k_n} \) for \( n = 1, 2, \ldots \), then the corresponding series \( \Sigma a'_n \) is called a **rearrangement** of the series \( \Sigma a_n \).

For each of the series \( \Sigma a_n \) and \( \Sigma a'_n \), we form the respective sequences of partial sums \( \{s_k\} \) and \( \{s'_k\} \). Since these sequences are clearly different in general, it is not generally the case that they both converge to the same limit. While we will not treat this problem in any detail, there is one special case that we will need. This will be given as a corollary to the following theorem.

A series \( \sum a_n \) is said to **converge absolutely** if the series \( \sum |a_n| \) converges.

**Theorem B20** If \( \Sigma a_n \) converges absolutely, then \( \Sigma a_n \) converges.
Proof. Note $|\sum_{k=n}^n a_k| \leq \sum_{k=n}^n |a_k|$ and apply Theorem B17. ■

Corollary. If $\sum a_n$ converges absolutely, then every rearrangement of $\sum a_n$ converges to the same sum.

Proof. Let $\sum a'_n$ be a rearrangement with partial sums $s'_k$. Since $\sum a_n$ converges absolutely, we may apply Theorem B17 to conclude that for every $\epsilon > 0$ there exists $N$ such that $m \geq n \geq N$ implies

$$\sum_{i=n}^m |a_i| < \epsilon.$$ (*)

Using the notation of the discussion preceding the theorem, we let $p \in \mathbb{Z}^+$ be such that the integers $1, \ldots, N$ are contained in the collection $k_1, \ldots, k_p$ (note that we must have $p \geq N$). If for any $n > p$ we now form the difference $s_n - s'_n$, then the numbers $a_1, \ldots, a_N$ will cancel out (as may some other numbers if $p > N$) and hence, since (*) applies to all $m \geq n \geq N$, we are left with $|s_n - s'_n| < \epsilon$. This shows that $\{s_n\}$ and $\{s'_n\}$ both converge to the same sum (since if $s_n \to s$, then $|s'_n - s| \leq |s'_n - s_n| + |s_n - s| < 2\epsilon$ which implies that $s'_n \to s$ also). ■

We remark that Theorems B17 and B20 apply equally well to any complete normed space if we replace the absolute value by the appropriate norm.

Before presenting any examples of series, we first compute the limits of some commonly occurring sequences of real numbers.

**Theorem B21**

(a) If $p > 0$, then $\lim_{n \to \infty} 1/n^p = 0$.

(b) If $p > 0$, then $\lim_{n \to \infty} p^{1/n} = 1$.

(c) $\lim_{n \to \infty} n^{1/n} = 1$.

(d) If $p > 0$ and $r$ is real, then $\lim_{n \to \infty} n^r/(1 + p)^n = 0$.

(e) If $|x| < 1$, then $\lim_{n \to \infty} x^n = 0$.

Proof. (a) Given $\epsilon > 0$, we seek an $N$ such that $n \geq N$ implies $1/n^p < \epsilon$. Then choose $N \geq (1/\epsilon)^{1/p}$.

(b) If $p = 1$, there is nothing to prove. For $p > 1$, define $x_n = p^{1/n} - 1 > 0$ so that by the binomial theorem (Example 0.7) we have

$$p = (1 + x_n)^n \geq 1 + nx_n.$$ 

Thus $0 < x_n \leq (p - 1)/n$ so that $\lim x_n = 0$, and hence $\lim p^{1/n} = 1$. If $0 < p < 1$, we define $\gamma_n = (1/p)^{1/n} - 1 > 0$. Then
$p = (1 + y_n)^n \geq 1 + ny_n$

so that $y_n \to 0$, and hence we again have $\lim p^{1/n} = 1$.

(c) Let $x_n = n^{1/n} - 1 \geq 0$, so that using only the quadratic term in the binomial expansion yields

$$n = (1 + x_n)^n \geq \binom{n}{2} x_n^2 = \frac{n(n-1)}{2} x_n^2.$$ 

Thus (for $n \geq 2$) we have $0 \leq x_n \leq [2/(n - 1)]^{1/2}$ so that $x_n \to 0$. Therefore $\lim n^{1/n} = 1$.

(d) Let $k$ be any integer $> 0$ such that $k > r$. Choosing the $k$th term in the binomial expansion we have (since $p > 0$)

$$(1 + p)^n \geq \binom{n}{k} p^k = \frac{n(n-1)\cdots(n-(k-1))}{k!} p^k.$$ 

If we let $n > 2k$, then $k < n/2$ so that $n > n/2, n - 1 > n/2, \ldots, n - (k - 1) > n/2$ and hence $(1 + p)^n > (n/2)^{k}p^k/k!$. Thus (for $n > 2k$)

$$0 < \frac{n^r}{(1+p)^n} < \frac{2^k k!}{p^k n^{r-k}}.$$ 

Since $r - k < 0$, it follows that $n^{r-k} \to 0$ by (a).

(e) Choose $r = 0$ in (d). □

**Corollary** If $N > 0$ is any finite integer, then $\lim_{n \to \infty} (n^N)^{1/n} = 1$.

**Proof** $(n^N)^{1/n} = n^{N/n} = (n^{1/n})^N$ so that (by Theorem B2(c))

$$\lim (n^{1/n})^N = (\lim n^{1/n})^N = 1^N = 1.$$ □

**Example B6** The geometric series $\sum_{n=0}^{\infty} x^n$ converges for $|x| < 1$ and diverges for $|x| \geq 1$. Indeed, from elementary algebra we see that (for $x \neq 1$)

$$1 + x + x^2 + \cdots + x^n = \frac{1-x^{n+1}}{1-x}.$$ 

If $|x| < 1$, we clearly have $\lim x^{n+1} = 0$, and hence
\[
\sum_{n=0}^{\infty} x^n = \frac{1}{1-x}.
\]

If \(|x| > 1\), then \(|x|^{n+1} \to \infty\) and the series diverges. In the case that \(|x| = 1\), we see that \(x^n \to 0\) so the series diverges. 

Let \(\{x_n\}\) be a sequence of real numbers. In general this sequence may have many cluster points, in which case it will not converge to a definite limit. Now define the sequences

\[U_n = \sup_{k \geq n} x_k\]

and

\[L_n = \inf_{k \geq n} x_k\]

Note that \(U_n\) is a decreasing sequence and \(L_n\) is an increasing sequence. If \(\alpha\) is the largest cluster point of \(\{x_n\}\), then clearly the \(U_n\) will approach \(\alpha\) as \(n\) increases. Furthermore, no matter how large \(n\) gets, \(U_n\) will always remain \(\geq \alpha\). Similarly, if \(\beta\) is the smallest cluster point of \(\{x_n\}\), then all the \(L_n\) must be \(\leq \beta\). This situation is represented schematically in the figure below.

Let \(U = \inf_n U_n\). By Theorem B4 and the remarks following it we see that \(U_n\) converges to \(U\). The limit \(U\) is called the \textit{upper limit} (or \textit{limit superior}) of the sequence \(\{x_n\}\) and will be denoted by \(\bar{x}\). In other words,

\[\bar{x} = \inf_n \sup_{k \geq n} x_k = \lim_{n \to \infty} \sup_{k \geq n} x_k\]

The upper limit is frequently also written as \(\lim \sup x_n\).

Similarly, \(L_n\) converges to \(L = \sup_n L_n\). The limit \(L\) is called the \textit{lower limit} (or \textit{limit inferior}) of the sequence \(\{x_n\}\), and is denoted by \(\underline{x}\). Thus

\[\underline{x} = \sup_n \inf_{k \geq n} x_k = \lim_{n \to \infty} \inf_{k \geq n} x_k\]

which is also written as \(\lim \inf x_n\). Note that either or both \(\bar{x}\) and \(\underline{x}\) could be \(\pm \infty\).

**Theorem B22** If \(x_n \leq y_n\) for all \(n\) greater than or equal to some fixed \(N\), then \(\lim \sup x_n \leq \lim \sup y_n\) and \(\lim \inf x_n \leq \lim \inf y_n\).
Proof  This is Exercise B.6. ■

We have already remarked that in general a sequence may have many (or no) cluster points, and hence will not converge. However, suppose \( \{x_n\} \) converges to \( x \), and let \( \lim U_n = U \). We claim that \( x = U \).

To see this, we simply use the definitions involved. Given \( \varepsilon > 0 \), we may choose \( N \) such that for all \( n \geq N \) we have both \( |x - x_n| < \varepsilon \) and \( |U - U_n| < \varepsilon \). Since \( U_N = \sup_{k \geq N} x_k \), we see that given this \( \varepsilon \), there exists \( k \geq N \) such that \( U_N - \varepsilon < x_k \) or \( U_N - x_k < \varepsilon \). But then we have

\[
|U - x| \leq |U - U_N| + |U_N - x_k| + |x_k - x| < 3\varepsilon
\]

which proves that \( U = x \). In an exactly analogous way, it is easy to prove that \( L = \lim L_n = x \) (see Exercise B.7). We have therefore shown that \( x_n \rightarrow x \) implies \( \lim \sup x_n = \lim \inf x_n = x \). That the converse of this statement is also true is given in the next theorem. It should be clear however, that all but a finite number of terms in the sequence \( \{x_n\} \) will be caught between \( U \) and \( L \), and hence if \( U = L \) it must be true that \( x_n \rightarrow x = U = L \).

**Theorem B23**  A real-valued sequence \( \{x_n\} \) converges to the number \( x \) if and only if \( \lim \sup x_n = \lim \inf x_n = x \).

**Proof**  Let \( U_n = \sup_{k \geq n} x_k \) and \( L_n = \inf_{k \geq n} x_k \), and first suppose that \( \lim U_n = \lim L_n = x \). Given \( \varepsilon > 0 \), there exists \( N \) such that \( |U_n - x| < \varepsilon \) for all \( n \geq N \), and there exists \( M \) such that \( |L_n - x| < \varepsilon \) for all \( n \geq M \). These may be written as (see Example 0.6) \( x - \varepsilon < U_n < x + \varepsilon \) for all \( n \geq N \), and \( x - \varepsilon < L_n < x + \varepsilon \) for all \( n \geq M \). But from the definitions of \( U_n \) and \( L_n \) we know that \( x_n \leq U_n \) and \( L_n \leq x_n \). Hence \( x_n < x + \varepsilon \) for all \( n \geq N \) and \( x - \varepsilon < x_n \) for all \( n \geq M \). Therefore \( |x_n - x| < \varepsilon \) for all \( n \geq \max\{N, M\} \) so that \( x_n \rightarrow x \).

The converse was shown in the discussion preceding the theorem. ■

Define \( S \) to be the set of all cluster points of \( \{x_n\} \). Since any cluster point is the limit of some subsequence, it follows that \( S \) is just the set of all subsequential limits of \( \{x_n\} \). From the figure above, we suspect that \( \sup S = \bar{x} \) and \( \inf S = \underline{x} \). It is not hard to prove that this is indeed the case.

**Theorem B24**  Let \( \{x_n\} \) be a sequence of real numbers and let \( S, \bar{x} \) and \( \underline{x} \) be defined as above. Then \( \sup S = \bar{x} \) and \( \inf S = \underline{x} \).

**Proof**  This is Exercise B.8. ■
Example B7  Let \( x_n = (-1)^n/(1 + 1/n) \). Then it should be clear that we have \( \lim \sup x_n = 1 \) and \( \lim \inf x_n = -1 \).

Our next theorem will be very useful in proving several tests for the convergence of series.

**Theorem B25**  Let \( \{x_n\} \) be a sequence of real numbers, let \( S \) be the set of all subsequential limits of \( \{x_n\} \), and let \( \bar{x} = \lim \sup x_n \) and \( \underline{x} = \lim \inf x_n \). Then

(a)  \( \bar{x} \in S \).

(b)  If \( r > \bar{x} \), then there exists \( N \) such that \( n \geq N \) implies \( x_n < r \).

(c)  \( \bar{x} \) is unique.

Of course, the analogous results hold for \( \underline{x} \) as well.

**Proof**  We will show only the results for \( \bar{x} \), and leave the case of \( \underline{x} \) to the reader.

(a)  Since \( S \) (the set of all subsequential limits) lies in the extended number system, we must consider three possibilities. If \( -\infty < \bar{x} < +\infty \), then \( S \) is bounded above so that at least one subsequential limit exists. Then the set \( S \) is closed (by Theorem B16), and hence \( \bar{x} = \sup S \in S \) (see Example B2).

If \( \bar{x} = +\infty \), then \( S \) is not bounded above so that \( \{x_n\} \) is not bounded above. Thus there exists a subsequence \( \{x_{n_k}\} \) such that \( x_{n_k} \to +\infty \). But then \( +\infty \in S \) so that \( \bar{x} \in S \).

If \( \bar{x} = -\infty \), then there is no finite subsequential limit (since \( \bar{x} \) is the least upper bound of the set of such limits), and hence \( S \) consists solely of the element \( -\infty \). This means that given any real \( M \), \( x_n > M \) for at most a finite number of indices \( n \) so that \( x_n \to -\infty \), and hence \( \bar{x} = -\infty \in S \).

(b)  If there existed an \( r > \bar{x} \) such that \( x_n \geq r \) for an infinite number of \( n \), then there would be a subsequential limit \( x' \) of \( \{x_n\} \) such that \( x' \geq r > \bar{x} \). This contradicts the definition of \( \bar{x} \).

(c)  Let \( \bar{x} \) and \( \bar{y} \) be distinct numbers that satisfy (a) and (b), and suppose \( \bar{x} < \bar{y} \). Let \( r \) be any number such that \( \bar{x} < r < \bar{y} \) (that such an \( r \) exists was shown in Theorem 0.4). Since \( \bar{x} \) satisfies (b), there exists \( N \) such that \( x_n < r \) for all \( n \geq N \). But then \( \bar{y} \) can not possibly satisfy (a).

We now have the background to prove three basic tests for the convergence of series.

**Theorem B26**  (a)  **(Comparison test)**  If \( \sum b_n \) converges, and if \( |a_n| \leq b_n \) for \( n \geq N_0 \) (\( N_0 \) fixed), then \( \sum a_n \) converges. If \( \sum c_n \) diverges, and if \( a_n \geq c_n \geq 0 \) for \( n \geq N_0 \), then \( \sum a_n \) diverges.

(b)  **(Root test)**  Given the series \( \sum a_n \), let \( \bar{a} = \lim \sup |a_n|^{1/n} \). If \( \bar{a} < 1 \), then \( \sum a_n \) converges, and if \( \bar{a} > 1 \), then \( \sum a_n \) diverges.
(c) **(Ratio test)** The series \( \sum a_n \) converges if \( \limsup \frac{|a_{n+1}|}{a_n} < 1 \), and diverges if \( |a_{n+1}/a_n| \geq 1 \) for \( n \geq N \) (\( N \) fixed).

**Proof** (a) Given \( \varepsilon > 0 \), there exists \( N \geq N_0 \) such that \( m \geq n \geq N \) implies that \( |\sum_{k=n}^{m} b_k| < \varepsilon \) (Theorem B17). Hence \( \sum a_n \) converges since

\[
|\sum_{k=n}^{m} a_k| \leq \sum_{k=n}^{m} |a_k| \leq \sum_{k=n}^{m} b_k = \sum_{k=n}^{m} b_k < \varepsilon.
\]

By what has just been shown, we see that if \( 0 \leq c_n \leq a_n \) and \( \sum a_n \) converges, then \( \sum c_n \) must also converge. But the contrapositive of this statement is then that if \( \sum c_n \) diverges, then so must \( \sum a_n \).

(b) First note that \( \bar{a} \geq 0 \) since \( |a_n|^{1/n} \geq 0 \). Now suppose that \( \bar{a} < 1 \). By Theorem B25(b), for any \( r \) such that \( \bar{a} < r < 1 \), there exists \( N \) such that \( n \geq N \) implies \( |a_n|^{1/n} < r \), and thus \( |a_n| < r^n \). But \( \sum r^n \) converges (Example B5) so that \( \sum a_n \) must also converge by the comparison test.

If \( \bar{a} > 1 \), then by Theorems B22(a) and B14(b), there must exist a sequence \( \{n_k\} \) such that \( |a_{n_k}|^{1/n_k} \to \bar{a} \). But this means that \( |a_n| \geq 1 \) for infinitely many \( n \) so that \( a_n \to 0 \) and \( \sum a_n \) does not converge (corollary to Theorem B17).

(c) If \( \lim sup |a_{n+1}/a_n| < 1 \) then, by Theorem B25(b), we can find a number \( r < 1 \) and an integer \( N \) such that \( n \geq N \) implies \( |a_{n+1}/a_n| < r \). We then see that

\[
|a_{N+1}| < r |a_N| \\
|a_{N+2}| < r |a_{N+1}| < r^2 |a_N| \\
\vdots \\
|a_{N+p}| < r^p |a_N|.
\]

Therefore, letting \( n = N + p \) we have

\[
|a_n| < r^{n-N} |a_N| = r^{-N} |a_N| r^n
\]

for \( n \geq N \), and hence \( \sum a_n \) converges by the comparison test and Example B6.

If \( |a_{n+1}| \geq |a_n| \) for \( n \geq N \) (\( N \) fixed), then clearly \( a_n \to 0 \) so that \( \sum a_n \) can not converge (corollary to Theorem B17).

Note that if \( \bar{a} = 1 \) when applying the root test we get no information since, for example, \( \sum 1/n \) and \( \sum 1/n^2 \) both have \( \bar{a} = 1 \) (corollary to Theorem B21), but the first diverges whereas the second converges (see Example B5).
Example B8  Consider the function $e^x (= \exp x)$ defined by

$$e^x = 1 + x + \frac{x^2}{2!} + \cdots = \sum_{n=0}^{\infty} \frac{x^n}{n!}$$

where $x$ may be real or complex. To test for convergence, we observe that

$$\left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \sup_{k \geq n} \left| \frac{x}{k+1} \right|$$

$$= \lim_{n \to \infty} \left| \frac{x}{n+1} \right|$$

$$= 0$$

and hence the series converges by the ratio test.

It is of great use in both mathematics and physics to prove that

$$e^x = \lim_{n \to \infty} \left( 1 + \frac{x}{n} \right)^n .$$

While this can be proved by taking the logarithm of both sides and using l’Hospital’s rule, we shall follow a direct approach. Let $x_n = (1 + x/n)^n$.

Expanding $x_n$ by the binomial theorem we have (for $n > 2$)

$$x_n = \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} \left( \frac{x}{n} \right)^k$$

$$= 1 + x + \frac{n(n-1)}{2!} \frac{x^2}{n^2} + \frac{n(n-1)(n-2)}{3!} \frac{x^3}{n^3} + \cdots + \frac{x^n}{n^n} .$$

If we write

$$\frac{1}{n^n} = \frac{n!}{n! n^n} = \frac{1}{n!} \frac{n(n-1)(n-2) \cdots (n-(n-1))}{n^n}$$

$$= \frac{1}{n!} \left( \frac{1}{n} - \frac{1}{n} \right) \left( \frac{1}{n} - \frac{2}{n} \right) \cdots \left( \frac{1}{n} - \frac{n-1}{n} \right)$$

then
We now treat each $x_n$ as an infinite series by defining all terms with $k > n$ to be zero, and we consider the difference

$$e^x - x_n = \sum_{k=2}^{\infty} \frac{1}{k!} \left[ 1 - \frac{1}{n} \right] \left( 1 - \frac{2}{n} \right) \cdots \left( 1 - \frac{k-1}{n} \right) x^k . \quad (*)$$

Applying Theorem B17 to the convergent series $e^x = \sum |x|^n/n!$, we see that for fixed $x$ and $\varepsilon > 0$, we can choose an integer $m$ sufficiently large that

$$\sum_{k=m+1}^{\infty} \frac{|x|^k}{k!} < \varepsilon / 2 .$$

Writing $(*)$ in the form $\sum_{k=2}^{\infty} = \sum_{k=2}^{m} + \sum_{k=m+1}^{\infty}$ and noting that the coefficient of $x^k$ in the (second) sum is $\geq 0$ but $\leq 1/k!$, we obtain (for $n > m$)

$$|e^x - x_n| \leq \sum_{k=2}^{m} \frac{1}{k!} \left[ 1 - \frac{1}{n} \right] \left( 1 - \frac{2}{n} \right) \cdots \left( 1 - \frac{k-1}{n} \right) |x|^k + \varepsilon / 2 .$$

Since the sum in this expression consists of a finite number of terms, each of which approaches 0 as $n \to \infty$, we may choose an $N > 0$ such that the sum is less than $\varepsilon/2$ for $n > N$. Therefore, for $n > N$ we have $|e^x - x_n| < \varepsilon$ which proves that $x_n \to e^x$. //

**Exercises**

1. Prove Theorem B2(b).

2. Let $\{x_n\}$ and $\{y_n\}$ be sequences of real numbers such that $x_n \leq y_n$ for all $n \geq N$ where $N$ is fixed. If $x_n \to x$ and $y_n \to y$, prove that $x \leq y$.

3. If $A$ is a subset of a metric space $X$ and $x \in X$, prove that $x \in \text{Ext} A$ if and only if $x$ has some neighborhood disjoint from $A$. 


4. Prove Theorem B14(b).

5. Prove that any cluster point is the limit of a subsequence.

6. Prove Theorem B22.

7. If \( \{x_n\} \) is a sequence of real numbers converging to \( x \), and \( L_n = \inf_{k \geq n} x_k \) converges to \( L \), show that \( x = L \).


9. Let \( \overline{\mathbb{R}} \) denote the extended real number system, and let \( f: (a, b) \subset \mathbb{R} \rightarrow \overline{\mathbb{R}} \). Define
   \[
   \lim_{x \to y} \sup f(x) = \inf_{\delta > 0} \sup_{0 < |x-y| < \delta} f(x)
   \]
   and suppose that \( \lim_{x \to y} f(x) = L \) (i.e., \( \lim_{x \to y} f(x) \) exists). Show
   \[
   \lim_{x \to y} \sup f(x) = L.
   \]
   
   \( \text{Hint: Let } S_\delta = \sup_{|x-y| < \delta} f(x) \text{ and define } S = \inf_\delta S_\delta. \text{ Then note that} \)
   \[
   |S - L| \leq |S - S_\delta| + |S_\delta - f(x)| + |f(x) - L|.
   \]

10. (a) Let \( \{x_n\} \) be a Cauchy sequence in \( \mathbb{R}^n \), and assume that \( \{x_n\} \) has a cluster point \( c \). Prove that \( \{x_n\} \) converges to \( c \).
    (b) Using this result, prove that any Cauchy sequence in \( \mathbb{R}^n \) converges to a point of \( \mathbb{R}^n \).

11. Show that \( \text{Bd } A = \text{Cl } A \cap \text{Cl } A^c \).

12. If \( U \subset (X, d) \) is open and \( A \subset X \) is dense, show that \( \text{Cl } U = \text{Cl}(U \cap A) \).

13. If \( \{x_n\} \) is a Cauchy sequence with a convergent subsequence \( \{x_{n_k}\} \), show that \( \{x_n\} \) converges.
Path Connectedness

In order to avoid having to define a general topological space, we shall phrase this appendix in terms of metric spaces. However, the reader should be aware that this material is far more general than we are presenting it. We assume that the reader has studied Appendix A.

In elementary analysis and geometry, one thinks of a curve as a collection of points whose coordinates are continuous functions of a real variable $t$. For example, a curve in the plane $\mathbb{R}^2$ may be specified by giving its coordinates $(x = f(t), y = g(t))$ where $f$ and $g$ are continuous functions of the parameter $t$. If we require that the curve join two points $p$ and $q$, then the parameter can always be adjusted so that $t = 0$ at $p$ and $t = 1$ at $q$. Thus we see that the curve is described by a continuous mapping from the unit interval $I = [0, 1]$ into the plane.

Let $X$ be a metric space, and let $I = [0, 1]$ be a subspace of $\mathbb{R}$ with the usual metric. We define a path in $X$, joining two points $p$ and $q$ of $X$, to be a continuous mapping $f: I \rightarrow X$ such that $f(0) = p$ and $f(1) = q$. This path will be said to lie in a subset $A \subseteq X$ if $f(I) \subseteq A$. It is important to realize that the path is the mapping $f$, and not the set of image points $f(I)$. The space $X$ is said to be path connected if for every $p$, $q \in X$ there exists a path in $X$ joining $p$ and $q$. If $A \subseteq X$, then $A$ is path connected if every pair of points of $A$ can be joined by a path in $A$. (We should note that what we have called path connected is sometimes called arcwise connected.)
Let us consider for a moment the space \( \mathbb{R}^n \). If \( x_i, x_j \in \mathbb{R}^n \), then we let \( \overline{x_i x_j} \) denote the closed line segment joining \( x_i \) and \( x_j \). A subset \( A \subset \mathbb{R}^n \) is said to be \textbf{polygonally connected} if given any two points \( p, q \in A \) there are points \( x_0 = p, x_1, x_2, \ldots, x_m = q \) in \( A \) such that \( \bigcup_{i=1}^{m} \overline{x_{i-1} x_i} \subset A \).

Just because a subset of \( \mathbb{R}^n \) is path connected does not mean that it is polygonally connected. For example, the unit circle in \( \mathbb{R}^2 \) is path connected since it is actually a path itself, but it is not polygonally connected.

**Example C1** The space \( \mathbb{R}^n \) is path connected. Indeed, if \( p \in \mathbb{R}^n \) has coordinates \((x^1, \ldots, x^n)\) and \( q \in \mathbb{R}^n \) has coordinates \((y^1, \ldots, y^n)\), then we define the mapping \( f: I \to \mathbb{R}^n \) by \( f(t) = (f^1(t), \ldots, f^n(t)) \) where \( f^i(t) = (1 - t)x^i + ty^i \). This mapping is clearly continuous and satisfies \( f(0) = p \) and \( f(1) = q \). Thus \( f \) is a path joining the arbitrary points \( p \) and \( q \) of \( \mathbb{R}^n \), and hence \( \mathbb{R}^n \) is path connected.

The following is a simple consequence of Theorem A5 that we shall need for our main result (i.e., Theorem C2).

**Theorem C1** Let \( f: (X_1, d_1) \to (X_2, d_2) \) and \( g: (X_2, d_2) \to (X_3, d_3) \) both be continuous functions. Then \( g \circ f: (X_1, d_1) \to (X_3, d_3) \) is a continuous function.

**Proof** If \( U \subset X_3 \) is open, then the continuity of \( g \) shows that \( g^{-1}(U) \subset X_2 \) is open. Therefore \( (g \circ f)^{-1}(U) = (f^{-1} \circ g^{-1})(U) = f^{-1}(g^{-1}(U)) \) is open by the continuity of \( f \).

**Theorem C2** Let \( f \) be a continuous mapping from a metric space \( X \) \textit{onto} a metric space \( Y \). Then \( Y \) is path connected if \( X \) is.
Proof  Let $x', y'$ be any two points of $Y$. Then (since $f$ is surjective) there exist $x, y \in X$ such that $f(x) = x'$ and $f(y) = y'$. Since $X$ is path connected, there exists a path $g$ joining $x$ and $y$ such that $g(0) = x$ and $g(1) = y$. But then $f \circ g$ is a continuous function (Theorem C1) from $I$ into $Y$ such that $(f \circ g)(0) = x'$ and $(f \circ g)(1) = y'$. In other words, $f \circ g$ is a path joining $x'$ and $y'$, and hence $Y$ is path connected. □

It is an obvious corollary of Theorem C2 that if $f$ is a continuous mapping from the path connected space $X$ into $Y$, then $f(X)$ is path connected in $Y$ since $f$ maps $X$ onto the subspace $f(X)$. 
This bibliography lists those books referred to in the text as well as many of the books that we found useful in our writing.


Index

Absolute convergence 710
Absolute value 15, 20
Accumulation point 622, 690, 700
Adjoint
  classical 192
  of a linear operator 493, 673
  of a matrix 183, 384
Algebra 227
Algebraic number 16
Algebraically closed field 276
Alternation mapping 556
Annihilator 323
  of a set of vectors 453
Anti-derivation 572
Antilinear mapping 452
Archimedean axiom 13
Archimedean property 13
Arcwise connected 720
Augmented matrix 117
Automorphism 50
Axiom of choice 9

Banach space 630
Basic Jordan block 378, 420

Basis 77
  dual 446
  g-orthonormal 613
  negatively oriented 608
  ordered 79
  positively oriented 608
  similarly oriented 606
Bessel’s inequality 106, 657, 658
Bijective 5
Bilinear form 461
  alternating 467
  antisymmetric 467
  nonnegative 479
  polar form of 472
  positive definite 479
  positive semidefinite 479
  symmetric 469
Bilinear functional 448
Bilinear map 461
Binomial coefficient 18
Binomial theorem 18
Block matrix 204
Bolzano-Weierstrass theorem 691, 700
Boundary 703
<table>
<thead>
<tr>
<th>Term</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bounded 625</td>
<td></td>
</tr>
<tr>
<td>mapping 692</td>
<td></td>
</tr>
<tr>
<td>sequence 697</td>
<td></td>
</tr>
<tr>
<td>set 691, 697</td>
<td></td>
</tr>
<tr>
<td>Bounded linear map 635</td>
<td></td>
</tr>
<tr>
<td>Cancellation law 31</td>
<td></td>
</tr>
<tr>
<td>Canonical form 296</td>
<td></td>
</tr>
<tr>
<td>Cardinality 11</td>
<td></td>
</tr>
<tr>
<td>Cartesian product 3</td>
<td></td>
</tr>
<tr>
<td>Cauchy criterion 708</td>
<td></td>
</tr>
<tr>
<td>Cauchy sequence 699</td>
<td></td>
</tr>
<tr>
<td>Cauchy-Binet theorem 214</td>
<td></td>
</tr>
<tr>
<td>Cauchy-Schwartz inequality 100, 621</td>
<td></td>
</tr>
<tr>
<td>Cauchy’s inequality 643</td>
<td></td>
</tr>
<tr>
<td>Cayley transform 508</td>
<td></td>
</tr>
<tr>
<td>Cayley-Hamilton theorem 312, 378, 395</td>
<td></td>
</tr>
<tr>
<td>Cayley’s theorem 52</td>
<td></td>
</tr>
<tr>
<td>Chain 8</td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td></td>
</tr>
<tr>
<td>equation 309</td>
<td></td>
</tr>
<tr>
<td>matrix 309</td>
<td></td>
</tr>
<tr>
<td>of integral domain 58</td>
<td></td>
</tr>
<tr>
<td>polynomial 309</td>
<td></td>
</tr>
<tr>
<td>root 302</td>
<td></td>
</tr>
<tr>
<td>value 302</td>
<td></td>
</tr>
<tr>
<td>vector 302</td>
<td></td>
</tr>
<tr>
<td>Closed ball 683</td>
<td></td>
</tr>
<tr>
<td>Closed interval 14</td>
<td></td>
</tr>
<tr>
<td>Closed set 649, 683</td>
<td></td>
</tr>
<tr>
<td>Closure of a set 702</td>
<td></td>
</tr>
<tr>
<td>Cluster point 700</td>
<td></td>
</tr>
<tr>
<td>Cofactor 187</td>
<td></td>
</tr>
<tr>
<td>Column space 128</td>
<td></td>
</tr>
<tr>
<td>Compact space 686</td>
<td></td>
</tr>
<tr>
<td>Companion matrix 412</td>
<td></td>
</tr>
<tr>
<td>Comparable 8</td>
<td></td>
</tr>
<tr>
<td>Comparison test 715</td>
<td></td>
</tr>
<tr>
<td>Complete metric space 630, 699</td>
<td></td>
</tr>
<tr>
<td>Complete orthonormal set 660</td>
<td></td>
</tr>
<tr>
<td>Completely reducible 333</td>
<td></td>
</tr>
<tr>
<td>Completeness relation 113</td>
<td></td>
</tr>
<tr>
<td>Complex conjugate 20</td>
<td></td>
</tr>
<tr>
<td>Complex number 19</td>
<td></td>
</tr>
<tr>
<td>imaginary part 19</td>
<td></td>
</tr>
<tr>
<td>modulus 20</td>
<td></td>
</tr>
<tr>
<td>nth root 24</td>
<td></td>
</tr>
<tr>
<td>real part 19</td>
<td></td>
</tr>
<tr>
<td>Conductor 335</td>
<td></td>
</tr>
<tr>
<td>Congruent matrices 465</td>
<td></td>
</tr>
<tr>
<td>Conjugate exponents 641</td>
<td></td>
</tr>
<tr>
<td>Conjugate linear 452</td>
<td></td>
</tr>
<tr>
<td>Conjugate space 665</td>
<td></td>
</tr>
<tr>
<td>Continuous 623, 684</td>
<td></td>
</tr>
<tr>
<td>Continuous linear map 635</td>
<td></td>
</tr>
<tr>
<td>Contravariant vector 545</td>
<td></td>
</tr>
<tr>
<td>Convergent sequence of vectors 640</td>
<td></td>
</tr>
<tr>
<td>Convex set 650</td>
<td></td>
</tr>
<tr>
<td>Coordinate function 633</td>
<td></td>
</tr>
<tr>
<td>Coordinates 3, 79</td>
<td></td>
</tr>
<tr>
<td>Coprime 28</td>
<td></td>
</tr>
<tr>
<td>Coset 61</td>
<td></td>
</tr>
<tr>
<td>Covariant vector 545</td>
<td></td>
</tr>
<tr>
<td>Cramer’s rule 200</td>
<td></td>
</tr>
<tr>
<td>Critical</td>
<td></td>
</tr>
<tr>
<td>point 523</td>
<td></td>
</tr>
<tr>
<td>value 523</td>
<td></td>
</tr>
<tr>
<td>Cyclic group 290</td>
<td></td>
</tr>
<tr>
<td>order of 290</td>
<td></td>
</tr>
<tr>
<td>Cyclic subspace 336, 432</td>
<td></td>
</tr>
<tr>
<td>Cyclic vector 433</td>
<td></td>
</tr>
<tr>
<td>De Moivre’s theorem 24</td>
<td></td>
</tr>
<tr>
<td>De Morgan formulas 3</td>
<td></td>
</tr>
<tr>
<td>Dense 13, 647, 706</td>
<td></td>
</tr>
<tr>
<td>nowhere 706</td>
<td></td>
</tr>
<tr>
<td>somewhere 706</td>
<td></td>
</tr>
<tr>
<td>Derived set 703</td>
<td></td>
</tr>
<tr>
<td>Determinant 171, 600</td>
<td></td>
</tr>
<tr>
<td>of a linear operator 246</td>
<td></td>
</tr>
<tr>
<td>order 171</td>
<td></td>
</tr>
<tr>
<td>Determinantal divisors 397</td>
<td></td>
</tr>
<tr>
<td>Diagonal subgroup 34</td>
<td></td>
</tr>
<tr>
<td>Diagonalizable 248, 317</td>
<td></td>
</tr>
<tr>
<td>Differential of a function 551</td>
<td></td>
</tr>
<tr>
<td>Direct sum 90</td>
<td></td>
</tr>
<tr>
<td>external 89</td>
<td></td>
</tr>
<tr>
<td>internal 88</td>
<td></td>
</tr>
<tr>
<td>of matrices 333</td>
<td></td>
</tr>
<tr>
<td>of operators 332</td>
<td></td>
</tr>
<tr>
<td>Division algorithm 26, 258</td>
<td></td>
</tr>
<tr>
<td>Division ring 54</td>
<td></td>
</tr>
<tr>
<td>Double dual 222, 452</td>
<td></td>
</tr>
<tr>
<td>Dual basis 222</td>
<td></td>
</tr>
<tr>
<td>Dual space 222, 446, 665</td>
<td></td>
</tr>
<tr>
<td>Eigenspace 306</td>
<td></td>
</tr>
<tr>
<td>Eigenvalue 302</td>
<td></td>
</tr>
<tr>
<td>spectrum 346, 524</td>
<td></td>
</tr>
<tr>
<td>Eigenvector 302</td>
<td></td>
</tr>
<tr>
<td>Elementary divisor theorem 439</td>
<td></td>
</tr>
<tr>
<td>Elementary divisor 398</td>
<td></td>
</tr>
<tr>
<td>Elementary matrix 163</td>
<td></td>
</tr>
<tr>
<td>Elementary row operations 121</td>
<td></td>
</tr>
<tr>
<td>Empty set 2</td>
<td></td>
</tr>
<tr>
<td>Equivalence class 9</td>
<td></td>
</tr>
<tr>
<td>Equivalence relation 9</td>
<td></td>
</tr>
<tr>
<td>Equivalent norms 629</td>
<td></td>
</tr>
<tr>
<td>Equivalent representations 335</td>
<td></td>
</tr>
<tr>
<td>Term</td>
<td>Page Numbers</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Euclidean algorithm</td>
<td>27, 265</td>
</tr>
<tr>
<td>Euclidean space</td>
<td>99, 508</td>
</tr>
<tr>
<td>Expansion by minors</td>
<td>189</td>
</tr>
<tr>
<td>Extended real number system</td>
<td>14</td>
</tr>
<tr>
<td>Exterior of a set</td>
<td>703</td>
</tr>
<tr>
<td>Exterior algebra</td>
<td>574</td>
</tr>
<tr>
<td>Exterior product</td>
<td>563</td>
</tr>
<tr>
<td>Exterior r-forms</td>
<td>554</td>
</tr>
<tr>
<td>Factor group</td>
<td>64</td>
</tr>
<tr>
<td>Factor theorem</td>
<td>262</td>
</tr>
<tr>
<td>Factorial</td>
<td>18</td>
</tr>
<tr>
<td>Field</td>
<td>54</td>
</tr>
<tr>
<td>Field of quotients</td>
<td>284</td>
</tr>
<tr>
<td>Finite field</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Finite-dimensional</td>
<td>77</td>
</tr>
<tr>
<td>Formal linear combinations</td>
<td>578</td>
</tr>
<tr>
<td>Fourier coefficients</td>
<td>106, 655</td>
</tr>
<tr>
<td>Free variables</td>
<td>142</td>
</tr>
<tr>
<td>Free vector space</td>
<td>579</td>
</tr>
<tr>
<td>Function</td>
<td>4</td>
</tr>
<tr>
<td>Functional</td>
<td>665</td>
</tr>
<tr>
<td>Fundamental Theorem of Algebra</td>
<td>276, 693</td>
</tr>
<tr>
<td>Fundamental Theorem of Arithmetic</td>
<td>29</td>
</tr>
<tr>
<td>Gaussian elimination</td>
<td>124</td>
</tr>
<tr>
<td>Generalized permutation symbol</td>
<td>565</td>
</tr>
<tr>
<td>Gershgorin’s theorem</td>
<td>307</td>
</tr>
<tr>
<td>Graded associative algebra</td>
<td>575</td>
</tr>
<tr>
<td>Graded components</td>
<td>574</td>
</tr>
<tr>
<td>Gram-Schmidt process</td>
<td>109</td>
</tr>
<tr>
<td>Gramian</td>
<td>197</td>
</tr>
<tr>
<td>Grassmann algebra</td>
<td>574</td>
</tr>
<tr>
<td>Greatest common divisor</td>
<td>26, 263</td>
</tr>
<tr>
<td>Greatest lower bound</td>
<td>8</td>
</tr>
<tr>
<td>Group</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Haussdorff property</td>
<td>687</td>
</tr>
<tr>
<td>Heine-Borel theorem</td>
<td>687, 691</td>
</tr>
<tr>
<td>Hermitian adjoint</td>
<td>383</td>
</tr>
<tr>
<td>Hermitian form</td>
<td>481</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Hermitian inner product</td>
<td>620</td>
</tr>
<tr>
<td>Hilbert basis</td>
<td>660</td>
</tr>
<tr>
<td>Hilbert space</td>
<td>630, 640</td>
</tr>
<tr>
<td>Homomorphic groups</td>
<td>49</td>
</tr>
<tr>
<td>Homomorphism</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Hölder’s inequality</td>
<td>642</td>
</tr>
<tr>
<td>Hypercompanion matrix</td>
<td>420</td>
</tr>
<tr>
<td>Hyperplane</td>
<td>457</td>
</tr>
<tr>
<td>Hyperspace</td>
<td>457</td>
</tr>
<tr>
<td>Ideal</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Idempotent</td>
<td>157, 232, 353</td>
</tr>
<tr>
<td>Identity mapping</td>
<td>6, 227</td>
</tr>
<tr>
<td>Identity matrix</td>
<td>136</td>
</tr>
<tr>
<td>Indeterminate</td>
<td>115, 255</td>
</tr>
<tr>
<td>Index set</td>
<td>2</td>
</tr>
<tr>
<td>Induction</td>
<td>17</td>
</tr>
<tr>
<td>Infimum</td>
<td>8</td>
</tr>
<tr>
<td>Infinite series</td>
<td>708</td>
</tr>
<tr>
<td>Infinity symbols</td>
<td>14</td>
</tr>
<tr>
<td>Injective</td>
<td>5</td>
</tr>
<tr>
<td>Inner product</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Inner product space</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Integers</td>
<td></td>
</tr>
<tr>
<td>Integral domain</td>
<td>57</td>
</tr>
<tr>
<td>Interior of a set</td>
<td>702</td>
</tr>
<tr>
<td>Interior product</td>
<td>572</td>
</tr>
<tr>
<td>Invariant direct sum decomposition</td>
<td>332</td>
</tr>
<tr>
<td>Invariant factors</td>
<td>398</td>
</tr>
<tr>
<td>Invariant subspace</td>
<td>329</td>
</tr>
<tr>
<td>Invariant volume element</td>
<td>617</td>
</tr>
<tr>
<td>Irrational number</td>
<td>12</td>
</tr>
<tr>
<td>Irreducible representation</td>
<td>335</td>
</tr>
<tr>
<td>Isolated point</td>
<td>622</td>
</tr>
<tr>
<td>Isometry</td>
<td>113, 498</td>
</tr>
<tr>
<td>Isomorphic</td>
<td>59, 79</td>
</tr>
<tr>
<td>Isomorphic groups</td>
<td>50</td>
</tr>
<tr>
<td>Isomorphism</td>
<td>50, 79</td>
</tr>
</tbody>
</table>
Jacobian 599
Jointly continuous 648
Jordan form 376, 422
 uniqueness of 427

Kronecker delta 105
Kronecker product 581

Lagrange interpolation formula 280
Lagrange’s theorem 61
Laplace expansion 573
Law of cosines 96
Law of inertia 478
Least common multiple 29, 272
Least upper bound 8
Least upper bound property 12
Left identity 31
Left inverse 31, 157
Left zero divisor 163
Levi-Civita
 symbol 560
tensor 560
Limit 625
Limit inferior 713
Limit point 700
Limit superior 713
Linear extension theorem 639
Linear algebra 227
Linear combination 72
Linear equations 115
 coefficients of 115
 constant term 115
 solution vector 115
 system of 116
 equivalent 118
 homogeneous 138
 nonhomogeneous 138
 nontrivial solution 138
 trivial solution 138
Linear functional 221
Linear manifold 649
Linear operators 227
Linear span 72
Linear transformation 79, 215
 diagonalizable 318
 image 224
 inverse 228
 invertible 228
 kernel 225
 matrix representation of 235
 negative of 219
 nonsingular 229

nullity 225
orientation preserving 608
range 225
rank 225
reducible 332
restriction of 330
singular 229
volume preserving 608
Linearly dependent 75
Linearly independent 75
Lorentz frame 613
Lorentz transformation 616
Lower bound 8
Lower limit 713
Lowering the index 610

Mapping 4
 alternating 180
 associative 6
 bilinear 578
 commutative 6
 composite 6
 domain 4
 image 4
 inverse 5
 inverse image 4
 multilinear 180, 544
 one-to-one 5
 onto 5
 range 4
 restriction 4
Matrix 117
 adjoint 183, 383
 anticommutator 156, 184
 antisymmetric 156, 184, 469
 block 204
 canonical form 169
 classical adjoint 191
 column rank 128
 columns 117
 commutator 154, 156
 conjugate transpose 183
 derogatory 409
diagonal 154, 165
direct product 581
distinguished elements 124
equivalent 515
equivalent over \( P \) 393
Hermitian 383, 482
Hermitian adjoint 482
idempotent 157
inverse 157
invertible 157
irreducible 427
lower-triangular 156, 162, 177
negative 148
nilpotent 184
nonderogatory 409
nonsingular 157
normal 383, 515
orthogonal 183, 249, 384, 502
product 148
rank 136
reduced row-echelon form 123
reducible 333, 427
row equivalent 123
row rank 128
row-echelon form 123
row-reduced form 125
rows 117
singular 157
size 117
skew-Hermitian 388
skewsymmetric 156
square 148
sum 147
supertriangular 376
symmetric 156, 184, 384, 470
tensor product 581
trace 155, 246
transpose 152
unit 392
unitarily similar 515
unitary 183, 383, 502
upper-triangular 156, 162, 177
Matrix exponential series 530
Matrix of coefficients 116
Maximal element 8
Metric 104, 680
Metric space 680
complete 699
Metric tensor 580
contravariant 611
covariant 610
index of 613
Lorentz 613
Riemannian 613
Metric volume form 615
Minimal element 9
Minimal polynomial 299, 313, 326
of a vector 323
Minkowski’s inequality 643
Minor 188
Minor matrix 187
Module 69
Multilinear form 544
Multiplicity
  algebraic 345
globalic 345
Natural mapping 453
Natural numbers 2
n-cell 689
Neighborhood 690
deleted 690
Nilpotent 233
  index of nilpotency 369
  operator 306, 369
Nondegenerate 462
Nonnegative 2
Norm 619
Normal coordinates 489
Normal matrix 515
Normed vector space 101, 620
Null space 154, 225
1-forms 447
Open
  ball 681
  cover 686
  interval 14
  set 681
  subcover 686
Operator 490, 653
  adjoint 673
  anti-Hermitian 508
  antisymmetric 511
  Hermitian 495, 676
  isometric 498, 499, 677
  nonnegative 508
  normal 509, 677
  orthogonal 499, 501
  positive 508
  positive definite 508
  positive semidefinite 508
  self-adjoint 495, 676
  skew-Hermitian 508
  symmetric 511
  unitary 499, 678
Operator norm 637
Order of a vector 440
Ordered by inclusion 8
Orientation 606, 608
  negative 592, 608
  positive 592, 608
Oriented vector space 606, 608
Oriented volume 592
Orthogonal 102
  compliment 105, 620
  projection 217, 354
  set 105
Orthonormal set 105
Parallelogram law 103, 621
Parallelpiped
  base 589
  height 589
  r-dimensional 589
  r-volume 589
Parseval’s equation 662
Partial isometry 507
Partial ordering 7
  bounded above 8
  induced 8
  largest element 8
  smallest element 8
  upper bound 8
Partially ordered set 7
Partition 9
  induced 10
Path 720
Path connected 720
Pauli spin matrices 156
\(\mathcal{P}\)-elementary operations 390
Permutation 35
  even 44
  odd 44
  one-line notation 36
  sign of 46
  two-line notation 35
Permutation group 40
  cycle 41
  degree of 40
  equivalent elements in 41
  orbit 41
Permutation symbol 560
Perpendicular 102
Polar decomposition 540
Polar form identities 103
Polygonally connected 721
Polynomial 253
  associates 262
  coefficients of 253
  constant 256
  degree of 256
  factor of 261
  greatest common divisor 397
  irreducible 262
  leading coefficient of 256
  minimal 300, 314, 327
  monic 256
  norm of 397
  reducible 262
  root 261, 297
  zero 261, 297
Polynomial equation 261
  solution 261
Polynomial function 255
Positive integers 2
Positive transformation 539
Power set 7
Preimage 4
Primary decomposition theorem 339
Prime number 25
Prime polynomial 262
Principal ideal 60
  generator of 60
Product 625
Projection 157, 232, 352, 654
Pull-back 595
Push-forward 602
Pythagorean theorem 95, 103, 622
Quadratic
  form 471
  diagonal representation 477
  polynomial 471
Quaternions 280
Quotient 25
Quotient group 64
Quotient ring 64
Quotient space 362
Raising an index 611
Rank
  of a bilinear form 465
  of a matrix 135
Ratio test 717
Rational canonical form 416
Rational numbers 2
Rayleigh quotient 513
Rearrangement lemma 34
Reducible representation 333
Reflexive space 671
Relation 7
Relatively prime 28, 263
Remainder 25
Remainder theorem 261
Resolution of the identity 524
r-forms 554
Riesz representation theorem 666
Riesz-Fischer theorem 663
Right identity 31
Right inverse 31, 157
Right zero divisor 163
Ring 53
  associates 262
  associative 53
  commutative 53
  embedded 282
  extension 282
  homomorphism 56
<table>
<thead>
<tr>
<th>Term</th>
<th>Page Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>kernel of 59</td>
<td>59</td>
</tr>
<tr>
<td>isomorphism 59</td>
<td>59</td>
</tr>
<tr>
<td>with unit element 53</td>
<td>53</td>
</tr>
<tr>
<td>Ring of sets 4</td>
<td>4</td>
</tr>
<tr>
<td>r-linear form 544</td>
<td>544</td>
</tr>
<tr>
<td>Root 261</td>
<td></td>
</tr>
<tr>
<td>multiplicity of 281, 305</td>
<td></td>
</tr>
<tr>
<td>Root test 717</td>
<td>717</td>
</tr>
<tr>
<td>Row canonical form 125</td>
<td>125</td>
</tr>
<tr>
<td>Row space 128</td>
<td>128</td>
</tr>
<tr>
<td>Row-column-equivalent 169</td>
<td>169</td>
</tr>
<tr>
<td>Scalar 69</td>
<td></td>
</tr>
<tr>
<td>Scalar mapping 301</td>
<td>301</td>
</tr>
<tr>
<td>Scalar multiplication 68</td>
<td>68</td>
</tr>
<tr>
<td>Scalar product 94</td>
<td>94</td>
</tr>
<tr>
<td>Scalar triple product 588</td>
<td>588</td>
</tr>
<tr>
<td>Schur canonical form 384</td>
<td>384</td>
</tr>
<tr>
<td>Schur’s lemma 335</td>
<td>335</td>
</tr>
<tr>
<td>Schwartz’s inequality 20</td>
<td>20</td>
</tr>
<tr>
<td>generalized 649</td>
<td></td>
</tr>
<tr>
<td>Second dual 222, 452</td>
<td>222, 452</td>
</tr>
<tr>
<td>Secular equation 309</td>
<td>309</td>
</tr>
<tr>
<td>Separable 647, 695</td>
<td>647, 695</td>
</tr>
<tr>
<td>Sequence 696</td>
<td>696</td>
</tr>
<tr>
<td>Cauchy 699</td>
<td></td>
</tr>
<tr>
<td>decreasing 699</td>
<td></td>
</tr>
<tr>
<td>increasing 699</td>
<td></td>
</tr>
<tr>
<td>limit of 622, 696</td>
<td></td>
</tr>
<tr>
<td>monotonic 699</td>
<td></td>
</tr>
<tr>
<td>range 697</td>
<td></td>
</tr>
<tr>
<td>Series 708</td>
<td>708</td>
</tr>
<tr>
<td>rearrangement of 710</td>
<td>710</td>
</tr>
<tr>
<td>Sesquilinear form 620</td>
<td>620</td>
</tr>
<tr>
<td>Set 2</td>
<td></td>
</tr>
<tr>
<td>closed 683</td>
<td></td>
</tr>
<tr>
<td>complement of 2</td>
<td></td>
</tr>
<tr>
<td>countable 11</td>
<td>11</td>
</tr>
<tr>
<td>countably infinite 11</td>
<td></td>
</tr>
<tr>
<td>disjoint 3</td>
<td>3</td>
</tr>
<tr>
<td>family of 2</td>
<td></td>
</tr>
<tr>
<td>finite 11</td>
<td>11</td>
</tr>
<tr>
<td>infinite 11</td>
<td>11</td>
</tr>
<tr>
<td>intersection 3</td>
<td>3</td>
</tr>
<tr>
<td>open 681</td>
<td>681</td>
</tr>
<tr>
<td>symmetric difference 4</td>
<td></td>
</tr>
<tr>
<td>uncountable 11</td>
<td>11</td>
</tr>
<tr>
<td>union 2</td>
<td>2</td>
</tr>
<tr>
<td>Shuffle 563</td>
<td>563</td>
</tr>
<tr>
<td>Signature 477</td>
<td>477</td>
</tr>
<tr>
<td>Signed permutation matrix 389</td>
<td>389</td>
</tr>
<tr>
<td>Similar matrices 184, 245</td>
<td>184, 245</td>
</tr>
<tr>
<td>Similarity class 329</td>
<td>329</td>
</tr>
<tr>
<td>Similarity invariants 408</td>
<td>408</td>
</tr>
<tr>
<td>Similarity transformation 184, 245</td>
<td>184, 245</td>
</tr>
<tr>
<td>Simple root 305</td>
<td>305</td>
</tr>
<tr>
<td>Smith canonical form 400</td>
<td>400</td>
</tr>
<tr>
<td>Solution set 116</td>
<td>116</td>
</tr>
<tr>
<td>Space of linear functionals 222</td>
<td>222</td>
</tr>
<tr>
<td>Space of linear transformations 220</td>
<td>220</td>
</tr>
<tr>
<td>Spectral decomposition 524</td>
<td>524</td>
</tr>
<tr>
<td>Spectral theorem 525</td>
<td>525</td>
</tr>
<tr>
<td>Spectrum 346</td>
<td>346</td>
</tr>
<tr>
<td>degenerate 346</td>
<td></td>
</tr>
<tr>
<td>Square root 15</td>
<td>15</td>
</tr>
<tr>
<td>Standard basis 79</td>
<td>79</td>
</tr>
<tr>
<td>Standard inner product 99, 620</td>
<td>99, 620</td>
</tr>
<tr>
<td>Standard orientation 608</td>
<td>608</td>
</tr>
<tr>
<td>Subdeterminant 185</td>
<td>185</td>
</tr>
<tr>
<td>Subgroup 33</td>
<td>33</td>
</tr>
<tr>
<td>index of 62</td>
<td></td>
</tr>
<tr>
<td>normal 62</td>
<td></td>
</tr>
<tr>
<td>Submatrix 185, 193, 209</td>
<td>185, 193, 209</td>
</tr>
<tr>
<td>Subsequence 707</td>
<td>707</td>
</tr>
<tr>
<td>Subsequential limit 707</td>
<td>707</td>
</tr>
<tr>
<td>Subset 2</td>
<td>2</td>
</tr>
<tr>
<td>proper 2</td>
<td></td>
</tr>
<tr>
<td>Subspace 72, 649</td>
<td>72, 649</td>
</tr>
<tr>
<td>closed 649</td>
<td></td>
</tr>
<tr>
<td>generated by 72, 660</td>
<td></td>
</tr>
<tr>
<td>intersection of 86</td>
<td></td>
</tr>
<tr>
<td>invariant 243, 329</td>
<td>243, 329</td>
</tr>
<tr>
<td>irreducible 518</td>
<td>518</td>
</tr>
<tr>
<td>null 618</td>
<td>618</td>
</tr>
<tr>
<td>of a metric space 684</td>
<td></td>
</tr>
<tr>
<td>proper 72</td>
<td></td>
</tr>
<tr>
<td>spacelike 618</td>
<td>618</td>
</tr>
<tr>
<td>spanned by 72</td>
<td>618</td>
</tr>
<tr>
<td>sum of 74, 86</td>
<td></td>
</tr>
<tr>
<td>timelike 618</td>
<td>618</td>
</tr>
<tr>
<td>trivial 72</td>
<td>72</td>
</tr>
<tr>
<td>Summation convention 545</td>
<td>545</td>
</tr>
<tr>
<td>Sup norm 625, 629, 633</td>
<td>625, 629, 633</td>
</tr>
<tr>
<td>Superdiagonal 155, 370</td>
<td>155, 370</td>
</tr>
<tr>
<td>Superset 2</td>
<td>2</td>
</tr>
<tr>
<td>Supremum 8</td>
<td>8</td>
</tr>
<tr>
<td>Surjective 5</td>
<td>5</td>
</tr>
<tr>
<td>Sylvester’s theorem 478</td>
<td>478</td>
</tr>
<tr>
<td>Symmetric group 37</td>
<td>37</td>
</tr>
<tr>
<td>Symmetrizing mapping 556</td>
<td>556</td>
</tr>
<tr>
<td>T-cyclic subspace 432</td>
<td>432</td>
</tr>
<tr>
<td>generated by 432</td>
<td></td>
</tr>
<tr>
<td>T-invariant subspace 243</td>
<td>243</td>
</tr>
<tr>
<td>Tensor 545</td>
<td>545</td>
</tr>
<tr>
<td>antisymmetric 553, 554</td>
<td></td>
</tr>
<tr>
<td>classical law of transformation 550</td>
<td></td>
</tr>
<tr>
<td>components 545, 547</td>
<td>545, 547</td>
</tr>
<tr>
<td>contraction 552</td>
<td>552</td>
</tr>
<tr>
<td>contravariant order 545</td>
<td>545</td>
</tr>
</tbody>
</table>
INDEX

covariant order 545
rank 545
skew-symmetric 553
symmetric 553, 554
trace 552
type 545
Tensor algebra 574
Tensor product 462, 464, 547, 580
Total 660
Total ordering 8
Trace 155
Transcendental number 17
Transition matrix 243
orthogonal 249
Transpose
of a linear transformation 459
of a matrix 153
Transpositions 44
Triangle inequality 101
Triangular form theorem 367, 376
Two-sided inverse 157

Uniformly continuous 623
Unique factorization theorem 266
Unit (of a ring) 262
Unit cube 593
Unit matrix 392
Unit vector 99
Unitarily similar 385, 515
Unitary 183, 383, 499, 502, 678
Unitary space 99, 508
Unknowns 115
Upper limit 713

Vandermonde matrix 195
Vector 69
length of 99
lightlike 614
norm of 99
spacelike 614
timelike 614
Vector multiplication 227
Vector space 68
complex 69
dimension of 77, 83
generated by 578
infinite-dimensional 640
isometric 113
normed 101
ordinary Euclidean 613
pseudo-Euclidean 613
real 69
singular 613
Vector space homomorphism 79

Volume forms 607
equivalent 607
Wedge product 462, 563
Well-defined 4
Well-ordered 17
Weyl’s formula 536
Zero divisor 57
Zero mapping 219
Zero matrix 148
Zorn’s lemma 9