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Abstract—Time series with missing values (incomplete time series) are ubiquitous in real life on account of noise or malfunctioning sensors. Time-series imputation (replacing missing data) remains a challenge due to the potential for nonlinear dependence on concurrent and previous values of the time series. In this paper, we propose a novel framework for modeling incomplete time series, called a linear memory vector recurrent neural network (LIME-RNN), a recurrent neural network (RNN) with a learned linear combination of previous history states. The technique bears some similarity to residual networks and graph-based temporal dependency imputation. In particular, we introduce a linear memory vector [called the residual sum vector (RSV)] that integrates over previous hidden states of the RNN, and is used to fill in missing values. A new loss function is developed to train our model with time series in the presence of missing values in an end-to-end way. Our framework can handle imputation of both missing-at-random and consecutive missing inputs. Moreover, when conducting time-series prediction with missing values, LIME-RNN allows imputation and prediction simultaneously. We demonstrate the efficacy of the model via extensive experimental evaluation on univariate and multivariate time series, achieving state-of-the-art performance on synthetic and real-world data. The statistical results show that our model is significantly better than most existing time-series univariate or multivariate imputation methods.
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I. INTRODUCTION

TIME-SERIES modeling is a central issue in a wide range of applications involving time-series prediction (TSP) [1]–[3] and time-series classification (TSC) [4]–[6], such as health care [7], action recognition [8], financial markets [9], and urban traffic control [10]. However, real-world time-series data inevitably contain missing values due to noise or malfunctioning sensors. Missing values make any kind of inference more difficult [11]. Therefore, most methods have to impute missing values before performing inference. Time-series imputation is a challenging task, since it is necessary to model temporal dependencies using incomplete data. In the case of missing a continuous segment of data, some form of long-term memory will be required. How to estimate these missing values is an active research topic.

Using a graph to model temporal dependencies between the missing item and its previously revealed points is an explicit and natural strategy for time-series imputation. A recent representative work is temporal-regularized matrix factorization (TRMF) [3], in which a graph-based temporal regularizer is introduced to model temporal dependencies. These dependencies are further simplified into an autoregressive (AR) structure. For example, assuming the missing variable at time step $t$ is $x_t$, the AR dependencies can be formulated as $x_t = \sum_{l=1}^{L} W^{(l)} x_{t-l}$, where the $W^{(l)}$s are the weights between time steps at different lags $l$, and $L$ denotes the lag set. Although TRMF demonstrated the effectiveness of graph-based modeling in time-series imputation, the graph-based dependency structure (such as $L$) still requires manual design, and cannot capture complex dynamic correlations in an automatic way.

With the revolution in deep learning, recurrent neural networks (RNNs) have shown great potential for learning temporal dependencies within sequence data. However, the standard RNN is designed to model temporal dependencies from the complete data. Thus, the incomplete data are a challenge for the learning mechanism of RNNs. Simple methods,
such as replacing the missing values with their mean or the previously revealed values, introduces bias which could mislead the RNN in the task of TSP or TSC.

Recently, the residual network (ResNet) [12] has had a far-reaching impact for its simplicity and effectiveness. One-to-one connections of weight 1 between inputs and outputs of internal modules (or weights W when dimensionality must be changed between input and output) are used to copy information from previous hidden unit representations forward, so that the internal module only has to learn a residual between its input and output. During learning, the fixed one-to-one connections prevent the vanishing gradient problem.

Inspired by graph-based methods and ResNets, in this paper, we introduce a weighted linear memory vector into RNNs to address the problem of time-series imputation. We propose a novel end-to-end imputation framework we call the linear memory vector RNN (LIME-RNN). The RNN is trained for TSP, and we add a vector that is a weighted sum of all of the previous hidden states of the model. We call this the residual sum vector (RSV) in analogy to the residual connections in a ResNet. The weights of this memory are learned, and then it is used to impute missing values through a second weight matrix. The model is also inspired by graph-based models, as the weights between the RSVs allow information from the previous time steps to influence the imputation.

There are two major differences in this paper from previous graph-based models and ResNets: first, we use the RSV, a weighted sum of the previous hidden unit states of a predictive RNN as the regressor for the missing values, rather than previous elements of the time series itself. Second, we learn the residual connection weights using back propagation through time (BPTT) in an end-to-end way. To the best of our knowledge, this residual structure has not been previously considered as an approach to the imputation problem in TSP.

From the point of view of graph dependencies, the RSV directly integrates the information from its historical states via weighted paths, much as a weighted graph does. In this way, it can take full advantage of the previous observed information and reduce the negative impact of missing values. We develop a loss function to train the LIME-RNN with incomplete time series in an end-to-end way. The network learns to regress the values of the input variables when they are present, and when the values are missing, they are filled in from this regressor. In this way, the LIME-RNN can be trained with incomplete time series, simultaneously imputing the missing values and conducting TSP. Moreover, our framework is suitable for both “missing at random” data and consecutive missing data. The RNN itself can be a “vanilla” RNN [13], an LSTM network [14], or a GRU network [15]. We explore all three of these variants here.

Our contributions can be summarized as follows.
1) We unify the idea of a residual structure with the method of graph-based modeling of temporal dependencies in the proposed end-to-end framework LIME-RNN.
2) We introduce a loss function to train the LIME-RNN in the presence of missing values, which is applicable for both the random and consecutive missing data settings, and in univariate or multivariate time series. Moreover, when the task is prediction, the LIME-RNN can simultaneously achieve imputation and prediction.
3) The LIME-RNN is evaluated empirically on several synthetic and real-world time series, and the results show that our model obtains state-of-the-art imputation and prediction accuracy.

The remainder of this paper is organized as follows. Section II discusses related work on time-series imputation. Section III introduces the preliminaries on RNNs, graph-based temporal dependencies, and residual short paths. Section IV presents our method formally. Section V describes the detailed experimental settings and Section VI reports results and analysis. We conclude in Section VII.

II. RELATED WORK

The demand for imputing missing data arises in many areas, giving rise to many relevant studies. Traditional time-series imputation methods, such as interpolation, splines, and moving averages (MAs), are commonly used to impute missing values in time series. All of them estimate the missing value from immediately preceding or succeeding values. Hence, they will achieve poor performance when encountering consecutive missing values. The expectation maximization (EM) algorithm [16] is also widely applied in dealing with missing values in time series. Sinopoli et al. [17] combined it with a Kalman filter. Oba et al. [18] combined it with PCA and variational Bayes methods. Both of them reconstruct the missing values by iterative EM steps over the available values.

Similar to the Kalman filter, Li et al. [19] proposed DynaMMo, using a sequence of latent variables to model the underlying linear dynamical system and hidden patterns of the observation sequences for multivariate time-series imputation. White et al. [20] proposed MICE, a sequential linear regression multivariate imputation method, in which the variable with a missing value is regressed on other available variables and draws from the corresponding posterior predictive distribution to replace the missing value. Anava et al. [21] used an AR model to address online TSP with missing values. In particular, they assume that the missing item can be represented as a recursive AR form of its previous nonmissing points and missing ones. However, all of them assume the time series has underlying linear dynamics, while nonlinear dynamics is more common in time series [22]–[24].

Recently, modeling temporal dependencies with graph-based regularization provides a new insight into time-series imputation. The aforementioned TRMF [3] employed a low-rank matrix factorization to deal with the correlation among multiple variables and further generalized the AR model as a weighted dependency graph-based regularizer to learn the temporal dependencies between nonmissing observations and missing values at different time steps, which allows for simultaneous imputation and prediction. However, TRMF is still limited to linear dependency with manually designed structures.
RNNs are suitable for modeling nonlinear temporal dependencies for both univariate and multivariate time series. However, conventional RNNs are based on sequential memory and cannot be trained in the presence of missing values. Although, Brakel et al. [25] presented a training strategy for time-series imputation, their method still required the guidance of ground truth in the training stage. Recently, Lipton et al. [26] used an RNN with an additional binary variable to indicate whether the value is missing or not, and set the missing value to zero when it is missing. This allowed them to train a recurrent network with missingness information, which was especially important in their medical domain. However, their use case was not filling in the missing variables. In medical data, a lack of data is actually useful information (e.g., their use case was not filling in the missing variables. In medical domain. However, their use case was not filling in the missing variables. In medical data, a lack of data is actually useful information (e.g., that a test was not run). Che et al. [27] combined this indicator variable approach with learned decays for variables. However, the problem of RNNs being trained in the presence of missing values, where the values are missing at random (and in the case where their "missingness" is not informative), has not yet been addressed.

Our method is related to TRMF with a temporal dependency graph and RNNs. We address time-series imputation from the viewpoint of modeling graph dependencies with weighted residual short paths. Moreover, our framework is an end-to-end network, adopting a novel learning mechanism, which takes full advantage of the previous observed information of incomplete time series and reduces the negative impact of missing values to the memory in RNNs.

III. PRELIMINARIES

To clarify the proposed method and make the paper more compact, we briefly introduce some basic concepts about RNNs, graph-based temporal dependencies, and residual short paths in this section.

A. Recurrent Neural Networks

RNNs are one of the most popular deep learning network structures. They are especially suitable for dealing with time and spatial correlation because of their recursive processing of historical information and modeling historical memory. Some variants of RNNs, such as LSTMs and GRUs, are widely used in sequence-related scenarios. Given a sequential T-step time series \( x = \{x_1, x_2, \ldots, x_T\} \), an RNN encodes it as a hidden representation \( h = \{h_1, h_2, \ldots, h_T\} \), where the inputs are \( x_t \in \mathbb{R}^n \), and the previous hidden state \( h_{t-1} \in \mathbb{R}^n \). More specifically, RNNs generate \( h_t \) by the current input \( x_t \) and the previous hidden representation \( h_{t-1} \):

\[
\begin{align*}
    z_t &= W_{in}v_t + W_h h_{t-1} + b_{\text{hidden}} \\
    h_t &= f(z_t)
\end{align*}
\]

where \( z_t \) is an internal intermediate state and the model parameters are symbolized by \( W_{in}, W_h, \) and \( b_{\text{hidden}} \). \( f \) is a nonlinear transfer function [e.g., \( f(\cdot) \) is the logistic, tanh, or ReLU]. Furthermore, we can simplify RNNs at time step \( t \) as an \( \mathcal{F}_{\text{RNN}} \) function formulated by

\[
    h_t = \mathcal{F}_{\text{RNN}}(h_{t-1}, x_t; W)
\]

where \( W \) denotes all of the parameters. \( \mathcal{F}_{\text{RNN}} \) encapsulates the different RNN variants.

B. Graph-Based Temporal Dependencies

Yu et al. [3] have elaborated on how to introduce graph-based regularization into conventional matrix factorization to capture temporal dependencies. These dependencies are simplified to an AR structure illustrated in Fig. 1. For example, assuming the missing variable at time step \( t \) is \( x_t \), the AR dependencies can be formulated as

\[
    x_t = \sum_{l \in \mathcal{L}} W^{(l)} x_{t-l}
\]

where \( W \) is the weights between different time steps and \( \mathcal{L} \) denotes a lag set that needs to be manually specified.

C. Residual Short Paths

The ResNet [12] adds an identity mapping between the input and output of a module that allows the layer to just learn a residual difference between its input and output. This structure allows gradient information to flow backwards through the network, allowing very deep networks to be learned. Recently, Veit et al. [28] performed an enlightening analysis of ResNets, and they argued that a ResNet can be regarded as an ensemble of relatively shallow networks. As seen in Fig. 2, adapted from their paper, a 3-block ResNet is a collection of \( 2^3 = 8 \) short paths with different lengths. In their view, with the structure of short paths, the flow of the gradient information can be efficiently propagated in this corresponding shallow network. This is the main reason why ResNets works so well.

IV. PROPOSED METHODS

In this section, we present our new framework for time-series-related tasks with missing values. We first introduce our LIME-RNN framework. Then, we review how our RSV idea relates to the graph-based dependency framework.

A. Proposed LIME-RNN Framework

We define a time series of length \( T \) as \( X = \{x_1, x_2, \ldots, x_T\} \), where each \( x_t \in \mathbb{R}^n \). Since we are focusing on incomplete
time series, we require a corresponding set of indicator vectors, $\mathcal{M} = \{m_1, m_2, \ldots, m_T\}$, $m_i \in \{0, 1\}^n$, where $m_{it} = 0$ indicates $x_{it}$ is given, and $m_{it} = 1$ indicates $x_{it}$ is missing, where $x_{it}$ is the $i$th component of the vector $x_t$. The framework of our LIME-RNN is shown in Fig. 3. Note that the RNN layer can be composed of any kind of RNN unit.

We introduce the RSV to the RNN for integrating the history information flow from hidden states, and draw it as the green units in Fig. 3. The output of RSV at time step $t$ is an RSV denoted by $r_t \in \mathbb{R}^m$ (i.e., the same dimension as $h_t$). $r_t$ is defined in general as

$$ r_t = \begin{cases} f(h_t) & \text{if } t = 1 \\ f(h_t + g(W_m r_{t-1})) & \text{if } t = 2, 3, \ldots, T \end{cases} $$  \hspace{1cm} (5)

where $g$ and $f$ are vector-valued functions, $W_m \in \mathbb{R}^m \times m$ and $h_t \in \mathbb{R}^m$ denotes the output of the RNN hidden layer at time $t$.

However, in this paper, we assume $f$ and $g$ are the identity function, so we can write this simply as

$$ r_t = \begin{cases} h_t & \text{if } t = 1 \\ h_t + W_m r_{t-1} & \text{if } t = 2, 3, \ldots, T \end{cases} $$  \hspace{1cm} (6)

which can be written in closed form as

$$ r_t = \sum_{i=0}^{t-1} (W_m)^i h_{t-i} $$  \hspace{1cm} (7)

where we assume $(W_m)^0 = I$. Assuming the spectral radius of $W_m$ is less than 1, this represents an exponentially decaying weighted history of the hidden unit vectors. Hence, we use a weighted transformation $W_m$ in Fig. 3 instead of the identity structure used in ResNet [12]. Due to the weighted transformation, we can regard the residual short paths as a weighted graph model. More specifically, it takes into account the temporal dependencies of neighboring nodes, fusing RNNs’s hidden states, and history information flow of the previous RSV with weighted residual connections.

We then learn to approximate the next input using a weighted sum of the RSV as follows:

$$ z_{t+1} = W_{imp} r_t $$  \hspace{1cm} (8)

where $W_{imp} \in \mathbb{R}^{n \times m}$ is a learned transformation matrix, and $z_{t+1}$ is trained to approximate $x_{t+1}$ when present, and is used to impute it when missing.

A novel learning mechanism that guides LIME-RNN to take advantage of the previous observed information flow can be divided into two stages: 1) forward propagation and 2) error back propagation.

1) Forward Propagation: As seen in Fig. 3, two kinds of links enable LIME-RNN to directly model time series in the presence of missing values: 1) dashed blue links and 2) solid blue links. Our training process runs under two cases: 1) approximation and 2) imputation. Dashed blue links are for approximation and solid blue ones are for imputation. If the next input $x_{t+1}$ is revealed, we train the output $z_{t+1}$ of the RSV to approximate $x_{t+1}$, aiming to model temporal dependencies between $x_{t+1}$ (including the case of missing terms) and the history vector. When $x_{t+1}$ is missing, we directly copy $z_{t+1}$ to $x_{t+1}$.

More formally, the input $u_t$ to LIME-RNN is obtained by integrating the ground truth $x_t$ and the imputed value $z_t$, as indicated by $m_t$

$$ u_t = x_t \circ m_t \oplus z_t \circ m_t $$  \hspace{1cm} (9)

where $m_t$ is the indicator vectors as defined above, $\circ$ is the element-wise product, $\oplus$ is element-wise addition, and $-$ is the negation operator. This expression simply copies the elements of $z_t$ to the locations of missing items in $x_t$ during forward propagation.

2) Error Back Propagation: At each time step $t$, according to the existence of input $x_t$ or not, the approximating loss $L_{t, \text{approx}}$ is simply the squared error loss between the
approximation and the existing values
\[
L_{\text{approx}}(z_t, x_t) = \|z_t - x_t\|_2^2. \tag{10}
\]
Here, \(m\) simply masks off missing data from the approximation loss.

Let the superscript \(k\) denote the \(k\)th sample of time-series collections \((k = 1, 2, \ldots, N)\), and the overall training loss \(L_{\text{total}}\) has two terms: 1) the total approximating loss term \(L_{\text{total\_approx}}\) and 2) the task-related loss term \(L_{\text{total\_target}}\)
\[
L_{\text{total\_approx}} = \sum_{k=1}^{N} \sum_{t=1}^{T-1} L_{\text{approx}}(z_{t+1}^{(k)}, z_t^{(k)}) \tag{11}
\]
\[
L_{\text{total\_target}} = \sum_{k=1}^{N} L_{\text{target}}(d^{(k)}, y_T^{(k)}) \tag{12}
\]
where \(d^{(k)}\) and \(y_T^{(k)}\) denote the task-related target and output of the \(k\)th sample. The term \(L_{\text{total\_target}}\) will depend on the task. For example, if the task is TSC, \(L_{\text{target}}\) will be cross-entropy loss.

Therefore, the overall training loss \(L_{\text{total}}\) is obtained by combining (11) and (12)
\[
L_{\text{total}} = L_{\text{total\_approx}} + \lambda_{\text{target}} L_{\text{total\_target}} \tag{13}
\]
where \(\lambda_{\text{target}}\) is a coefficient weighting the importance of the task loss (we will usually simply set this to 1). This loss function can be optimized by the standard BPTT algorithm.

Finally, the network update of the hidden unit activations can be described by using the unified input form of \(u_t\)
\[
h_t = f(W_{\text{in}} u_t + W_h h_{t-1} + b_{\text{hidden}}) \tag{14}
\]
where \(W_{\text{in}}, W_h, \) and \(b_{\text{hidden}}\) denote the framework parameters and \(f\) is the activation function. Furthermore, a generalized function \(F_{\text{RNN}}\) is used to summarize our framework
\[
h_t = F_{\text{RNN}}(h_{t-1}, u_t, W) \tag{15}
\]
Here, we are purposely being agnostic about how the output \(y_T\) is computed. There can be any pathway from \(h_T\) and/or \(r_T\) to \(y_T\)—a simple learned weight matrix or a feedforward network, which would provide a pathway for error propagation due to the target loss. With the end-to-end loss function of (13) and the generalized recursive update form of (15), our framework models incomplete time series from the residual information flow for missing items (represented here by \(u_t\)) and the hidden state, which can be trained in an end-to-end manner in the presence of missing values. Furthermore, when the task is prediction of the next input, the model can simultaneously achieve both imputation and prediction.

B. Discussion: Temporal Dependencies and Residual Short Paths in LIME-RNN

LIME-RNN combines the merits of graph-based models with explicitly modeled temporal dependencies via weighted residual connection between nodes, with the merits of RNNs that can accumulate historical residual information and learn the underlying patterns of incomplete time series automatically. Compared to other general graph methods (such as [3], shown in Fig. 1), our LIME-RNN has several advantages.

1) The dependency between input variables can be nonlinear, and is mediated in our model by the learned hidden unit representation through \(z_t\).
2) The temporal dependency graph in LIME-RNN considers all direct connections among hidden variables [e.g., given \(K\) previous points, the number of residual short paths is \(2^K\), as in Fig. 2(b)], which avoids the handcrafted design of the dependency structure.
3) These residual short paths in LIME-RNN can be automatically learned in an end-to-end way using BPTT, which does not limit the system to some set of user-intuited assumptions, such as the dependency length (delay) in autoregression (AR).

V. EXPERIMENTAL DETAILS

In this section, we conduct a comparison between our framework and several state-of-the-art methods for time-series imputation of missing values, and empirically evaluate the performance of different RNN unit types in the LIME-RNN model. First, we introduce the datasets. Second, we describe our data-preprocessing procedures, experimental details, and the comparison methods. Third, we show the experimental results on univariate and multivariate time series. Then, we visualize the imputation results of more realistic cases where data are consecutively missing on both univariate and multivariate datasets. Finally, we investigate the effects of hyper-parameters, investigate error accumulation on a particular dataset, and, finally, report the runtime of our algorithm.

A. Datasets

The datasets we use are summarized in Table I, and include five univariate time series and three multivariate ones. The datasets are as follows.

1) Sanity check [21] is a synthetic time series generated from a fifth-order AR equation: \(x_t = \phi_0 + \sum_{i=1}^{5} \phi_i x_{t-i} + \epsilon_t\), where \(\phi_0\) and \(\{\phi_i\}_{i=1}^{5}\) are set to 0, 0.6, \(-0.5, 0.4, -0.4, 0.3\), respectively. The noise terms \(\{\epsilon_t\}\) are sampled from a distribution of \(N(0, 0.3^2)\). The first five points \(\{x_t\}_{t=1}^{5}\) are initialized by 1, 2, 3, 4, and 5, respectively.
2) Monthly temperature [29] is a real-world univariate time series of the average monthly temperature in England between January 1723 and December 1970.
4) ElectricityLoadDiagrams [31] records clients’ electricity consumption every 15 min with 140 256 data points. We select one of the client’s data as a univariate time series and downsample to 17 536 points, called Electricity\_MT124.
6) DSIM [33] is a simulated diabetes multivariate dataset. 16-D data with additive Gaussian noise is generated for each simulated minute, yielding 1440 data points.

7) SCITOS G5 [34] is a real-world dataset, which consists of the measurements of the 24 ultrasound sensors of a SCITOS G5 robot navigating a room. The 5456 sensor readings were sampled at a rate of 9 Hz as the robot was following the wall of the room in a clockwise direction, making four trips around the room.

8) Traffic volume is a real-world Traffic volume dataset collected from ten stations in the freeway network in a province of China. Each station records flow every 5 min from February to April, resulting in 25,632 records. Considering that the ten stations are in the same highway network, we treat it as a multivariate time series and downsample the recording interval every 30 min, obtaining 4,272 10-D records.

Each dataset is preprocessed as shown in Table I. We either subtract the mean value of the entire dataset or normalize the raw data by a linear transformation using the maximum and minimum (min–max normalization) [33] of the dataset. For the Traffic volume dataset, we smooth the data using a 5-step sliding-average smoothing (also called rectangular boxcar smoothing) [35], [36], that is, each point is replaced by the mean of the two points before and after it and the point itself.

### B. Creating Missing Data

As shown in Table I, we implemented two methods of creating missing values: 1) missing at random and 2) consecutive missing. Missing at random simply means we randomly choose $N$ data points, which is often more realistic, mimicking device failures or lost records of a traffic toll-collection station. First, we set a fixed length $L$ for each missing section. For Ozone, the length is 12, for Traffic volume, the length is 24 (this corresponds to half of the day). Based on the proportion of the missing rates are annealed during training. Initial weights were uniformly distributed in the range $[-0.1, 0.1]$. For training, we used the Adam optimizer [38] and stopped training when the loss flattens out. The coefficient $\lambda_{target}$ of (13) is set to 1 for the goal of one-step-ahead prediction; this is identical to the approximation loss, and both are trained to estimate the next input, $x_{t+1}$. In the one-step-ahead prediction task, we must slice the time series into fixed length subsequences; hence, we have to choose $T$, the length of the subsequences (as in Fig. 3). The choice of $T$ is shown in the last column of Table I, and the relevant details are discussed in Section VI-D (hyper-parameter analysis). These subsequences

As noted in Table I, for Ozone, we used both random and consecutive missing. We removed one segment of length 12 and then 13 missing at random points from the first 156 data points, while holding out the last 24 points to evaluate prediction performance. We use Ozone to visualize the results on a univariate dataset (see Fig. 7).

### C. Tasks

On the univariate datasets, we conduct both the imputation and prediction tasks. We divide the time series into two parts: the first 70% for training and the remaining 30% for testing prediction accuracy. We do not use a holdout set, but train until the error flattens out. Since our model is trained to impute missing data based on the data that are not missing, when we train the model, we can leave data out, and give the results of the imputation on the missing data in the training set. In this manner, we can measure performance on the training set, since the ground truth for the missing data is not used in training.

Thus, we report the imputation error on the training set while focusing on the prediction performance on the test set.

On the multivariate datasets and with the following previous work [3], [19], [33], we only conduct the imputation task and compute the imputation performance on the entire dataset.

### D. LIME-RNN Implementation Details

For the LIME implementation, we used a single-layer RNN with 128 neurons. We tried all three recurrent unit types: vanilla RNN, GRU, and LSTM. For brevity, we only report the results of LIME-LSTM. LIME-GRU performed comparably to LIME-LSTM, and occasionally better, but only by small amounts. LIME-vRNN performed significantly worse than the other two. The Nemenyi test (statistical test) [37] on all three recurrent unit types is conducted in Section VI.

The initial learning rates (ILR) and mini-batch size (MBS) are shown in the penultimate column of Table I. The learning rates are annealed during training. Initial weights were uniformly distributed in the range $[-0.1, 0.1]$. For training, we used the Adam optimizer [38] and stopped training when the loss flattens out. The coefficient $\lambda_{target}$ of (13) is set to 1 for the goal of one-step-ahead prediction; this is identical to the approximation loss, and both are trained to estimate the next input, $x_{t+1}$. In the one-step-ahead prediction task, we must slice the time series into fixed length subsequences; hence, we have to choose $T$, the length of the subsequences (as in Fig. 3). The choice of $T$ is shown in the last column of Table I, and the relevant details are discussed in Section VI-D (hyper-parameter analysis). These subsequences

<table>
<thead>
<tr>
<th>Data set</th>
<th>Dimensionality</th>
<th>Length</th>
<th>Preprocessing</th>
<th>Data source</th>
<th>Missing type</th>
<th>Missing rate</th>
<th>ILR/MBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanitary check</td>
<td>univariate(1)</td>
<td>496</td>
<td>mean</td>
<td>Synthetic</td>
<td>random</td>
<td>from 5% to 50%</td>
<td>0.01/5/1</td>
</tr>
<tr>
<td>Monthly temperature</td>
<td>2976</td>
<td>min-max</td>
<td></td>
<td>Real world</td>
<td>random</td>
<td>in increments of 5%</td>
<td>0.01/8/19</td>
</tr>
<tr>
<td>Daily births</td>
<td>5113</td>
<td>min-max</td>
<td></td>
<td>Ozone concentration</td>
<td>random &amp; consecutive</td>
<td>0.15/1/10</td>
<td></td>
</tr>
<tr>
<td>Electricity_MT124</td>
<td>17536</td>
<td>min-max</td>
<td></td>
<td>Real world</td>
<td>random</td>
<td>from 5% to 50%</td>
<td>0.01/12/36</td>
</tr>
<tr>
<td>DSIM</td>
<td>multivariate(16)</td>
<td>1440</td>
<td>min-max</td>
<td>Ozone concentration</td>
<td>continuous</td>
<td>1.0%</td>
<td>0.01/3/36</td>
</tr>
<tr>
<td>SCITOS G5</td>
<td>multivariate(24)</td>
<td>5456</td>
<td>min-max</td>
<td>Ozone concentration</td>
<td>continuous</td>
<td>1.0%</td>
<td>0.01/3/36</td>
</tr>
<tr>
<td>Traffic volume</td>
<td>multivariate(10)</td>
<td>4272</td>
<td>smoothing</td>
<td>Ozone concentration</td>
<td>continuous</td>
<td>1.0%</td>
<td>0.01/3/36</td>
</tr>
</tbody>
</table>
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overlap, which is commonly called “many-to-one” training. For consistency, we apply this training technique to all RNNs, including both univariate and multivariate data.

The experiments were run on the tensorflow platform using an Intel Core i5-6500, 3.20-GHz CPU with 32-GB RAM, and a GeForce GTX 980-Ti 6G. All of the following experiments are repeated five times with different initial random weights and their average results reported.

E. Comparison Methods

Most imputation algorithms are designed for interattribute correlations, while univariate time series only have one attribute. Therefore, not all algorithms apply to both univariate and multivariate imputation. We divide the comparison techniques into univariate methods and multivariate ones, and introduce them separately.

1) Univariate Methods: Here, we compare LIME-RNN with six representative time-series imputation methods, on both imputation and prediction tasks. We include the prediction task because if we compared the methods solely on imputation, the efficacy of the method in the service of a task would not be apparent. However, the imputation methods described below do not have a mechanism for prediction, so they need to be combined with predictors, such as ARMA [39] or LSTM.

For each dataset, we use the same predictor for each method, but different datasets will use different predictors depending on the characteristics of the dataset. In particular, for Sanity check, we use ARMA as the predictor since the time series is derived from the AR equation. For Monthly temperature with strong seasonal patterns, we replace ARMA with seasonal ARIMA (SARIMA) [40]. For Daily births, Electricity_MT124, and Ozone, we use an LSTM network as the predictor due to the nonlinearity of these datasets.

The six imputation methods for univariate time series are as follows.

1) Forward Imputation: This method simply replaces the missing value with its last observed value.¹
2) Indicator Variable Approach [26]: This method adds a Boolean indicator variable at each time step that is 1 if the data are missing, and 0 otherwise. As in the work of [26], missing values are set to 0.
3) Spline Imputation [41]: Missing values are estimated with spline interpolation.
4) MA Imputation [42]: Missing values are replaced with the mean of the values in a window around the missing value. For example, a missing value at time \( t \) will be imputed by the mean of observations at \( t - 2 \), \( t - 1 \), \( t + 1 \), and \( t + 2 \) (assuming the window size is 2).
5) Regularized EM (RegEM) Imputation [43]: This is a regularized variant of the EM algorithm for imputation.
6) Kalman Imputation [17]: This algorithm assumes an underlying structural time-series model and employs the Kalman filter to estimate its parameters. The estimation is done by maximizing the log-likelihood using iterative steps, and the resulting Kalman smoothed estimator is used to complete the missing values.

The imputation methods Spline, MA, and Kalman were implemented using the imputeTS toolkit in R [44].

2) Multivariate Methods: We compare seven representative multivariate imputation methods with our model. These include the following techniques.

1) BPCA [18]: This method jointly conducts PCA regression, Bayesian estimation, and EM learning to fill missing values with estimated values.
2) MICE [20]: This method is sequential regression multivariate imputation, in which the variable with missing values is regressed on other available variables, and draws from the corresponding posterior predictive distribution to replace the missing value.
3) Fourier [33]: This method is based on the Fourier transform, and uses the past values of each variable to impute each missing value.
4) Lagged k-Nearest Neighbors (Lk-NN) [33]: This method is based on the \( k \)-nearest neighbor imputation (k-NN) [45]. They first obtain the top-\( k \) neighbors by calculating the Euclidean distance between the remaining available attributes with other complete inputs. Then, they impute the missing item with the average (or weighted average) of the corresponding item of the top-\( k \) neighbors. This paper also introduces time-lagged correlations between variables.
5) FL k-NN [33]: This is an ensemble method that combines Lk-NN and the Fourier transform.
6) Dynammo [19]: This method is based on EM and the Kalman filter. It learns a linear dynamical system in the presence of missing values and imputes them.
7) TRMF [3]: This is a recently proposed framework for multivariate time-series imputation and prediction, which introduces temporal graph regularization into matrix factorization.

We construct a baseline method called H-LSTM to verify the effectiveness of the graph-based residual paths. H-LSTM learns a matrix \( W_{\text{imp}} \) as in LIME-RNN, but directly tries to predict the next input value \( x_{t+1} \) from the hidden unit activations at time \( t \)

\[
z_{t+1} = W_{\text{imp}} h_t.
\]

where \( W_{\text{imp}} \in \mathbb{R}^{n \times m} \) is a learned transformation matrix. This should be compared to (8). This method uses the same end-to-end loss function of (13). Finally, to further verify the benefit of the graph-based residual paths versus simply skipping connections, we also constructed a baseline called RH-LSTM, which introduces skip connections into H-LSTM. This strategy was proposed by Wang and Tian [46].

We evaluate the results by using root mean square error (RMSE) for all time series except for DSIM. In order to directly compare with the published results, we use mean absolute error (MAE) for DSIM [33]

\[
RMSE = \sqrt{\frac{\sum_{i \in \Omega} (x_i - \hat{x}_i)^2}{|\Omega|}}
\]

¹There are two other simple imputation methods, zero and mean imputation. Since their overall performance is similar to forward imputation, we omit them for brevity.
lines group algorithms into cliques, within which there is no significant
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Fig. 4. Critical difference diagram for our framework on univariate imputa-
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where $\Omega$ denotes the index set of the missing values and $|\cdot|$ denotes its size. $x_i$ and $\hat{x}_i$ are the ground truth and imputed value of the $i$th missing item, respectively. Similarly, we use RMSE to evaluate the prediction performance.

VI. RESULTS AND ANALYSIS

We first give quantitative results comparing our algorithm on imputation and prediction on the univariate datasets, and then imputation on the multivariate datasets. In general, we find our algorithm is state of the art. Following this, for qualitative comparison, we provide visualizations of the performance of our algorithm and the competing algorithms on these tasks on the Ozone (univariate) and Traffic (multivariate) datasets. We then examine the effect of hyperparameters on our algorithm. We also show how our algorithm is able to recover from errors, and give an empirical comparison of the runtime of our algorithm against a standard LSTM network.

A. Performance Comparison on Univariate Datasets

The imputation performance of each algorithm on the univariate datasets with different missing rates is reported in Table I of the supplementary material (due to space constraints, we only show statistical results here). As shown, LIME-LSTM outperforms the other algorithms on all but 3 of the 40 examples, and is second best on those. LIME-LSTM is better than RH-LSTM, showing that the RSV is indeed more effective than simply adding skip connections. In addition, LIME-LSTM is superior to H-LSTM, showing that the RSV is more effective than simply learning a mapping from the hidden unit vector at the previous time step. On the other hand, H-LSTM does provide a strong baseline, and demonstrates the effectiveness of our end-to-end loss function.

In addition, the Nemenyi test (a nonparametric statistical test) was conducted on the rank-order performance of the algorithms. Fig. 4 shows the critical difference diagram. In this diagram, groups of algorithms that are not significantly different at the $p \leq 0.05$ level in rank are connected. As mentioned above, we also tried our method with GRU and vanilla RNN units. The statistical analysis shows that the LSTM and GRU versions of our algorithm are not statistically significantly different in this experiment, while LIME-LSTM is superior to all others, including RH-LSTM, H-LSTM, and LIME-vRNN. We conclude that at this significance level (the critical difference is 2.142), our method is clearly the winner. The closest competitor that is not one of our models is the Kalman filter method, which is not statistically different than the RegEM or MA method. According to the ranking, the forward imputation, spline, and indicator methods performed worst.

As mentioned in Section V-E, after performing imputation, we then combined these methods with suitable predictors to perform one-step-ahead prediction on the remaining 30% of datasets. The performance is shown in Table II of the supplementary material. Our method gives the best results in every case except one, and is second best on that. To check that this was not by chance, we again performed the Nemenyi test to obtain a statistical comparison of the methods.

The statistical results are shown in Fig. 5. Again, we find that the LSTM and GRU performance are not significantly different. While RH-LSTM, LIME-vRNN, and H-LSTM are not significantly different in rank from LIME-GRU, LIME-LSTM is better at the $p \leq 0.05$ level. Again, the forward imputation, spline, and indicator variable methods performed worst. The connection between forward imputation and the indicator variable approach shows that although the latter adds an additional variable indicating whether the current value is missing, experimental results show that this variable provides little gain on the prediction task. This makes sense in this context, as the indicator variable was actually informative in the medical setting where it was used by Lipton et al., and there is no reason to believe it will be informative here, where values are missing at random.

B. Performance Comparison on Multivariate Datasets

Following the previous research, we performed imputation on the entire DSIM and SCITOS G5 datasets. Table III of the supplementary material shows the results. The results of BPCA, MICE, RegEM, Fourier, L$^4$-NN, and FL$k$-NN on DSIM were taken from [33]. In other cases, the results are obtained by running the original authors’ source code on the data. Again, our method achieves the best results on 17 out of the 20 comparisons, and performs better as the missing rate increases. TRMF performs poorly because it relies on traditional matrix factorization techniques, which are more suitable for the linear case, while here we have nonlinear data. DynaMMeo is better on SCITOS when the missing rate is 5%–15%, but LIME-LSTM is not far behind.

We performed the same statistical test (Nemenyi test) as before. The results are shown in Fig. 6. The performance of two instances of our framework, LIME-LSTM and LIME-GRU, are similar and ranked 1 and 2, respectively. This indicates that they have similar modeling capabilities for univariate
and multivariate imputation while, as before, LIME-vRNN shows inferior performance.

In this analysis, while our results are numerically superior, FLk-NN, RH-LSTM, and H-LSTM are not significantly different from LIME-LSTM or LIME-GRU. It is worth examining FLk-NN a little more closely. It actually uses two methods: 1) Fourier and 2) Lk-NN. The Fourier transform is fit to the available variables, and then the inverse Fourier transform is used to impute the missing values.

Lk-NN is a lagged k-nearest neighbors algorithm, where the lag is determined by the highest correlations with the missing variables. This part of the algorithm has two parameters that must be chosen by hand: k is the number of nearest neighbors and p is the number of time lags. The algorithm takes the p lags with the strongest correlation for each pair of variables, and the k nearest neighbors across all lags (weighted by the strength of the correlation), and averages the results. The results of these two methods are then averaged. This is a complex method compared to ours, with a number of hand-chosen parameters. Our method is clearly more elegant, and numerically outperforms this method.

RH-LSTM and H-LSTM, while not significantly different from the LIME models at the p ≤ 0.05 level, show the importance of learning representations to predict missing variables, and suggest that deep networks are better able to take advantage of interactions between components of a multivariate time series than the remaining methods.

C. Imputation Visualization

In this section, we provide a visualization of our model’s performance compared with the other methods for both a univariate case (Ozone) and a multivariate case (Traffic). Here, we consider the setting in which the data are consecutively missing, which is closer to what is encountered in real-world data. In the following discussion, we compare the results based on one instance of LIME-LSTM.

1) Univariate Results: In Fig. 7, we visualize the imputation and prediction results of six methods on the Ozone concentration dataset. As noted above, there are 13 randomly missing points, as well as a section of 12 consecutive missing data points, starting around the 58th time step. The data shown in the figure start after the first 40 points in the sequence, because there are no missing data in that section of the time series.

As shown in Fig. 7(f), LIME-LSTM achieves excellent imputation and prediction performance. The imputed values (red points) are located on the original curves. Due to the end-to-end loss function, H-LSTM also works well [Fig. 7(e)], but does not quite reach the peak of the consecutively missing data around time step 60. The imputation performance of the remaining algorithms is poor for the consecutively missing section of the data. None of them are able to capture the fact that there should be a peak here. The reason is that these algorithms impute the missing values from immediately preceding and succeeding values, which are not available in the case of consecutively missing data. Also, the existing previous and succeeding values are both low, so the imputed values by these algorithms are also low. This is especially evident in the Kalman model’s imputation [Fig. 7(d)].

The pink shaded region of Fig. 7 shows the prediction performance of the algorithms. All use an LSTM network for the prediction portion. As such, all work reasonably well, but H-LSTM and LIME-LSTM predict curves that are smoother than the other methods. Between the two, LIME-LSTM is more accurate at predicting peaks and valleys. It is clear here that these methods would also benefit from using such a model to impute consecutively missing data, as this would clearly have helped around time step 58.

2) Multivariate Results: We visualize the imputation results of six different methods on the Traffic volume dataset, in Fig. 8. The data contain 18 consecutive missing blocks of length 24. This dataset is 10-D, so here we just show the results on one of the ten variables. The others are similar.

To show the differences between the methods clearly, we have zoomed in on the imputation results of the pink region. DynaMMo and TRMF completely fail in this setting. TRMF models the missing values in two ways: first, using correlations between the ten variables at the same time step, and second, by the dependency graph regularization. Since the values of all ten variables at the same time interval are deleted, there is nothing to correlate with (this also causes the failure of DynaMMo). Moreover, since the missing time interval is relatively large, the dependency graph regularization is not effective. The Fourier approach uses past values to impute missing values; FLk-NN combines this with using correlations between variables. As a result, these two algorithms essentially repeat the previous values, just shifting some number of time steps, as can be seen in Fig. 8(c) and (d). This completely distorts the original characteristics of the data. Since both H-LSTM and LIME-LSTM are learning to model the dynamics of the time series, they perform much better, with a small offset from the missing data. However, H-LSTM fails to maintain the dynamics across the entire interval in the pink region of Fig. 8(e). On the other hand, as seen in Fig. 8(f), LIME-LSTM is superior to the other methods both in accuracy and stability. The H-LSTM models the temporal dependencies via the hidden unit state in the LSTM, while the LIME-LSTM model is able to use the longer-term history, as captured by the RSV, similar to the residual-short-path structure in a ResNet.

D. Hyper-Parameter Analysis

The above results used a fixed hyper-parameter setting of a single layer of 128 neurons. Here, we perform an empirical
evaluation of the effects of two hyper-parameters: 1) the number of hidden units and 2) the number of recurrent layers. We perform this evaluation using the imputation task on four of the time series (with missing rates shown in parentheses in Fig. 9) to demonstrate why the particular hyper-parameter setting was used. We do the evaluation by varying one parameter at a time while maintaining the other parameters fixed.

As shown in the first row of Fig. 9, the influence of the number of hidden units on the imputation performance is slight. As shown in the second row, adding additional recurrent layers quickly leads to overfitting. As shown in the third row, for each time series, there is a “sweet spot” for $T$ that is relatively stable across a range of values. If the time slice is too short, there may be not enough history in the RSV for the network to pick up on. If the time slice is too long, we hypothesize that the poorer results are due to the exploding gradient problem. For stable training, we have to clip the maximum norm of the gradient to 10, following common practice. As a result of these analyses, we used one layer of 128 neurons, while making $T$ as small as possible while maintaining performance.

E. Error Accumulation Analysis

Inevitably, the missing values imputed by the network should yield errors. Here, we argue that these errors will not accumulate quickly along the forward propagation since the network is able to recover from its previous errors. Assume that $x_t$ is missing and $x_{t+1}$ is revealed in our model, we feed
Fig. 9. Plots show the imputation performance of the four datasets under different hyper-parameters. The missing rates are shown in parentheses. The first row shows the influence of the number (#) of hidden units, the second row shows the influence of additional layers, and the third row shows the influence of $T$. (a) Sanity check (50%). (b) Monthly temperature (15%). (c) Daily births (40%). (d) SCITOS G5 (15%).

the imputed value of $x_t$ (which will have some amount of error) into the network and then the RSV at time $t$ is trained to predict the revealed value $x_{t+1}$. In this way, the network can learn to recover from previous errors. In other words, the network has the ability to reduce the errors by approximating the revealed value.

We perform some experiments to verify this ability. The setup is as follows: first, we train LIME-LSTM on the Monthly temperature(20%) dataset, and then save the model and record the imputation and prediction results (denoted as $R_i$ and $R_p$, respectively). Next, we test the saved model with the same data, but we artificially amplify the error by adding uniform random noise $U$ in increasing amounts at each imputation and record the imputation and prediction results (denoted as $R_i’$ and $R_p’$, respectively). Finally, the deviation of the original result and the noise-added result is calculated (i.e., $|R_i - R_i’|/R_i \times 100\%$) to measure the model’s ability to recover from errors. For comparison purposes, the same settings are applied to H-LSTM.

From Table II, on the one hand, at a noise level of $U(-0.1, 0.1)$, the deviation is small, which verifies that our assumption that the model is able to recover from errors, but as the noise level increases, the deviation increases at a superlinear rate. On the other hand, compared with H-LSTM, LIME-LSTM is more capable of recovering from errors, benefiting from the residual short path which correlates sufficient history information with the missing item, further improving its ability to recover from errors.

### Table II

<table>
<thead>
<tr>
<th>Noise Level $U(a, b)$</th>
<th>The deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H-LSTM</td>
</tr>
<tr>
<td></td>
<td>imputation</td>
</tr>
<tr>
<td>(-0.1, 0.1)</td>
<td>3.54</td>
</tr>
<tr>
<td>(-0.2, 0.2)</td>
<td>5.04</td>
</tr>
<tr>
<td>(-0.3, 0.3)</td>
<td>11.73</td>
</tr>
<tr>
<td>(-0.4, 0.4)</td>
<td>14.96</td>
</tr>
<tr>
<td>(-0.5, 0.5)</td>
<td>21.90</td>
</tr>
</tbody>
</table>

*a and b are the minimum and maximum values of the distribution $U$.

Fig. 10. This plot shows a runtime comparison of training times with an increasing number (#) of hidden units between vanilla LSTM, H-LSTM, and LIME-LSTM on the SCITOS G5(20%) dataset.

### F. Runtime Analysis

It is impossible to compare the runtime of our method with other methods since most methods use a CPU and a variety of platforms, while we use GPUs on tensorflow. However, under the same setting, the runtime comparison
between vanilla LSTM, H-LSTM, and LIME-LSTM with an increasing number of hidden units for 100 epochs of training on the SCITOS G5 (20%) dataset is shown in Fig. 10. First, comparing vanilla LSTM with H-LSTM, our proposed loss function incurs extra cost for detecting missing values. Comparing H-LSTM with LIME-LSTM, the computation of the RSV only slightly increases the runtime. In general, the runtime complexity does not increase significantly.

VII. CONCLUSION

In this paper, we presented a novel framework, LIME-RNN, that combines the idea of a graph-based structure with residual short paths, and learns temporal dependencies from incomplete time series in an end-to-end way. A simple linear exponentially decaying memory trace of the hidden unit vector is introduced in LIME-RNN, which enhances the temporal modeling capabilities for incomplete time series. LIME-RNN was evaluated on several synthetic and real-world time series with different missing rates and with both missing at random and consecutively missing data. Extensive experimental results on both random and consecutive missing data demonstrate that LIME-RNN outperforms other state-of-the-art methods on imputation and prediction with missing values.

Throughout this paper, the missing pattern we studied here is random missing (meaning that the missingness is not informative). In other cases, such as time-series data from medical applications, the fact that a test has not been run, so the test results are missing, can actually be informative [26]. Investigating how to combine these types of missing data with our approach is left for future work. Also, we only concerned ourselves here with TSP. It also remains in future work to apply our framework to the case of TSC in the presence of missing values.

ACKNOWLEDGMENT

The authors are grateful for the constructive advice received from the anonymous reviewers of this paper.

REFERENCES


Qianli Ma (M’17) received the Ph.D. degree in computer science from the South China University of Technology, Guangzhou, China, in 2008. He is an Associate Professor with the School of Computer Science and Engineering, South China University of Technology. From 2016 to 2017, he was a Visiting Scholar with the University of California at San Diego, La Jolla, CA, USA. His current research interests include machine-learning algorithms, data-mining methodologies, and time-series modeling and their applications.

Sen Li is currently pursuing the master’s degree with the School of Computer Science and Engineering, South China University of Technology, Guangzhou, China. His current research interests include machine learning and deep learning.

Lifeng Shen received the bachelor’s degree in mathematics from Jinan University, Guangzhou, China, in 2015 and the master’s degree in computer science from the School of Computer Science and Engineering, South China University of Technology, Guangzhou, under the supervision of Prof. M. Qianli. He is currently a Research Assistant with the Hong Kong University of Science and Technology, Hong Kong, working with Prof. J. T. Kwok. His current research interests include machine learning, deep learning, and time-series mining.

Jiabing Wang received the Ph.D. degree in computer science from the Huazhong University of Science and Technology, Wuhan, China, in 2003. He is currently an Associate Professor with the School of Computer Science and Engineering, South China University of Technology, Guangzhou, China. His current research interests include machine learning, algorithm design for data mining and its applications to social network analysis, natural language processing, bioinformatics, and computer vision.

Jia Wei received the B.Sc. and M.Sc. degrees in computer science from the Harbin Institute of Technology, Harbin, China, in 2003 and 2006, respectively, and the Ph.D. degree in computer science from the South China University of Technology, Guangzhou, China, in 2009. He is currently an Associate Professor with the School of Computer Science and Engineering, South China University of Technology. His current research interests include machine learning and artificial intelligence.

Zhwen Yu (S’06–M’08–SM’14) received the Ph.D. degree in computer science from the City University of Hong Kong, Hong Kong, in 2008. He is a Professor with the School of Computer Science and Engineering, South China University of Technology, Guangzhou, China, and an Adjunct Professor with Sun Yat-sen University, Guangzhou. He has published over 100 refereed journal papers and international conference papers. His current research interests include data mining, machine learning, pattern recognition, and intelligent computing.

Dr. Yu is a Distinguished Member of the China Computer Federation, a Senior Member of ACM, and the Vice Chair of the ACM Guangzhou Chapter.

Garrison W. Cottrell received the Ph.D. degree in computer science from the University of Rochester, Rochester, NY, USA. He was a Postdoctoral Fellow with D. E. Rumelhart with the Institute for Cognitive Science, University of California at San Diego, La Jolla, CA, USA, where he is currently a Professor of computer science and engineering. His current research interests include cognitive modeling, neural networks, and deep network modeling of the primate visual system.