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Problem Setting

Google news aggregrates articles from several
thousand news sources daily

Users do not know what they want, but want to see
something OinterestingO

Present several articles that are recommended
specibcally for user based on:

User click history

Community click history
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Problem Statement

Given:

Recommend K stories to user u, within a few
hundred milliseconds

Approach: collaborative Pltering

Treat user clicks as noisy positive votes
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A tough problem indeed
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Please try again shortly.

‘We apologize that this section is currently unavailable.

World » edit 34
Zimbabwe: Poll Numbers Just Don't Add Up - If You're Zanu (PF) ]
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Arm Zimbabwe's Opposition Wall Street Journal

Aliazeera.net - CNN Intemational - Washington Post - BEC News

all 1,411 news articles »

Local News »

View stories near you: = City, State or Zip code (add)

Us. »
Petraeus named to Central Command; will face Afghanistan, lran

threats

New York Daily News - 1 hour ago

BY RICHARD SISK WASHINGTON - President Bush's favorite general has been handed
the daunting task of winning the wars in Afghanistan and Irag as well as confrenting the
threat from Iran, the Pentagon announced Wednesday.

[#Video: US Iraq Commander gets promotion RussiaToday

Petraeus' promotion tied to future war policy Houston Chronicle

USA Today - International Herald Tribune - Washington Post - Washington Times

all 862 news articles »

Israelis Claim Secret Agreement With US

Washington Post - 3 hours ago

By Glenn Kessler A letter that President Bush perscnally delivered to then-lsraeli Prime
Minister Ariel Sharon four years age has emerged as a significant obstacle to the
president's efforts to forge a peace deal between the Israelis and Palestinians ...

Abbas asks White House for help in Mideast peace talks Boston Globe
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Memory-based
algorithms

Maintain similarity between users (common
measures include Pearson correlation coefbcient
and cosine similarity)

For a story s, calculate recommendation by
weighing other user ratings with similarity

ORatingsO in this case are binary (click or not clickec
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Model-based algorithms

Create model for each user based on past ratings
Use model to predict ratings on new items
Recent work captures multiple interests of users

Approaches: Latent Semantic Indexing (LSI),
Probabilistic Latent Semantic Indexing (PLSI),
Markov Decision Process, Latent Dirichlet Allocation
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Combined Algorithm for
Google News

Use combined memory-based and model-
based algorithms

Here, model-based approaches are
MinHash
Probabilistic latent semantic indexing (PLSI)

Memory-based approach is item covisitation

11
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MinHash Algorithm

Clustering method that assigns users to
clusters based on their overlapping set of
clicked articles

Uses Jaccard coefbcient, with every user
represented by click history

Recommend stores clicked on by user vto
user u with weight S(u,v)

12
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Probabilistic latent
semantic indexing (PLSI)

Users ( ) and news stories ( ) are
random variables

Z1s a hidden variable models the relationship
between U and S as follows

Z represents user and item communities

Generative model of stories s for user u

13
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Recommendations based
on covisitation

Covisitation I1s debned as two stories clicked
by the same user within a given time interval

Store as a graph with nodes at stories, edges
as age discounted covisitation counts

Update graph (using user history) whenever
we receive a click

14
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Combined Algorithm for
Google News

Combined memory-based and model-based
algorithms

Here, model-based approaches are
MinHash
Probabilistic latent semantic indexing (PLSI)

Memory-based approach is item covisitation
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Algorithm scores
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Combined Scores
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MapReduce Overview

MapReduce is a method to process large
amounts of data in a cluster

Inspired by Map and Reduce in Lisp

Data set split across machines (shards)
Map produces key/value pairs

Key space partitioned into regions (hashed)

Reduce merges values for key

19
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MapReduce Overview

MapReduce is a method to process large
amounts of data in a cluster

Inspired by Map and Reduce in Lisp
Data set split across machines (shards)
Map produces key/value pairs

Ex. Counting web page acceses

Emit(URL, “1”)

20

Friday, May 9, 2008

20




MapReduce Overview

(cont.)

Key space partitioned into regions, or shards,
so that Reduce can be performed across
many machines

Reduce merges the values that share same
key

Combines the data derived in Map in an
appropriate manner

Ex. for web page accesses, sum all values
for a given URL

21
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MinHash implementation

As presented before, Jaccard similarity Is
Infeasbile to implement in this setting

Apply Locality Sensitive Hashing (LSH), or
MinHashing

Create random permutation P of S (set of
news articles)

Calculate user hash value as index of prst item
In user!s click history

Users u, vin same cluster with probability
equal to their similarity, 23
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MinHash Impl (cont.)

To further rebne clusters, concatenate p hash
keys for each user. u,vin same cluster with
probability

High precision, low recall

Can improve recall by hashing user to g
clusters

Typical values: p ranges from 2 to 4, g ranges
from 10-20

Instead of permuting S, generate random seed
value for each of the p X g hash functions

24
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MinHash and MapReduce

Iterate over user click history, and calculate p
X g MinHash values

Group calculated values into g groups of p
hashes

Concatenate p MinHash values to get cluster-
id

cluster-id = key, user-id = value

25
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MinHash and MapReduce

Split key-value pairs into shards by hashing
keys

Sort shard by key (cluster-id), so all users
mapped into same cluster appear together

In Reduce phase, obtain cluster membership
list, and inverse list (user membership in
clusters)

Prune away low membership clusters

Store user history and cluster-id!s together

26

Friday, May 9, 2008

26




PLSI Model

Z represents user communities and like-minded
users

Generative model of stories from users with

conditional probability distributions (CPDs) p (z|
u)andp (s| z)

Learn CPDs using Expectation Maximization (EM)

27
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PLSI EM Algorithm

Estimate CPDs
Minimize

Calculate distribution of hidden variable Z

Use distribution as OweightsO for calculating CPDs

28
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MapReduce for EM

Rewrite EM equations - replace p (s / z)

Calculating g* can be performed In
iIndependently for every (u,s) pair in click logs

Map loads CPDs from a single user shard and
a single item shard - key

29
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Sharding for EM

(Uy.8y) S, Sy ----- SK‘
cylbiic Cyg|= = = —
U, nj S [S13
Us -
Coq1| [Coo| \|Co3|= ===

Users and items hashed
Into R and K groups

Map loads needed
CPDs, calculates g*

key-value: (u,g*), (s,q%),
(2,q%)

Depending on key-value pair received, reduce calculates

N(z,s) if it receives (s,q*)

p(z | u) if it receives (u, g*), or N(z) for z

N(z) if it receives (z, q*)
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PLSI on a dynamic
dataset

Model needs to be retrained whenever there
are new users/items

Approximate model by using learned values of
P(z I u)

P(s | z) can be updated in real time by
updating user clusters on a click

New users get recommendations from
covisitation algorithm
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Friday, May 9, 2008 31




Outline

Introduction and problem

Related work on recommendation algorithms
Overview of combined recommendation algorithm
Overview of MapReduce

Algorithm implementation details

Generation of recommendations

System architecture

Evaluation of system

32

Friday, May 9, 2008

32




Making recommendations
by algorithm

RebPned clusters from MinHash, weighted
clusters from PLSI

For each story in cluster, calculate score by
counting clicks discounted by age

For covisitation, recommend article s by for
user u adding covisitation entry for each item
In and normalizing

33
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Generating candidates
for recommendation

Use stories from news frontend, based on
story freshness, news sections, language, etc.

Alternatively, use all stories from relevant
clusters and covisitation

Benebts of each set
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System Architecture

Statistics
Server

StoryTable -
ats |(cluster +covisit
counts)

Personalizati

\

pdate Stats
Server
O xprediice)
RenicRyaues UserTable date proble
ank Reply Read user proble | (user clusters,
click hisi)
Click Notify

News Fronten
Webserver

*Taken from http://www.sfbayacm.org/events/slides/2007-10-10-google.ppt
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System Workflow

On recommend request - FrontEnd contacts
Personalization Server

Fetch user clusters and click history from UT
Fetch cluster click counts from ST
Calculate score for each candidate story s

On story click - FrontEnd contacts Statistics Server
Update click histories in UT for every user cluster
Update covisitation counts for recent click history
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Summary of Algorithms

MinHash
Each user clustered into 100 clusters

Calculate user u!s score for an item s using:

Correlation

Calculate score using same equation as MinHash
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Summary of Algorithms (cont.)

PLSI

Rating is conditional likelihood calculated from

Rating always falls between 0 and 1, binarized using
a threshold
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Evaluation on Live Traffic

Compare three algorithms
Covisitation - CVBiased
Combined PLSI/MinHash - CSBiased
Popular
To test on live trafPc
Generate recommendation list from each algorithm.

Create combined interleaved list alternating the
order of the algorithms

Count clicks on each algorithms recommendations
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Model-based algorithms win

3

Popular
—#— CSBiased
—+— CVBiased

N
9]
L
!

)

o

#Clicks as fraction of Popular

0.5

! ! ] !
80 100 120 140 160
Days

*Taken from http://www.sfbayacm.org/events/slides/2007-10-10-google.ppt
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Questions?
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Equations
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