Midterm Examination

Tuesday February 17, 2pm to 3:20pm

Your name:

Instructions: Look through the whole exam and answer the questions that you find easiest first. Answer each question in the space below the question, using the backs of the pages for extra space as necessary. If necessary, you may make assumptions that are reasonable, and that do not make a question trivial. If you do make an assumption, state it clearly. You may bring and use the following materials: Russell and Norvig, the published lecture and section notes, your own personal hand-written notes, and a calculator. You may not use any other materials.

(Question 1) [20 points] [Adapted from page 243 of Introduction to Knowledge Systems by Mark Stefik.] The heuristic function $h$ used by the A* algorithm has fixed absolute error if for all nodes $n$, $h^*(n) - h(n) = c$ for some positive constant $c$. Here $h^*(n)$ is the cost of the lowest cost path from $n$ to a goal node, so the cost of the lowest cost path from the start node through $n$ to a goal node is $f^*(n) = g(n) + h^*(n)$.

(a) [6 points] Suppose that A* uses $h$ with the property above. What can you say about which nodes this version of A* visits? Explain your answer.
(b) [4 points] What is the $O(\cdot)$ time complexity of this version of A*? Explain your answer.
(c) [4 points] What is the $O(\cdot)$ space complexity of this version of A*? Explain your answer.
(d) [6 points] [Adapted from page 259 of Introduction to Knowledge Systems by Mark Stefik.] Consider these two numeric weighting schemes for altering the contributions of $g$ and $h$ in the A* algorithm:

- $f_1(n) = (1 - w)g(n) + wh(n)$
- $f_2(n) = g(n) + vh(n)$ where $v > 0$

Prove that these two schemes lead to equivalent modified algorithms. That is, show that for each possible value of $w$ (or $v$) there is an assignment to $v$ (or $w$) that produces the same search behavior. Your argument should be independent of $n$. 
(Question 2) [30 points] For each statement below, clearly write “True” if it is mostly true, or “False” if it is mostly false. Then in the space below, write one or two sentences explaining why or how the statement is true or false. The maximum score for each answer is two points.

1. The terms search space and search tree are synonyms.

2. All complete search algorithms are exhaustive.

3. All deterministic search algorithms are complete.

4. Every search algorithm that only uses a constant amount of memory (in addition to the memory used to store the description of the problem instance and of one solution) is incomplete.

5. If A* search expands a node and one of the children found is a goal node, then A* terminates immediately.
6. Walksat uses a fixed amount of memory that is proportional to the size of the set of clauses to be satisfied.

7. DPLL uses a fixed amount of memory that is proportional to the size of the set of clauses to be satisfied.

8. Dynamic variable ordering is very helpful in making a CSP algorithm perform well.

9. The terms expert system and knowledge-based system are essentially synonyms.

10. Building a knowledge-based system is difficult, but keeping its knowledge updated is relatively easy.
11. Let $U$ be the universe of an interpretation. The meaning of the predicate symbol $=$ is $\{\langle x, x \rangle : x \in U \}$.

12. In first-order logic (FOL), $holds(f, s) \land \neg cancels(a, f, s)$ is an example of a term.

13. We can formalize English sentences such as “Pedro bought a book from Amazon” using the $causes$ and $cancels$ approach.

14. The FOL solution to the frame problem using $causes$ and $cancels$ has non-standard models.

15. Every possible solution to the frame problem using first-order logic will have non-standard models.