ABSTRACT

Bitmap compression has been studied extensively in the database area and many efficient compression schemes were proposed. Inverted list compression is also a well-studied topic in the information retrieval community. Previous works mainly evaluated bitmap compression and inverted list compression individually, but essentially solve the same problem, i.e., how to store a collection of sorted integers with as few as possible bits and support query processing as fast as possible. Due to historical reasons, bitmap compression and inverted list compression were developed as two separated lines of research in the database area and information retrieval area. Thus, a natural question is: Which one is better between bitmap compression and inverted list compression? It is critical to answer the question by comparing a series of bitmap compression methods and inverted list compression methods. Out of which, bitmap compression methods and inverted list compression methods are proposed in this work. We compare these methods on synthetic datasets with different distributions (uniform and zipf) as well as on real-life datasets in terms of the space overhead, decompression time, intersection time, and union time. Based on the results, we provide many lessons and guidelines for practitioners to decide which technique to adopt in future systems and also for researchers to develop new algorithms.

1. INTRODUCTION

Bitmaps have been widely adopted in modern database systems including both row-stores and column-stores, e.g., PostgreSQL, Microsoft SQL Server, Oracle, MongoDB, C-store, Vertica, and Apache Hive. A bitmap is allocated for a unique value in the indexed column. In particular, the i-th bit of the bitmap is 1 if and only if the i-th record contains that value. The number of bits in the bitmap is the number of records in the database (i.e., domain size). As an example of a smartphone sales database, assume “iPhone” appears at the 2nd, 5th, and 10th record in the phone name column, then the bitmap of “iPhone” is 01001000010000000000000000 (assuming there are 20 records in total). Then many SQL queries can be answered efficiently with bitmaps. For example, finding the customers who bought “iPhone” from “New York” can be framed as performing AND over the bitmaps of “iPhone” and “New York”. In practice, bitmaps are stored in a compact approach to save space [1, 26] because uncompressed bitmaps consume too much space especially for high-cardinality columns. As a result, many efficient bitmap compression methods were developed, e.g., BBC [32], WAH [32], EWAH [38], PLWAH [24], CONCISE [18], VALWAH [29], SBH [34], and Roaring [15].

Inverted lists are the standard data structure in modern information retrieval (IR) systems. All search engines, an important subset of IR systems, including Google [8, 22], Bing [30, 58], Yahoo! [7, 13], Apache Lucene, Apache Solr, Elasticsearch, and Lucidworks rely on inverted lists for finding relevant documents efficiently. An inverted list is a set of document IDs for those documents (e.g., web pages) that contain the term. To minimize space usage, inverted lists are typically stored in a compressed format [44], e.g., VB [21], PforDelta [60], NewPforDelta [57], Simple16 [59], GroupVB [22], Simple8b [4], PEF [47], SIMDPforDelta [37], and SIMDBP128 [37].

Motivation. Although bitmap compression and inverted list compression are developed in two separated areas (database and information retrieval) individually, they essentially solve the same problem – how to store a collection of sorted integers with as few as possible bits and support query processing (e.g., intersection) as fast as possible – but from different angles. That is because a bitmap and an inverted list can be converted to each other equivalently since the positions of 1’s in the bitmap are the actual values in the inverted list. For instance, the bitmap 01001000010000000000000000 can be converted to the inverted list [2, 5, 10] and vice versa. Dating back to the 1970s, information retrieval researchers tried to consider bitmap compression to represent a collection of document IDs [49] but switched to inverted list compression since the 1990s [21]. But just in the 1990s [5], database researchers started to explore bitmap compression in SQL query processing and quickly established its important role in databases [16, 17, 54, 55]. Since then, bitmap compression and inverted list compression have become two separated lines of research that usually do not refer to each other [3, 15, 22, 32, 34, 60].

We observe that a natural yet consistently overlooked issue in the literature is: Which one is better between bitmap compression and inverted list compression? By “better”, we mean lower space and higher query performance. It is critical to answer the question by figuring out in what scenarios will bitmap compression or inverted list compression become better. Without a thorough understanding, as we show in experiments, an inappropriate method can incur up to 5000× more space overhead and 2000× performance degradation. Answering the question also provides insights and guidelines for researchers to develop new algorithms by considering the strengths and weaknesses of the two popular techniques.

Limitations of previous works. Previous studies mainly evaluated bitmap compression and inverted list compression individu-
ally. Usually, whenever a new bitmap compression method was proposed, it was solely compared against recent bitmap compression methods without comparing with inverted list compression methods [15, 18, 21, 24, 29, 34, 38]. Likewise, whenever a new inverted list compression method was invented, it was only compared with recent inverted list compression methods without comparing with bitmap compression methods [3–5, 22, 32, 37, 47, 57, 60]. As far as we know, there is only one existing work that briefly compared bitmap compression with inverted list compression [11]. However, there are many limitations in [11].

- **Incomplete study.** It only compared one bitmap compression method WAH [32] with one inverted list compression method PforDelta [60]. However, neither is the best in their respective areas. For example, PLWAH [24], CONCISE [18], VALWAH [29], and Roaring [15] outperform WAH significantly. Also in the inverted list side, OptPforDelta [57], NewPforDelta [57], SIMDFPforDelta [37], and SIMDBP128 [37] are better than PforDelta. Therefore, it is inappropriate to draw conclusions by simply comparing WAH with PforDelta.

- **Uncontrolled memory and disk overhead.** In [11], the compressed data was stored on the disk but partially buffered in main memory through OS. However, this cannot guarantee that the OS buffer stores the same amount of data when running WAH and PforDelta. It is highly possible that the OS buffers more data for WAH than PforDelta (or vice versa) since it is completely up to the OS to control where the data is actually stored (disk or memory). As an example of the Figure 4 in [11], it took 28 seconds to execute Q2.1 for WAH on the SSB benchmark [46] with a scale factor of only 1. But it took almost zero time for PforDelta. Thus, it is likely that WAH incurred a higher penalty (than PforDelta) from accessing disk.

- **Inconsistent programming languages.** In [11], WAH was implemented in C++ but PforDelta was implemented in Java. Besides that, the compilation flags were not documented in that work. The O3 and O0 flags make a huge difference in execution time.

- **Insufficient datasets.** It only compared WAH and PforDelta on just one real dataset (SSB) [46]. However, there are many other real datasets used in prior works but were ignored by [11].

As a result, [11] makes an inaccurate conclusion that inverted list compression outperforms bitmap compression significantly in almost all cases. However, our results show that both methods shine at different scenarios.

**Contributions.** We make the following contributions in this work.

- We present the first comprehensive experimental study to compare a series of 9 bitmap compression methods and 15 inverted list compression methods in main memory. We evaluate these 24 compression algorithms on synthetic datasets with different distributions (uniform and zipt) as well as 8 real-life datasets regarding the space overhead, decompression time, intersection time, and union time.

- We propose 3 improved compression approaches for inverted lists: FBDelta, SIMDFB Delta, and SIMDFB. In which, SIMDFB Delta incorporates several modern CPU’s SIMD (single instruction multiple data) instructions for fast query processing. Our approaches outperform existing inverted list compression methods in nearly all cases.

- We refresh the understanding of bitmap compression and inverted list compression. In particular, we (1) remedy many misunderstandings and inaccurate conclusions made in prior works; and (2) show the scenarios of when will bitmap compression outperform inverted list compression and vice versa.

**Code release and reproducibility.** We will release all the source code implemented in the work upon publication in order for researchers to reproduce our results. Note that it is non-trivial to implement all the bitmap compression and inverted list compression approaches. There are more than 30,000 lines of C++ code in total. This will be the first comprehensive open-source code for bitmap compression and inverted list compression.

## 2. BITMAP COMPRESSION

In this section, we review existing bitmap compression methods. Figure 1 shows a brief history.\(^6\)

**Overview.** All bitmap compression algorithms take as input an uncompressed bitmap and produce a compressed bitmap with as few as possible bits. They generally employ runs-length encoding (RLE) to compress a sequence of identical bits with the bit value and count although there are exceptions such as Roaring. But different approaches differ in the way of handling the units of RLE (e.g., bytes or words), encoding the runs, and compressing the count.

### 2.1 WAH

WAH (Word-Aligned Hybrid) [32] is a classic bitmap compression algorithm. It partitions an uncompressed bitmap (input) into groups where each group contains 31 bits. It classifies those groups into two categories: fill groups and literal groups. A group is called a fill group if all the bits in the group are identical. For example, 0000000000000000000000000000 (or 0\(^{31}\) in short) is a fill group. In particular, if all the bits are 1, it is called a 1-fill group; if all the bits are 0, it is called a 0-fill group. In contrast, a group is called a literal group if its bits contain both 0 and 1. WAH only compresses fill groups and does not compress literal groups. In particular, WAH compresses a sequence of consecutive fill groups together using just one word with the following information stored. The 1st bit is 1 indicating it stores the fill group. The 2nd bit indicates which fill group (0-fill or 1-fill). The rest 30 bits store the number of fill groups. WAH encodes a literal group using one word (32 bits), where the first bit of the word is 0 and the rest 31 bits are copied from the literal group. For example, assume the input uncompressed bitmap (160 bits) is 10\(^{26}\)1\(^{0}\)1\(^{1}\)1\(^{1}\)2\(^{5}\) (note that 0\(^{26}\) means twenty consecutive 0’s). Then WAH partitions it into 6 groups: G\(_1\) (10\(^{26}\)1\(^{0}\)0\(^{7}\)), G\(_2\) (0\(^{31}\)), G\(_3\) (0\(^{31}\)), G\(_4\) (0\(^{31}\)), G\(_5\) (0\(^{1}\)1\(^{2}\)), G\(_6\) (0\(^{31}\)). Then WAH encodes G\(_1\) using (010\(^{20}\)1\(^{1}\)0\(^{7}\)); encodes G\(_2\), G\(_3\), and G\(_4\) together using 100\(^{27}\)011; encodes G\(_5\) using 00\(^{31}\)1\(^{2}\); G\(_6\) using 00\(^{31}\). The advantage of WAH (as well as other bitmap compression methods) is that it supports intersection (AND) and union (OR) directly on compressed bitmaps without decompression. The intersection algorithm follows a merge-based style by allocating each compressed bitmap a pointer to denote the active word [32]. Every time, WAH performs intersection over two active words depending on different cases: literal word vs literal word, literal word vs fill word, fill word vs literal word, and fill word vs fill word. After that, it adjusts the pointers accordingly for further intersection.\(^7\) The al-

\(^{6}\)Note that we exclude COMPAX [25] because it is designed for a special workload that the number of consecutive 1’s is less than 31.

\(^{7}\)WAH may also adjust the in-word pointer of a literal word to indicate which fill group is active.
2.2 EWAH

EWAH (Enhanced Word-Aligned Hybrid) [38] is a variant of WAH by observing that WAH takes too much space to store literal groups. EWAH divides an uncompressed bitmap (input) into 32-bit groups. It encodes a sequence of $p$ ($p \leq 65535$) fill groups and $q$ ($q \leq 32767$) literal groups into a marker word followed by $q$ literal words (stored in the original form). The marker word stores the following information. The 1st bit indicates which fill group (0-fill or 1-fill), the next 16 bits store the number of fill groups $p$. The last 15 bits store the number of literal groups $q$. EWAH always starts with a marker word. For example, assume the input bitmap (160 bits) is $10^{20}1^001^111^025$, then EWAH partitions it into 5 groups: $G_1(10^{20}1^00), G_2(0^22), G_3(0^22), G_4(0^22), G_5(0^71^22)$. Then EWAH encodes $G_1$ using $0(0^{16}0^1)10^201^00^q$ ($p = 0, q = 1$); encodes $G_2, G_3, G_4, G_5$ using $0(0^{1111000141}1^01^225$ ($p = 4, q = 1$).

2.3 CONCISE

CONCISE (Compressed N Composable Integer Set) [18] is also proposed to improve WAH. It addresses a limitation of WAH that if a literal group has only one bit that is different from the next fill group (the literal group is called a mixed fill group and the bit is called an odd bit), then WAH still uses a full word to store the literal group. In contrast, CONCISE stores the mixed fill group with the next fill group together by storing the position of the odd bit. In particular, CONCISE partitions an uncompressed bitmap (input) into 31-bit groups. It uses one word to represent a literal group by setting the first bit to 1 and the rest 31 bits by copying the information from the 31-bit group. CONCISE also uses a word to represent a run of fill groups. It contains the following information. The 1st bit is set to 0. The 2nd bit indicates which fill group (0-fill or 1-fill). The following 5 bits store the position of the odd bit, but they are 00000 if there is no any odd bit. The remaining 25 bits store the number of fill groups minus one. For example, assume the input bitmap (160 bits) is $0(0^{21}1^001^11^025)$, then CONCISE partitions it into 6 groups: $G_1(0^{22}1^00), G_2(0^22), G_3(0^22), G_4(0^22), G_5(0^311^225), G_6(0^61^225)$. Then WAH encodes $G_1$ to $G_6$ using $1000111025^{011};$ encodes $G_2$ using $00^{1111}1^{20}$; $G_6$ using $00^{2041}^5$.

2.4 PLWAH

PLWAH (Position List WAH) [24] is similar to CONCISE, but stores the mixed fill group in a different way. PLWAH compresses a bitmap by four steps. (1) It partitions an uncompressed bitmap (input) into 31-bit groups. (2) It identifies fill groups, i.e., groups whose bits are all 0 or 1. (3) It merges those consecutive fill groups together using a word. The 1st bit is 1 indicating it encodes the fill groups. The 2nd bit indicates which fill group (0-fill or 1-fill). The next 5 bits are 00000 indicating it contains pure fill groups. The rest 25 bits store the number of fill groups. (4) It identifies the literal group preceded by a fill group but the literal group has only one bit that is different from the fill group. It encodes all the fill group and the mixed fill group together using one word. Compared with the previous step, the only difference is that the unset 5 bits denote the odd bit position. For example, assume the input uncompressed bitmap (160 bits) is $10^{20}1^001^111^025$. Then PLWAH partitions it into 6 groups: $G_1(10^{20}1^00), G_2(0^22), G_3(0^22), G_4(0^22), G_5(0^71^22), G_6(0^61^225)$. Then PLWAH encodes $G_1$ using $0(0^{1001}1^00^4);$ encodes $G_2, G_3, G_4$ together using $10000000^{22011};$ encodes $G_5$ using $00^{1111}1^{20}; G_6$ using $00^{204}^5$.

2.5 VALWAH

VALWAH (Variable-Aligned Length WAH) [29] improves upon WAH by addressing the following limitation of WAH: WAH uses 30 bits to represent a run of up to $2^{30} - 1$ fill groups. However, in most cases, there are much fewer fill groups. As a result, VALWAH chooses a much smaller segment size $s$ such that multiple segments can be encoded into a $w$-bit word (e.g., $w = 32$). Let $b$ be the alignment factor, then a $w$-bit word can contain at most $\frac{w}{s}$ segments. However, it is also possible that fewer segments are stored. In this case, the segment size is multiple of $(b - 1)$ bits. Precisely, $s$ can be determined by $s = 2^i \times (b - 1)$, where $0 \leq i \leq (\log_2 w - \log_2 b)$. VALWAH also uses another parameter $\lambda$ to make a tradeoff between space overhead and query performance. VALWAH encodes different bitmaps using different segment lengths to minimize the space overhead. However, this directly affects the query performance because of the segment alignment issue.

2.6 SBH

SBH (Super Byte-aligned Hybrid) [34] is a byte-aligned (instead of word-aligned) bitmap compression method in order to reduce the space overhead. SBH first divides an uncompressed bitmap (input) into a sequence of 7-bit groups. It encodes a literal group with one byte, where the 1st bit is set to 0 and the rest 7 bits are copied from the literal group. It encodes a sequence of consecutive $k$ ($k \leq 4093$) fill groups as follows. (1) If there are $k$ consecutive fill groups and $k \leq 63$, then SBH encodes those fill groups using one byte: the 1st bit is set to 0, the 2nd bit indicates which fill group (0-fill or 1-fill), and the rest 6 bits store the number $k$. (2) If $63 < k \leq 4093$, then SBH stores those fill groups using two bytes. For the first byte, the 1st bit is set to 0, the 2nd bit indicates which fill group, the rest 6 bits of the current byte stores the lower 6 bits of $k$. For the second byte, the first two bits are the same with the
previous byte, and the rest 6 bits store the higher 6 bits of \( k \). For example, assume the input bitmap (560 bits) is \( 10^{201}1^{0^{111}}1^{25} \), then SBH partitions it into 80 groups: \( G_1 (10^6), G_2 (0^7), G_3 (0^7), G_4 (10^4), G_5 \) to \( G_{76} (0^7), G_{77} (1^1), G_{78} (1^7), G_{80} (1^7) \). Thus, SBH encodes \( G_1 \) using \( 010^6 \); encodes \( G_2 \) and \( G_3 \) together using \( 10000010 (k = 2) \); encodes \( G_4 \) using \( 01^70^4 \); encodes \( G_5 \) to \( G_{76} \) using two bytes: \( 1001001000000001 (k = 72) \); encodes \( G_{77} \) using \( 001^0^1^3 \); encodes \( G_{78} \) to \( G_{80} \) using 11000011.

2.7 Roaring

Roaring [15] is a hybrid bitmap compression method and it is not based on run-length encoding. Roaring partitions the entire domain \([0, n) (n < 2^{16})\) into different buckets of range \( 2^{16} \) where all the elements in the same chunk share the same 16 most significant bits. For example, the first three buckets manage the following ranges: \([0 \sim 65535], [65536 \sim 65536 \times 2 - 1], \) and \([65536 \times 2 \sim 65536 \times 3 - 1]\). Roaring encodes a chunk depending on the number of actual elements \( k \) in that chunk. In particular, if \( k > 4096 \), Roaring uses a 65536-bit uncompressed bitmap to encode the elements; otherwise, it uses a sorted array of 16-bit short integers. Roaring chooses 4096 as the threshold because it guarantees that each integer uses no more than 16 bits to represent, because Roaring uses either 65536 bits to represent 4096 integers or at most 16 bits per integer for the array bucket. Note that, Roaring does not need to store the higher 16 bits for all the elements within the same bucket because they are the same. Thus, Roaring is a hybrid compression method that incorporates uncompressed (16-bit) integer list and uncompressed bitmap.

Roaring also supports intersection (AND) and union (OR) directly on compressed bitmaps without decompression. During each round, it intersects (or unions) two buckets from different bitmaps according to the following four combinations: bitmap vs bitmap, bitmap vs array, array vs bitmap, and array vs array.

2.8 BBC

Finally, we explain BBC (Byte-aligned Bitmap Code) [5, 32], which is one of the earliest bitmap compression algorithms. We put it at the end of this section because of its complexity. BBC partitions an uncompressed bitmap (input) into bytes where each byte contains 8 bits. It classifies those bytes into two categories: fill bytes and literal bytes. BBC compresses a collection of such bytes by identifying different patterns (or cases) and encodes each pattern individually to save space.

Pattern 1: a sequence of at most 3 fill bytes followed by at most 15 literal bytes. BBC stores this sequence of bytes by a header byte followed by a sequence of literal bytes. The header byte (8 bits) contains the following information. The 1st bit is 1 to indicate Pattern 1. The 2nd bit indicates which fill byte (0-fill byte or 1-fill byte). The next two bits (3rd and 4th bit) store the number of fill bytes. And the remaining four bits store the number of literal bytes. As an example of Figure 2a, it has two fill bytes and two literal bytes. BBC encodes the two fill bytes using a single byte 10100010 and the two literal bytes as they are.

Pattern 2: a sequence of at most 3 fill bytes followed by a single byte with only one bit that is different from the previous fill byte. BBC encodes this sequence of bytes in a single compact byte. The first two bits (1st and 2nd bit) are 01 to indicate Pattern 2. The 3rd bit indicates which fill byte (0-fill byte or 1-fill byte). The next two bits (4th and 5th bit) store the number of fill bytes. And the rest three bits store the position of the odd bit. As an example of Figure 2b, the input is \( 00000000 \) \( 00000000 \) \( 00000000 \) \( 00000000 \), the output is \( 01010001 \).

Pattern 3: a sequence of at least 4 fill bytes followed by up to 15 literal bytes. BBC compresses this sequence of bytes by a header byte, followed by a multi-byte counter, and a sequence of literal bytes. The header byte stores the following information. The first three bits are \( 001 \) to indicate Pattern 3. The 4th bit indicates which fill byte (0-fill or 1-fill). The last four bits store the number of literal bytes. The multi-byte counter stores the number of fill bytes. The counter is compressed using VB compression (explained in Section 3.1). Figure 2c shows an example where the multi-byte counter (i.e., 4), is encoded as \( 00001000 \).

Pattern 4: a sequence of at least 4 fill bytes followed by a single byte with only one bit that is different from the previous fill byte. BBC encodes this sequence of bytes in a header byte and a multi-byte counter. The header byte stores the following information. The first four bits are \( 0001 \) to indicate Pattern 4. The 5th bit indicates which fill byte (0-fill or 1-fill). The last three bits store the position of the odd bit. The multi-byte counter stores the number of fill bytes encoded in VB. Figure 2d shows an example of this case.

3. INVERTED LIST COMPRESSION

In this section, we describe inverted list compression methods (see Figure 1 for a brief history). Among them, 3 methods are proposed in this work, namely FBDelta, SIMDFBDelta, and SIMDFB.

Overview. The common wisdom of many inverted list compression approaches take as input an uncompressed inverted list (i.e., a sorted array) and compress the deltas (a.k.a. d-gaps) between two consecutive integers, although there are exceptions such as PEF and SIMDFB. For example, let \( L = [8, 15, 20, 25, 35, 40, 52, 60, 65, 78, 90] \), then most solutions usually convert \( L \) to \( L' = [8, 7, 5, 10, 5, 12, 8, 5, 13, 12] \), where \( L'[i] = L[i] \) and \( L'[i] = L[i] - L[i - 1] (i \geq 1) \). To prevent from decompressing the entire list during query processing, it organizes those d-gaps into blocks (of say 128 elements per block) and builds a skip pointer per block such that only a block of data needs to be decompressed [57,59,60].

Although the run-length encoding in bitmap compression algorithms bears some commonality with the d-gaps in inverted list compression algorithms, they are different. The run-length encoding is usually byte-level or word-level (instead of bit-level), e.g., BBC, WAH, EWAH, PLWAH, CONCISE, VALWAH, SBH, in order to leverage bit-wise operations (between two literal bytes or words). Thus, consecutive identical bits within the same byte or word are not compressed and they are kept as a literal byte or word. However, the d-gaps are essentially bit-level run-length encoding. As a result, inverted list compression algorithms cannot benefit from bit-wise operations but can benefit from efficient data skipping due to skip pointers.\(^9\)

3.1 VB

VB (Variable Byte) [21] is a classic compression technique that is known under many names, e.g., VByte, Varint, VInt. VB encodes\(^9\) the block size represents a tradeoff between space and time and several existing works suggest 128 as the block size [4,59].

\(^9\)Appendix B presents the details of using skip pointers for intersection.
each integer (i.e., d-gap) in one or more bytes. It uses 7 bits of a byte to store the actual data while keeping the most significant bit (MSB) as a flag bit to indicate whether the next byte belongs to this integer. For example, consider the value 16385 whose binary expression is 1000000010000001, then VB encodes it using 3 bytes: 10000001 10000000 00000001.

3.2 GroupVB

GroupVB (Group Varint Encoding) [22] is developed by Google by observing that VB incurs many branches during decompression. GroupVB compresses four values at the same time and it uses a 2-bit flag for each value. GroupVB factors out the four 2-bit flags into a single header byte followed by all the data bits. Such a layout makes it easier to decompress multiple integers simultaneously to reduce CPU branches.

3.3 PforDelta

PforDelta [60] is a mature compression algorithm. The basic idea is that it compresses a block of 128 d-gaps by choosing the smallest b in the block such that a majority of elements (say 90%) can be encoded in b bits (called regular values). It then encodes the 128 values by allocating 128 b-bit slots, plus some extra space at the end to store the values that cannot be represented in b bits (called exceptions). Each exception takes 32 bits while each regular value takes b bits. In order to indicate which slots are exceptions, it uses the unused b-bit slots from the preallocated 128 b-bit slots to construct a linked list, such that the b-bit slot of one exception stores the offset to the next exception. In the case where two exceptions are more than 2b slots apart, it adds additional forced exceptions between the two slots.

3.4 NewPforDelta

NewPforDelta [57] is a variant of PforDelta to reduce the space overhead of PforDelta. The main difference is that NewPforDelta stores the offset of exceptions in two arrays while PforDelta uses one array. Recall that, a limitation of PforDelta is that when two consecutive exceptions have a distance bigger than 2b, PforDelta has to use more than one offset to represent the distance by adding forced additional exceptions between the two exceptions. NewPforDelta solves the problem by storing the offset values and parts of the exceptions in two additional arrays. More precisely, for an exception, NewPforDelta stores the lower b bits, instead of the offset to the next exception, in its corresponding b-bit slot. It then stores the higher overflow bits and the offset in two separated arrays. These two arrays can be further compressed.

3.5 OptPforDelta

OptPforDelta [57] is another variant of PforDelta. The main difference is that OptPforDelta uses the optimal b bits for each block while PforDelta chooses b such that most values are less than 2b. Note that, setting a fixed threshold (say 90%) for the number of exceptions (as in PforDelta) does not give the best tradeoff between space overhead and query performance. Instead, OptPforDelta models the selection of b for each block as an optimization problem in order to get the optimal b.

3.6 Simple9

Simple9 [3] is a word-aligned compression method with the goal of packing as many small integers as possible to a 32-bit word. In Simple9, each word has 4 status bits and 28 data bits, where the data bits can represent 9 different combinations of values: 28 1-bit numbers, 14 2-bit numbers, 9 3-bit numbers (1 bit unused), 7 4-bit numbers, 5 5-bit numbers (3 bits unused), 4 7-bit numbers, 3 9-bit numbers (1 bit unused), 2 14-bit numbers, or 1 28-bit number. For example, if the next 14 values are all less than 4, then Simple9 stores them as 14 × 2-bit values. These 9 different combinations are indicated by 4 status bits.

3.7 Simple16

Simple16 [59] is similar to Simple9, but it has 16 cases. Recall that Simple9 uses 4 status bits to represent 9 cases and uses 28 bits to store data. Simple9 wastes bits in two ways. (1) Four status bits can express up to 16 cases while Simple9 only has 9 cases. (2) There are many unused bits. As an example of the 5 × 5-bit case in Simple9, there are 3 bits unused. Simple16 solves these two issues by introducing more new cases up to 16 cases. As an example the case of 5 × 5-bit numbers in Simple9, Simple16 replaces it using two cases: 3 × 6-bit numbers followed by 2 × 5-bit numbers, and 2 × 5-bit numbers followed by 3 × 6-bit numbers. Thus, Simple16 fully utilizes 4 status bits to represent 16 cases.

3.8 Simple8b

Simple8b [4] extends the codeword size to 64 bits instead of 32 bits. It retains the 4-bit selector such that each word has 4 status bits and 60 data bits. This saves space compared with Simple9 and Simple16 since fewer selectors are stored per encoded bit (4 bits per 60 bits rather than 4 bits per 28 bits). For example, Simple8b stores twelve 5-bit integers using one 64-bit codeword, but Simple9 needs three 32-bit codewords. In addition, Simple8b is more efficient than Simple9 and Simple16 because Simple8b leverages 64-bit instructions.

3.9 PEF

Different from other inverted list compression algorithms, PEF (Partitioned Elias Fano) [47] is not based on d-gaps. It is an improved version of EF (Elias Fano) encoding [52]. EF encodes a sequence of integers using a low-bit array and a high-bit array. The low-bit array stores the lower b = \log_2 \frac{n}{U} bits of each element contiguously where U is the maximum possible element and n is the number of elements in the list. The high-bit array then stores the remaining higher bits of each element as a sequence of unary-coded d-gaps. PEF improves EF by leveraging the clustering property of a list. It dynamically partitions a list and applies EF encoding within a partition [47].

3.10 SIMDPforDelta

SIMDPforDelta [37] is the SIMD version of PforDelta. It leverages modern CPU’s SIMD instructions to accelerate the query performance and also decompression speed. A SIMD instruction operates on a s-bit register where s depends on different processors. Typically, s is 128, but more recent processors also support 256- or even 512-bit SIMD operation. In [37], it uses 128-bit SIMD instructions. The main idea of SIMDPforDelta is to reorganize data elements in a way such that a single SIMD operation processes multiple elements. SIMDPforDelta stores the input elements in an interleaving manner. In particular, let A be the input sorted array where each element takes b bits, S is a 128-bit SIMD register, and S[i] is the i-th 32-bit bank. Then SIMDPforDelta stores A[0] ~ A[3] at the lower b bits of S[0] ~ S[3], respectively.

3.11 SIMDBP128

SIMDBP128 [37] is one of the fastest compression methods for inverted lists. It partitions the input list L into 128-integer blocks and merges 16 blocks into a bucket of 2048 integers for SIMD acceleration. The metadata information of a bucket is a 16-byte array where each byte stores the number of bits used for encoding each block. Within each block, SIMDBP128 uses the same number of bits to encode each element.
3.12 FBDelta

FBDelta is proposed by this work, which stands for fixed-bit delta encoding. FBDelta is also based on d-gaps similar to PforDelta. The difference of FBDelta with PforDelta is that, instead of setting b such that a majority of elements are within $2^b$, FBDelta chooses b such that all values are within $2^b$. The advantage of FBDelta over PforDelta is that, the decompression is ultra fast as it does not need to traverse the array of exceptions. The disadvantage is that it increases the space overhead a bit.

3.13 SIMDFBDF

SIMDFBDF is the SIMD version of FBDelta to improve the query performance. The main idea is that it reorganizes the elements in an interleaving manner similar to SIMDPforDelta [37] such that a SIMD instruction can operate on multiple elements.

3.14 SIMDFB

SIMDFB is also proposed in this work. Before explaining SIMDFB, we explain FB (fixed-bit encoding) first. FB partitions a list into blocks of 128 elements and builds a skip pointer for each block. Then, it encodes the difference of each element with the skip pointer the block. Suppose the block contains the following m elements: \(a_0, a_1, ..., a_{m-1}\) and \(\beta\) is its skip pointer. FB stores each element as the difference between \(a_i\) and the skip pointer, i.e., \(a_i - \beta\) instead of \(a_i - a_{\beta}\) as in PforDelta [60]. So the maximum difference is \((a_{m-1} - \beta)\), which can be encoded in \(b = \lceil \log(a_{m-1} - \beta + 1) \rceil\) bits. Then every element in the same data block is represented in \(b\) bits. Different blocks may use different number of bits to represent their values. Then SIMDFB is the SIMD version of FB.

4. EXPERIMENTAL SETUP

In this section, we present the experimental settings including experimental platform (Section 4.1), implementation details (Section 4.3), and evaluation metrics (Section 4.2).

4.1 Experimental platform

We conduct experiments on a commodity machine (Intel i7-4770 quad-core 3.40 GHz CPU, 64GB DRAM) with Ubuntu 14.04 installed. The CPU’s L1, L2, and L3 cache sizes are 32KB, 256KB, and 8MB. The CPU is based on Haswell microarchitecture which supports AVX2 instruction set. We use maxv2 optimization flag for the SIMD acceleration. Besides that, all the algorithms are coded in C++ and compiled using GCC 4.4.7 with O3 enabled.

In all the experiments, we exclude the time of loading compressed data from disk to memory since we focus on evaluating the algorithmic performance in main memory. We leave in the future work to evaluate their performance on disks.

4.2 Evaluation metrics

We measure each compression algorithm using the following four metrics:

(1) Space overhead. Any compression method aims for low space overhead to save memory footprint.

(2) Decompress time. Decompression overhead is critical to many other operations including intersection and union. For example, intersection needs to decompress part of the inverted lists even with skip pointers.

(3) Intersection time. Intersection is important in many applications including databases and search engines, e.g., intersection helps find the documents that contain all the query terms in search engines.

(4) Union time. Union is also important in both databases and search engines, e.g., multi-criteria query and range query in databases can be converted to the union of a collection of bitmaps.

Note that, the execution time (decompression time, intersection time, and union time) is averaged across three runs for accuracy.

4.3 Implementation

We implement all the bitmap compression methods (including Bitset, BBC [32], WAH [32, 55], EWAH [38], CONCISE [18], PLWAH [24], VALWAH [29], SBH [34], Roaring [15]) from scratch using C++. We try our best to implement each method as efficient as possible by using CPU’s advanced instructions such as popcnt and popcnt whenever possible. The intersection (as well as union) of two compressed bitmaps is a list of uncompressed integers.

We implement VB, PEF, FB, FBDelta, SIMDFBDelta, and SIMDFB from scratch in C++. We implement the rest inverted list compression methods (including Simple9 [3], PForDelta [60], NewPforDelta [57], OptPforDelta [57], Simple16 [59], GroupVB [22], Simple8b [4], SIMDPforDelta [37], SIMDBP128 [37]) based on the existing FastPFor\(^10\) codebase in C++. For the intersection, we implement SVS [19] since it has been widely used in practice including Apache Lucene. We implement the union by decompressing the lists first and merge them linearly.

We provide more implementation details in Appendix B.

5. RESULTS ON SYNTHETIC DATASETS

In this section, we present the experimental results on evaluating the effect of various parameters to bitmap compression and inverted list compression methods. We show the results of decompression (Section 5.1), intersection (Section 5.2), and union (Section 5.3).

Synthetic datasets. We generate synthetic datasets with different parameters (e.g., list sizes and list size ratios) to understand when will bitmap compression methods outperform inverted list compression methods and vice versa. We generate data following the uniform distribution and zipf distribution respectively. For the zipf distribution, we set the skewness factor \(f = 1\) and \(2\). The domain size is INTMAX, which is \(2^{31} - 1\).

Note that, for all the legends in the figures, we use “Bitset” to represent uncompressed bitmap and “List” to represent uncompressed inverted list. Also, we measure the decompression overhead for an uncompressed list by allocating a new array and measuring the overhead of memory copy. Besides that, for all the inverted list compression methods (except uncompressed list), we partition a list into blocks of 128 elements and build skip pointers for the blocks following [44,59]. Each skip pointer contains the offset (32 bits) and start value (32 bits). Although adding skip pointers increases the space overhead somehow, it will significantly improve query performance as we show in Appendix C.1. However, for bitmap compression methods, we do not build skip pointers following the convention [18, 24, 32, 38], because otherwise, bitmaps cannot leverage efficient bit-wise operations for query processing.

5.1 Decompression

We start with evaluating the performance of decompression, because it is widely used in many operations including intersection and union. Figure 3 shows the decompression time and space overhead on uniform data and zipf data. We vary the list size from 1 million to 1 billion and set the domain size as INTMAX (2,147,483,647). The list size actually determines the density of the corresponding expression methods and vice versa. We generate data following the existing FastPFor\(^10\) codebase in C++. For the intersection, we implement SVS [19] since it has been widely used in practice including Apache Lucene. We implement the union by decompressing the lists first and merge them linearly.

We provide more implementation details in Appendix B.

\(^{10}\)https://github.com/lemire/FastPFor
the uniform distribution (Figure 3d) where bitmaps consume less space. Here are the reasons.

- Under the uniform distribution (Figure 3a – Figure 3d), when the list size is small, i.e., the uncompressed bitmap is sparse, there are many 0-fill words for bitmap compression methods (except Roaring). Recall that bitmap compression methods (except Roaring) require 32 bits to represent a 0-fill word. But inverted list compression methods do not need so many bits because any d-gap is smaller than $2^{12}$. But when the list size increases to 1 billion, the uncompressed bitmap becomes very dense. As a result, bitmap compression methods (such as Bitset and WAH) only need around $\frac{d}{n}$ bits per integer where $d$ is the domain size and $n$ is the list size. However, inverted list compression methods tend to use more bits to represent an integer due to the outliers between two consecutive elements. In terms of decompression performance, bitmap compression methods tend to perform more bit operations because they need to access every bit for the literal words and extract one integer at a time for fill words. However, inverted list compression methods (e.g., FB Delta and PforDelta) can extract many integers by looking at a word. Also, many inverted list compression methods can leverage SIMD capabilities, e.g., SIMDFBDelta and SIMDPB128.

- Under the zipf distribution when the skewness factor is 1, the case is similar to the uniform distribution. Note that even when the list size is 1 billion, the actual number of elements is less than 1 billion in order to guarantee all the elements are within the domain. That is why Figure 3h shows less space overhead than Figure 3d and Figure 3l. However, if the skewness factor is 2, then all the integers become very concentrated at the beginning of the domain. In other words, the list becomes $\{1, 2, 3, 4, \cdots \}$. In this case, the number of outliers becomes very small such that inverted list compression methods can use the minimal number of bits to represent.

(2) Among all the bitmap compression methods, Roaring is a winner in almost all cases in terms of both space overhead and decompression time. That is because Roaring is not based on run-length encoding and it incorporates uncompressed 16-bit integer list and uncompressed bitmap in a hybrid way adaptively depending on the number of elements in a bucket.

(3) Among all the inverted list compression methods, our proposed SIMDFBDelta and SIMDFB are the top two most competitive techniques. Between the two, SIMDFB is faster but at the expense of consuming more space than SIMDFBDelta. That is because SIMDFBDelta stores the delta values to reduce space such that it needs extra time to compute prefix sums.

(4) Many bitmap compression methods (e.g., WAH and EWAH) can consume more space than the original list, i.e., uncompressed list, see Figure 3a, Figure 3b, Figure 3e, and Figure 3f. However, inverted list compression methods never consume more space than the original list.

(5) For uncompressed bitmap (Bitset), it is dominated by Roaring in almost all cases. Figure 3 shows that Bitset only works well when it is very dense because its size as well as performance depends on the maximal element in the list (regardless of the list size). However, when the list size is long (e.g., 1 million), then Bitset is
almost equivalent to Roaring because every bucket in Roaring turns to be represented by an uncompressed bitmap. However, when it is sparse, Roaring outperforms Bitset significantly.

(6) For BBC, its space overhead is almost the smallest when compared to other bitmap compression methods because of the four cases to minimize space overhead. However, its decomposition speed is not excellent because it needs to handle many complicated cases.

(7) For SBH, it is worse than BBC in almost all cases. It is not surprising that SBH consumes more space because BBC has four cases in order to reduce space overhead. However, it is surprising that SBH is slower than BBC for decomposition. That is because SBH needs to access the first two bits of the current and next byte during each iteration, which makes the algorithm slow. This contradicts with the original paper [34]. We speculate that the original paper may have implemented BBC poorly.

(8) For VB, it is not always worse than PforDelta, which contradicts with a prior paper [59]. Figure 3 shows that VB is faster than PforDelta under the zipf distribution when the skewness is 2. That is because VB operates on bytes instead of bits. However, when the list is very long, VB consumes much more space because it needs at least one byte to encode any integer. For example, Figure 3d shows that VB takes 1.76× more space than PforDelta.

(9) For PforDelta, it is a mature inverted list compression algorithm in the literature. There are many commonalities between PforDelta and WAH. First, both are very mature in each area; Second, PforDelta is based on d-gaps and WAH is based on run-lengths. Note that the d-gap is essentially the bit-level run-length. But it is interesting to see that PforDelta is better than WAH in terms of both decompression overhead and space overhead. The high performance is because WAH needs to perform many bit manipulations for literal words. The low space overhead is that PforDelta encodes a majority of elements in a block using the same number of bits while dealing with exceptions separately.

(10) For the Simple family, Figure 3 shows that Simple8b consistently outperforms PforDelta under the zipf distribution in terms of both space overhead and execution time. This is a new result since previous works did not compare PforDelta and Simple8b [59]. But Simple9 and Simple16 are worse than PforDelta in most cases which confirms the results in [59].

(11) For GroupVB, its decompression performance is much better than PforDelta, sometimes, by a large margin. For example, Figure 3d shows that GroupVB is 1.6× faster in decompression than PforDelta. However, its space overhead is larger than PforDelta.

(12) For PEF, its decompression overhead is much worse than its competitors because it needs to access every bit of the high-bit array. This is a new result since the original paper did not evaluate its decompression overhead [47]. But an important property of PEF is that it does not need to decompress the entire block for some intersection as we explain in Section 5.2.

(13) For SIMD PforDelta, it takes the same amount of space with PforDelta but is around 1.2× faster in decompression performance. That is because a SIMD instruction can process multiple elements at the same time.

5.2 Intersection

We present the results of the intersection of two lists \(L_1\) and \(L_2\) (\(|L_1| \leq |L_2|\)). The performance of intersection depends on several important parameters. Section 5.2.1 evaluates the effect of list sizes and Section 5.2.2 evaluates the effect of list size ratios. We evaluate the effect of skip pointers in Appendix C.1. We mainly explain the performance difference among various compression algorithms since the space difference is explained in Section 5.1.

5.2.1 Effect of the list size

Figure 4 shows the effect of list size where both lists are generated following the uniform and zipf distribution. We set the \(\frac{|L_2|}{|L_1|} = 1000\) and vary \(|L_2|\) from 1 million to 1 billion. But on the zipf data with the skewness of 2, we omit the results of 1 million and 10 million because the execution time is less than 1 ms for most cases. Figure 4 shows that:

(1) In general, Roaring achieves the fastest intersection performance. Although there are exceptions when the lists are short, e.g.,
Figure 4a and Figure 4e, the performance difference of Roaring and the best compression method is still very small. The reason is that, Roaring stores uncompressed 16-bit integers and uncompressed bitmaps such that intersection can be performed efficiently on the compressed data. Moreover, Roaring can perform bucket-level intersection and skip many unnecessary buckets. As a result, it only intersects two promising buckets, i.e., two buckets sharing the same bucket number. Also, it can leverage in-bucket binary search for the array-array case to avoid unnecessary element-wise comparison. When the list size is 1 billion, the performance is extremely fast because there are many array-bitmap combinations that can be performed ultra efficiently since the array is essentially uncompressed (16-bit) and the bitmap is indeed uncompressed. This confirms the results made in [15]. The drawback of Roaring is that it consumes more space than inverted list compression methods such as SIMDBDeltan.

(2) Among all the inverted list compression methods, PEF and our SIMDBFDelta are the most efficient algorithms. In particular, under the zipf distribution with the skewness factor as 2, SIMDBF is the fastest one while PEF is the best in other cases. That is because PEF does not need to decompress a whole block for intersection. However, when the zipf's skewness is 2, the elements tend to be concentrated at the beginning of the domain. As a result, all the elements in a block have to be decompressed. Recall in Figure 3 that PEF has the slowest decompression speed. Thus, PEF does not perform well on Figure 4i and Figure 4j.

(3) VALWAH is much slower than WAH, sometimes, by a large margin. For example, under the uniform distribution, VALWAH is $1.3 \times$ to $6.7 \times$ slower than WAH, which is much more than the original paper claims (i.e., 3% slower) [29]. The main issue of VALWAH is that it has to deal with complicated segment alignment issue, which cannot process data as fast as it should be. But its space overhead is smaller than WAH because it uses various segment lengths for different lists.

(4) SBH is slower than BBC, which contradicts with the original paper [34]. The reason is that SBH needs to access more bits within a compressed word as explained in Section 5.1.

(5) VB is not always slower than PforDelta. This contradicts with the prior finding that PforDelta outperforms VB [59]. The advantage of VB comes from byte accesses instead of bit accesses.

(6) SIMDBDeltan is 5.1% to 7.2% faster than PforDelta but takes the same space overhead because a SIMD instruction processes more elements at the same time.

5.2.2 Effect of the list size ratio

Next we investigate the effect of list size ratio. It is an important parameter that determines to what extent the skipping happens. We define the list size ratio $\theta = \frac{|L_2|}{|L_1|}$, set $|L_2|$ as 100 million, and vary $\theta$ from 1 to 10. Figure 5 shows the results.

(1) In general, bitmap compression methods are faster than inverted list compression methods. That is because inverted list compression methods have to follow merge-based intersection when the list size ratio $\theta$ is 1 or 10. In this case, bitmap compression methods can leverage efficient bit-wise computations. This contradicts with the prior conclusions made in [11]. But bitmap compression methods tend to consume more space than inverted list compression methods due to the fill words in general.

(2) Among all the bitmap compression methods, Roaring is the fastest in general. An exception happens in Figure 5a where Bitset is much faster than Roaring. That is because Bitset can directly perform efficient bit-wise operations but Roaring needs to handle the extra bucket alignment issue – finding out the promising buckets that intersect – before performing bit-wise operations.

6. RESULTS ON REAL DATASETS

In this section, we present the results on real datasets. We have 8 real datasets in total. Due to space constraints, we present the
results of SSB (a typical database workload) and Web (a typical information retrieval workload) in Section 6.1 and Section 6.2. We put the results on the other datasets in Appendix C.2 (TPCH), Appendix C.3 (KDDCup), Appendix C.4 (Berkeleyarth), Appendix C.5 (Higgs), Appendix C.6 (Kegg), and Appendix C.7 (Graph).

6.1 Results on SSB

The SSB (star schema benchmark)\(^1\) is a typical database workload that includes one fact table (LINEORDER) and four dimension tables (CUSTOMER, SUPPLIER, PART, and DATE). We set the scale factor as 1, 10, and 100 so the number of rows in the fact table is around 6 million, 60 million, and 600 million. We use Q1.1, Q2.1, Q3.4, and Q4.1 for evaluation. Q1.1 involves an intersection of 3 lists with a selectivity of 1/7, 1/2, and 3/11 on the fact table. Q2.1 involves an intersection of 2 lists with a selectivity of 1/25 and 1/5 on the fact table. Q3.4 involves 5 lists \((L_1, L_2, L_3, L_4, \text{ and } L_5)\) with a selectivity of 1/250, 1/250, 1/250, 1/250, and 1/364. The query is \((L_1 \cap L_2) \cap (L_3 \cup L_4) \cap L_5\), which is a combination of intersection and union. Q4.1 involves 4 lists \((L_1, L_2, L_3, \text{ and } L_4)\) with a selectivity of 1/5, 1/5, 1/5, and 1/5 on the fact table. The query is \(L_1 \cap L_2 \cap (L_3 \cup L_4)\).

We present the results in Figure 7. (1) It shows that, for Q1.1, Q2.1, and Q4.1, Roaring and Bitset are the top two fastest approaches. That is because the lists involved in those queries are long (or dense). In this case, Roaring is similar to Bitset because most buckets in Roaring have more than 4096 elements. And they can leverage efficient bit-wise computations. For Q3.4, inverted list compression methods tend to be slightly better. In particular, our SIMDFB.delta and SIMDFB are the fastest. Roaring, on the other hand, is slightly slower than these two methods. That is because the lists in Q3.4 are short (or sparse) since the selectivities are 1/250 and 1/364. (2) In terms of space overhead, inverted list compression methods tend to consume less space. But when the lists are dense, e.g., Q4.1, bitmap compression methods consume similar space to inverted list compression methods. In particular, our SIMDFB.delta is the most space-efficient compression algorithm.

6.2 Results on Web data

Next, we present the results on a typical information retrieval workload – Web data. It is a collection of 41 million Web documents (around 300GB) crawled in 2012.\(^2\) It is a standard benchmark in the information retrieval community. We parse the documents and build inverted lists for each term. The query log contains 10,000 real queries from the TREC\(^3\) 2005 and 2006.

We run those queries on the web data, report the average intersection and union time, and show the results in Figure 8. (1) In terms of intersection performance, Figure 8 clearly shows that Roaring outperforms the other compression methods. It is even faster than uncompressed list. That is because Roaring can leverage the merits of both uncompressed integer lists (16 bits) and uncompressed bitmaps. This means that, although information retrieval systems always use inverted lists for query processing, it does not mean inverted lists always achieve the best performance. Besides

\(^{1}\)http://www.cs.umb.edu/~poneil/StarSchemaB.PDF

\(^{2}\)http://www.lemurproject.org/clueweb12.php

\(^{3}\)http://trec.nist.gov/
that, among all the inverted list compression methods (except uncompressed list), our SIMDFB and SIMDFBDelta are the top two fastest algorithms. (2) In terms of union performance, Figure 8 clearly shows that inverted list compression methods outperform bitmap compression methods (including Roaring). In particular, our SIMDFBDelta and SIMDFB are the fastest. They are even faster than executing union on the uncompressed lists because of SIMD acceleration. (3) In terms of space overhead, Figure 8 shows that inverted list compression methods tend to consume less space.

7. SUMMARY AND FURTHER DIRECTIONS

In this section, we summarize the main findings of the work and discuss future directions based on the results.

7.1 Bitmap compression or inverted list compression?

Let’s come back to the question: Which one is better between bitmap compression and inverted list compression? Clearly it is not a black-white question. Although it is safe to say that the answer depends on different situations – indeed it is – that is not useful. Here we try to give a simple and decisive answer that can be used for future systems.

1. Space overhead. Inverted list compression methods generally take less space than bitmap compression methods unless the list $L$ is ultra dense. In particular, (1) if $L$ follows the uniform distribution and $L$ is short or moderate long, e.g., $\frac{L}{d} < \frac{1}{2}$ (see Figure 7) where $d$ is the domain size, then inverted list compression methods consume less space. In particular, our proposed SIMDFBDelta takes the least space. If $L$ follows the uniform distribution and $L$ is extremely long, e.g., $\frac{L}{d} \geq \frac{1}{2}$, then bitmap compression methods consume less space. In particular, Roaring and Bitmap consume the least space. (2) If $L$ follows the zipf distribution, then no matter whether $L$ is short or long, our proposed SIMDFBDelta takes the least space. The findings are confirmed by Figure 3 – Figure 8, Figure 10 – Figure 15.

2. Decompression time. Inverted list compression methods are generally faster than bitmap compression methods in nearly
all cases. In particular, our proposed SIMDFB achieves the best decompression performance. The findings are verified by Figure 3.

3. **Intersection time.** In general, Roaring bitmap achieves the fastest intersection performance among all the compression methods. The findings are verified by Figure 4, Figure 5, Figure 7, Figure 8, Figure 10 – Figure 15.

4. **Union time.** Inverted list compression methods generally have better union performance than bitmap compression methods. In particular, our proposed SIMDFB is the fastest one in nearly all cases. The findings are confirmed by Figure 6 and Figure 8.

Overall, we recommend SIMDFB, SIMDFBDelta, and Roaring as three competitive compression methods. We do not recommend Bitset since it consumes too much space in many cases. Our results are new and different from the prior conclusion that inverted list compression methods always outperform bitmap compression methods [11].

### 7.2 Lessons

We provide the lessons that people can learn from this work.

1. Although database systems preferred bitmap compression for around 20 years and information retrieval systems preferred inverted list compression for decades, it does not mean that bitmap compression is always better than inverted list compression or vice versa. Both techniques can learn from each other to develop a better unified compression method.

2. Although prior works claimed that bitmaps are suitable for high-cardinality columns via compression (e.g., BBC and WAH) [54, 55], this work shows that the space overhead is much higher than inverted list compression in that case. Thus, we amend the conclusion as: Bitmaps are still suitable for low-cardinality columns via compression and the compression method should be Roaring (instead of BBC and WAH).

3. Use Roaring for bitmap compression whenever possible. Do not use other bitmap compression methods such as BBC [32], WAH [32], EWAH [38], PLWAH [24], CONCISE [18], VALWAH [29], and SBH [34].

4. Be sure to keep it simple when you invent a new bitmap compression. A complicated bitmap compression algorithm (e.g., BBC and VALWAH) tends to incur high performance overhead.

5. Use SIMDFB and SIMDFBDelta (proposed in this work) for inverted list compression for high query performance (e.g., intersection and union) and low space overhead.

6. Use VB [21] if you concern more on the implementation overhead. Based on our experience, VB is perhaps the simplest one to implement that requires less than 20 lines of C++ code (while BBC requires more than 3000 lines of code).

7. A compression method that is good for decompression may not be good for intersection, and a compression method that is good for intersection may also not good for union. This is an overlooked issue in many prior papers [3, 4, 37, 57, 60].

8. Be sure to build skip pointers on compressed inverted lists. It will not increase the space overhead that much (3% to 5%), but can improve the intersection performance dramatically.

9. Be sure to design a SIMD-aware compression method. By reorganizing the data layout will not increase the space overhead, but it will improve query performance.

### 7.3 Future directions

This work possibly sets many future directions. Below, we name a few.

#### 7.3.1 Designing a new unified compression method

It is evident that bitmap compression and inverted list compression have their own strengths and weaknesses as shown in this work. Thus, the question is: Is it possible to design a unified compression method by incorporating the best of two worlds? We share some of our thoughts on this. Actually, Roaring is a hybrid method of bitmaps and inverted lists. But it incurs too much space overhead for the array buckets. Thus, a promising solution is to use our SIMDFB or SIMDFBDelta to compress the array buckets. Another solution is that we can apply a dynamic partitioning strategy (as applied in PEF [47]) for Roaring instead of using fixed-length partitioning. Furthermore, we can also leverage SIMD to accelerate bit-wise operations.

#### 7.3.2 Handling incremental updates

In this work, we assume that the data is static which makes sense in many read-only OLAP applications. However, there also exist some situations that require more efficient updates [6]. The issue is how to handle incremental updates (without decompressing the entire bitmap or inverted list)? It is interesting to see that bitmap literature and inverted list literature solve the problem completely differently. The bitmap side solves the problem by designing update-aware bitmaps [6, 14]. However, the inverted list side solves the problem by building a new inverted list and merging it with the old one somehow [27, 39, 40]. Thus, it is interesting to investigate which approach is better.

#### 7.3.3 Extending to non-volatile storage

This work focuses on evaluating bitmap compression and inverted list compression in main memory. But if main memory capacity is insufficient, the data has to be stored on non-volatile storage devices such as NVMM (non-volatile main memory), SSDs, and HDDs. It is non-trivial to see whether bitmap compression or inverted list compression is better because those non-volatile devices have different physical characteristics. (1) SSDs and HDDs are orders of magnitude slower than DRAM. Thus, a disk-aware compression algorithm may give high priority to low space overhead. (2) NVMM has a unique property that the writes are very slow [51, 56]. Thus, a decent NVMM-aware compression algorithm needs to support query processing with minimal decompression to reduce the write overhead.

#### 7.3.4 Extending to networked systems

Another possible direction is to understand the strengths and weaknesses of bitmap compression and inverted list compression in networked systems. For example, in a cloud multi-tenancy setting [20], low space overhead means more tenants supported and less network I/O overhead incurred, and high performance means better SLA (service level agreements) guaranteed [9]. Succinct Spark [2] can be regarded as a starting point in this direction.

#### 7.3.5 Inventing a new database index

This work also provides insights for developing a general-purpose database index. There are many efficient database indexes, e.g., Bw-tree [41], FAST [33], and adaptive radix tree [36]. However, they incur too much space overhead. For example, the adaptive radix tree can take 5× more space than the original data [53]. Thus, can we design a compressed database index by incorporating the advantages of bitmap compression and inverted list compression? We plan to investigate the details in the future.
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APPENDIX

In the appendix, we provide more applications (Section A), implementation details (Section B), and more experiments (Section C).

A. APPLICATIONS

In this section, we provide more applications that require bitmap compression or inverted list compression. To be general, we use the term “sorted integers” that can be either compressed using inverted list compression or bitmap compression.

A.1 B-trees

In a B-tree built for non-primary columns (i.e., with many duplicated values), each leaf node maintains a list of sorted row IDs (integers) that share the same key [10]. The list of sorted integers can be compressed with inverted list compression or bitmap compression.

A.2 Graph analytics

Graph databases represent another family of advocates of sorted integers. There are usually two types of sorted integers in graph databases: adjacency lists and association lists. An adjacency list is dedicated for a vertex to maintain all neighborhood vertices connected with it. An association list is dedicated for an object (e.g., a Facebook page) to keep all relevant associations where an association is specified by a source object, destination object, and association type (e.g., tagged-in, likers) [50]. Many queries over these graphs can be answered efficiently. For example, finding “Restaurants in San Francisco liked by Mike’s friends” reduces to finding the intersection of the adjacency list of “Mike” and the association lists of “Restaurants” and “San Francisco”; discovering common friends among a group of people transforms to computing the intersection of several adjacency lists. Both adjacency lists and association lists can be compressed using inverted list compression or bitmap compression.

A.3 More applications

In addition, there are other applications that heavily use sorted integers for fast query processing. For example, data integration systems build a collection of sorted integers for q-grams to find the most similar strings [31]. Data mining systems deploy sorted integers for fast data cube operations such as slicing, dicing, rolling up and drilling down [42, 43]. XML databases depend on sorted integers to find twig patterns efficiently [12]. Key-value stores also organize data elements falling into the same bucket (hash collision) with a list of sorted integers [23].

B. IMPLEMENTATION DETAILS

In this section, we provide more implementation details.

B.1 Bitmap compression implementation

We implement all the bitmap compression methods (including Bitset, BBC [32], WAH [32, 55], EWAH [38], CONCISE [18], PLWAH [24], VALWAH [29], SBH [34], Roaring [15]) from scratch using C++. Although there are open-source implementations for a number of bitmap compression methods (such as WAH, EWAH, and CONCISE), we do not adopt them due to the following limitations. (1) The implementations are in different languages: some are implemented in Java and some are implemented in C++. (2) The query results are not returned in the same format: some implementations return the compressed results for query processing but others do not. For example, the existing implementation of EWAH returns a compressed bitmap for AND/OR but WAH returns a non-compressed bitmap. (3) Existing implementations have many bugs in our datasets, e.g., CONCISE throws an exception whenever the number of elements is greater than 1 billion and WAH returns incorrect results for many intersections and unions. (4) Some implementations do not support the query processing over more than two bitmaps, and it is non-trivial to extend them to multiple bitmaps if the returned results are non-compressed.

Due to the above limitations, we determine to implement all the bitmap compression methods by ourselves. We try our best to implement each algorithm as efficient as possible. In particular, we use an array of 32-bit integers as the back-end storage and perform bit manipulations directly over the integer array. Whenever possible, we apply the CPU’s instructions to perform fast bit operations. For example, we use the CPU’s popcnt instruction to obtain the number of 1’s in a word. We also use the ctz instruction to count the trailing zeros in order to find the positions of 1’s in a word or find the odd bit position in a byte (for BBC) or a word (for EWAH).

For intersection over two bitmaps, we have two versions with different inputs: (1) bitmap vs bitmap; (2) bitmap vs list. The intersection results are uncompressed such that they can be either directly returned to end users or as the input of other operations. The intersection between more than two bitmaps is implemented by intersecting the first two bitmaps. Then the results (uncompressed integer list) will be intersected with the next compressed bitmap.

B.2 Inverted list compression implementation

We implement VB, PEF, FBDelta, SIMDFBDelta, and SIMDFB from scratch in C++. We implement the rest compression methods (including Simple9 [3], FForDelta [60], NewPforDelta [57], OptPforDelta [57], Simple16 [57], GroupVB [22], Simple8b [4], SIMDForDelta [37], SIMDBP128 [37]) based on the existing FastPFor codebase14 that has been used in [37]. The existing codebase only provides functions for compression and decompression. For each compression methods, we add the intersection and union operation. There are many efficient intersection and union algorithms that can work well on compressed lists. For the intersection, we implement SvS [19] since it has been widely used in practice including Apache Lucene. It works in the following way. Assume there are $k$ lists $L_1, L_2, \ldots, L_k$ ($|L_1| \leq |L_2| \leq \cdots \leq |L_k|$) that are compressed. SvS decompresses the shortest list $L_1$ first. Then for each element $e \in L_1$, SvS checks whether $e$ appears in $L_2$. Note that SvS does not need to decompress the entire $L_2$ due to skip pointers and it only needs to decompress a block of data that potentially contains $e$. Then the results of $L_1$ and $L_2$ will be intersected with $L_3$ and the process continues until $L_k$. We implement the union by decompressing the lists first and merge them linearly.

C. MORE EXPERIMENTS

In this section, we provide more experiments. Section C.1 evaluates the impact of building skip pointers for inverted list compression. Section C.2 presents the results on TPCH benchmark. Section C.3 presents the results on KDDCup data. Section C.4 presents the results on Berkeleyearth data. Section C.5 presents the results on Higgs data. Section C.6 presents the results on Kegg data. Section C.7 presents the results on Graph data.

C.1 Effect of the skip pointers

In this set of experiments, we evaluate the impact of skip pointers for inverted list compression. We pick up five inverted list compression algorithms (VB, PforDelta, SIMDFPforDelta, SIMDFBDelta, 14 https://github.com/lemire/FastPFor
and GroupVB) to demonstrate the effect for intersection. Note that bitmap compression methods usually do not build skip pointers in order to perform bit-wise operations. Building skip pointers prevents the alignment of bitmaps. Figure 9 shows the results by setting \(|L_2|\) as 10 million and \(|L_2|/|L_1|\) as 1000. It shows that adding skip pointers increases the space overhead within 5% in most cases. However, it can dramatically improve the query performance. For example, the improvement can be as high as 8.3× on the uniform distribution and 124× on the zipf distribution.

C.2 Results on TPCH

TPCH is a popular decision support benchmark. We set the scale factor as 1, 10, and 100. We choose a variant of Q6 and Q12 following [6]. In which, Q6 contains 3 lists \((L_1, L_2, \text{and } L_3)\) with a selectivity of 1/7, 3/11, and 1/50. The query is \(L_1 \cap L_2 \cap L_3\). Q12 also involves 3 lists \((L_1, L_2, \text{and } L_3)\) but with a selectivity of 1/10, 1/10, and 1/364. The query is \((L_1 \cup L_2) \cap L_3\).

Figure 10 shows that for Q6, Roaring is the best compression method among all bitmap compression methods as well as inverted list compression methods. It is even faster than uncompressed list. That is because the lists are very dense and Roaring can leverage efficient bit-wise computations. However, for Q12, Roaring consumes more space than inverted list compression methods although it is still faster. In particular, our proposed SIMDFBDelta has the least space overhead for Q12.

C.3 Results on KDDCup data

KDDCup is a dataset used for distinguishing the abnormal network connections. The dataset is used in [29]. It contains 4,898,431 rows and 42 attributes. We choose two queries Q1 and Q2 with different sizes (i.e., selectivities). In which, Q1 and Q2 are two intersection queries that include two lists \(L_1\) and \(L_2\) but with different sizes. For Q1, \(|L_1| = 2833545\) and \(|L_2| = 4195364\). Since domain size is 4898431, thus, the selectivities are 0.58 and 0.86. For Q2, \(|L_1| = 1051\) and \(|L_2| = 3744328\), thus, the selectivities are 0.0002 and 0.76.

Figure 11 shows that, bitmap compression methods outperform inverted list compression methods on both Q1 and Q2. In particular, Roaring is the best among all the competitors. That is because for Q1, the lists are very dense such that bitmap compression methods can leverage efficient bit-wise computations. But for Q2, \(L_1\) is extremely short compared with \(L_2\) such that the space overhead is dominated by \(L_2\), which is very long.

C.4 Results on Berkeleyearth data

The Berkeleyearth data contains measurements from 1.6 billion temperature reports (used in [6]). We use a subset that contains 61,174,591 rows. We choose two queries where each query involves two lists \((L_1, L_2)\) but with different sizes. In Q1, \(|L_1| = 7730307\) and \(|L_2| = 9254744\). In Q2, \(|L_1| = 5395\) and \(|L_2| = 8174163\).

Figure 12 shows that for Q1, bitmap compression methods outperform inverted list compression methods since the two lists are dense. However for Q2, inverted list compression methods generally outperform bitmap compression methods (except for Roaring).
since the lists are sparse. But Roaring is the fastest one in execution time.

C.5 Results on Higgs data

The Higgs dataset is a signal database that is used to determine whether a signal process produces Higgs bosons or not. The dataset is used in [28]. It contains 11,000,000 rows. We generate two intersection queries where each query contains two lists \( L_1 \) and \( L_2 \) but with different sizes. In Q1, \( |L_1| = 172380 \) and \( |L_2| = 446476 \). In Q2, \( |L_1| = 49170 \) and \( |L_2| = 102607 \).

Figure 13 shows the results. For Q1, it clearly shows that Roaring is the best in terms of space overhead and intersection time. That is because the two lists are very dense. However, for Q2, our proposed SIMDFB and SIMDFBDelta are the most competitive compression methods.

C.6 Results on Kegg data

The Kegg dataset is a database of KEGG Metabolic pathways that consists of 53414 records. The dataset is used in [28]. We generate two intersection queries (Q1 and Q2) where each query involves two lists \( L_1 \) and \( L_2 \). In Q1, \( |L_1| = 169665 \) and \( |L_2| = 47783 \). In Q2, \( |L_1| = 1082 \) and \( |L_2| = 1438 \).

Figure 14 shows the results. It shows that for Q1, Roaring and Bitset are the top two best compression methods in terms of space overhead and intersection time, since the lists are very dense. But for Q2, our proposed SIMDBP and SIMDFBDelta are the top two best compression methods because the lists are sparse.

C.7 Results on Graph data

The graph data is subset of twitter dataset consisting of 52,579,682 vertices and 1,963,263,821 edges. Each list is an adjacency list of a vertex. We generate two intersection queries where each query involves 3 lists \( L_1, L_2, \) and \( L_3 \). In Q1, \( |L_1| = 960, |L_2| = 50913, \) and \( |L_3| = 507777 \). In Q2, \( |L_1| = 507777, |L_2| = 526292, \) and \( |L_3| = 779957 \). Note that, the longest list is 779957, i.e., the one with the maximum degree. Figure 15 shows the results. Overall, inverted list compression methods outperform bitmap compression methods for Q1 and Q2. In particular, our proposed SIMDFB and SIMDFBDelta are very competitive among all the compression methods.