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How can we do 
Image 
Captioning?

● If the dataset size is small (~1000 
images)

● If there is only one class of data and need 
to capture fine-grained information (all 
images are of let’s say tennis)

● If there is a large amount of data (~ 1M) 
but it is noisy i.e. not labelled 
professionally



Solutions in Related Work

● Detecting Scene Elements and converting to sentence using templates
○ they are heavily hand designed and rigid when it comes to text generation.

Baby Talk



Solutions in Related Work

● Ranking descriptions for a given image Such approaches are 
○ based on the idea of co-embedding of images and text in the same vector space
○ cannot describe previously unseen compositions of objects
○ avoid addressing the problem of evaluating how good a generated description is

DeFrag



Solutions in Related Work

m-RNN: Mao et al.  uses a recurrent NN for the same prediction task.



Solutions in Related Work

MNLM: Kiros et al. propose to construct a joint multimodal embedding space by using a powerful 
computer vision model and an LSTM that encodes text. 

○ use two separate pathways (one for images, one for text) to define a joint Embedding,
○ approach is highly tuned for ranking.



Model Architecture
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Inference - Sentence generation

How to generate new sentence given an image (For testing, not training)?

● Sampling - sample the first word according to p1, then provide the corresponding embedding as 
input and sample p2, continuing like this until we sample the special end-of-sentence token or 
some maximum length

● BeamSearch: iteratively consider the set of the k best sentences up to time t as candidates to 
generate sentences of size t + 1, and keep only the resulting best k of them. This better 
approximates S = arg maxS0 p(S0jI).

● Authors used the Beam Search approach in the paper with a beam of size 20. 

● Using a beam size of 1 (i.e., greedy search) did degrade their results by 2 BLEU points on average.







Training Details

Most of the datasets are quite small 
compared to the ones we have for 
Image Classification

Challenge: Overfitting

Solutions:

1) Pretrained CNN model
2) Dropout
3) Ensembling

All weights randomly initialised 
except for the CNN



Training Details



Results



Evaluation Metrics

BLEU Score



Evaluation Metrics

CIDEr
A measure of consensus would encode how often n-grams in the candidate sentence are present in 
the reference sentences. 

● n-grams not present in the reference sentences should not be in the candidate sentence.
● n-grams that commonly occur across all images in the dataset should be given lower weight

TF-IDF

● TF places higher weight on n-grams that frequently occur in the reference sentence describing 
an image, while 

● IDF reduces the weight of ngrams that commonly occur across all images in the dataset



Evaluation Metrics

CIDEr
● CIDErn score for n-grams of length n is computed using the average cosine similarity between 

the candidate sentence and the reference sentences



Evaluation Metrics

METEOR

m is the number of unigrams in the candidate translation that are also found in the reference translation, 
wT is the number of unigrams in the candidate translation  
wR is the number of unigrams in the reference translation

c is the number of chunks, and 
um is the number of unigrams that have been mapped

M = Fmean (1 - p)



Comparisons



Comparisons



High Diversity: Novel Sentences



Analysis of Embeddings



Conclusion

● NIC, an end-to-end neural network system that can automatically view an image and 
generate a reasonable description in plain English

● NIC is based on a convolution neural network that encodes an image into a compact 
representation, followed by a recurrent neural network that generates a corresponding 
sentence

● The model is trained to maximize the likelihood of the sentence given the image 

● Authors believe that as the size of the available datasets for image description increases, so
will the performance of approaches like NIC


