CSE 258 — Lecture 10

Web Mining and Recommender Systems

Midterm recap




Midterm on Wednesday!

* 640 pm —7:40 pm

* Closed book — but I'll provide a
similar level of basic info as in
the last page of Spring 2015
midterm

« Assignment 2 will also be out
this week (but we can talk
about that next week)



CSE 258 — Lecture 10

Web Mining and Recommender Systems

Week 1 recap




Supervised versus unsupervised learning

Learning approaches attempt to
model data in order to solve a problem

Unsupervised learning approaches find
patterns/relationships/structure in data, but are not
optimized to solve a particular predictive task

« E.g. PCA, community detection

Supervised learning aims to directly model the
relationship between input and output variables, so that the
output variables can be predicted accurately given the input
* E.g. linear regression, logistic regression



Linear regression

Linear regression assumes a predictor
of the form

X0 =y

TN

matrix of features vector of outputs

(data) unknowns (labels)
(which features are relevant)

(or Ax = b if you prefer)



Regression diagnostics

Mean-squared error (MSE)

~lly — X013

= + S (yi — Xi - 0)?



Representing the month as a feature

How would you build a feature to
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Representing the month as a feature




Occam’s razor

"Among competing hypotheses, the one with
the fewest assumptions should be selected”
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Reqgularization

Regularization is the process of
penalizing model complexity during
training

~lly — X003 + Alloll3

ém/ / %wg

How much should we trade-off accuracy versus complexity?

arg ming =



Model selection

A validation set is constructed to
“tune” the model’s parameters

 Training set: used to optimize the model’s
parameters

 Test set: used to report how well we expect the
model to perform on unseen data

 Validation set: used to tune any model
parameters that are not directly optimized

ef(a(:\/




Reqgularization




Model selection

A few “theorems” about training,
validation, and test sets

« The training error increases as lambda increases

« The validation and test error are at least as large as
the training error (assuming infinitely large
random partitions)

* The validation/test error will usually have a “sweet
spot” between under- and over-fitting
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Classification

Pitch Black - Unrated Director's Cut =
A ' e S B I 7.1/10
~ITCH BLACK

('») Watch Trailer

When their ship crash-lands on a remote planet, the marooned passengers soon leam that
escaped convict Riddick (Vin Diesel) isn't the only thing they have to fear. Deadly creatures
lurk in the shadows, waiting to attack in the dark, and the planet is rapidly plunging into the

Will | purchase

Starring: Vin
Runtim

UNRATED

Shop for engagement rings on Google

Sponsored ®

this product?

; o L
@EEEMQN a %\ iy, r;?’i‘f:&%.';“%
> Tl =
4 ; i ° ([ J
French-Set Halo 18K White Gold 18K White Gold =~ Chamise
Diamon... Delicate... Fancy D... Diamond Eng... I c I c o n
$1,990.00 $950.00 $1,825.00 $975.00
Ritani Brilliant Earth Brilliant Earth Brilliant Earth
Yok dok (57)  Fedokokok (13) ook (7) h b d ?
this ad:
M, B0y
s-"fﬂléfit;"; I, 41;.{}3)-%%; 2y
D &Sy
Vintage Cushion 18K White Gold 18K White Gold
Halo... Diamond Eng...  Hudson... Harmon. ..
$4,140.00 $1,906.82 $975.00 $1,675.00



Classification

What animal appears in this image?




Classification

What are the categories of the item
being described?

From Booklist

Houellebecqg's deeply philosophical novel is about an alienated young man searching for happiness in the computer age. Bored with the world
and too weary to try to adapt to the foibles of friends and coworkers, he retreats into himself, descending into depression while attempting to
analyze the passions of the people around him. Houellebecq uses his nameless narrator as a vehicle for extended exploration into the meanings
and manifestations of love and desire in human interactions. Ironically, as the narrator attempts to define love in increasingly abstract terms,
he becomes less and less capable of experiencing that which he is so desperate to understand. Intelligent and well written, the short novel is a
thought-provoking inspection of a generation's confusion about all things sexual. Houellebecq captures precisely the cynical disillusionment of
disaffected youth. Bonmie Johnston --This text refers to an out of print or unavailable edition of this titfe.



Linear regression

Linear regression assumes a predictor
of the form

X0 =y

TN

matrix of features vector of outputs

(data) unknowns (labels)
(which features are relevant)



Regression vs. classification

But how can we predict binary or
categorical variables?

{0,1}, {True, False}
f(data) s labels <
{1, ..., N}



(linear) classification

We'll attempt to build classifiers that
make decisions according to rules of
the form

1 iHX;-0>0
Y= 0 otherwise



In week 2

1. Naive Bayes

Assumes an independence relationship between
the features and the class label and “learns” a
simple model by counting

2. Logistic regression

Adapts the regression approaches we saw last
week to binary problems

3. Support Vector Machines

Learns to classify items by finding a hyperplane
that separates them



Naive Bayes (2 slide summary)

(feature; 1L feature|label)

l

p(feature;, feature|label)

p(feature;|label)p(feature;|label)



Naive Bayes (2 slide summary)



Double-counting: naive Bayes vs Logistic

Regression

Q: What would happen if we
trained two regressors, and
attempted to "naively”
combine their parameters?

no. of pages = a + (1 - d(mentions wizards)

no. of pages = a + > - 6(mentions witches)

no. of pages = a + 1 - d(mentions wizards) + 2 - d(mentions witches)



Logistic regression

1
e

sigmoid function: () =




Logistic regression

Training:

X, - 8 should be maximized
when y; Is positive and
minimized when y; IS
negative

argmaxy [ [, 0(ys = 1)po(y:| Xs) +(ys = 0)(1 — po(yi| Xs))

d(arg) = 1if the argument is true, = 0 otherwise



Logistic regression

argmaxg [ [, 0(yi = 1)po(y:| Xi) +(ys = 0)(1 — po(yi| Xs))



Logistic regression

Q: Where would a logistic regressor place the
decision boundary for these features?
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Logistic regression

Logistic regressors don't optimize
the number of “mistakes”

No special attention is paid to the
"difficult” instances — every instance
Influences the model

But “easy” instances can affect the
model (and in a bad way!)

How can we develop a classifier that
optimizes the number of mislabeled
examples?



Support Vector Machines

arg ming o 3 10]/3

such that

Viyi(0- X; —a) > 1

“support vectors”



The classifiers we've seen in Week 2 all
attempt to make decisions by
associating weights (theta) with
features (x) and classifying according to

1 iHX;-0>0
Y9~ 0 otherwise



Summary

* Naive Bayes
* Probabilistic model (fits p(label|data))

« Makes a conditional independence assumption of
the form (feature; 1L feature;|label) allowing us to

define the model by computing  p(feature,|label)

for each feature
« Simple to compute just by counting

* Logistic Regression
 Fixes the “double counting” problem present in
naive Bayes

e SVMs

* Non-probabilistic: optimizes the classification
error rather than the likelihood



Which classifier is best?

1. When data are highly imbalanced

If there are far fewer positive examples than negative
examples we may want to assign additional weight to
negative instances (or vice versa)

e.g. will I purchase a
product? If |
purchase 0.00001%
of products, then a
classifier which just
predicts “no”
everywhere is
99.99999% accurate,
but not very useful




Which classifier is best?

2. When mistakes are more costly in

onhe direction

False positives are nuisances but false negatives are
disastrous (or vice versa)

e.g. which of these bags contains a weapon?



ich classifier is best?

. When we only care about the
“most confident” predictions

e.g. does a relevant
result appear
among the first
page of results?

tea station

Web Maps Shopping Images News More ~ Search tools

About 20,900,000 results (0.61 seconds)

Tea Station 70/ 242

teastationusa.com/ =

12 Tea Station locations in California and Nevada making Tea Station the ... Wed like
to take this moement to thank you all tea lovers for your continued support.

3.8 Jkk 19 Google reviews - Write a review - Google+ page

e) 7315 Clairemont Mesa Boulevard, San Diego. CA 92111
(858) 268-8193
Menu - About - Ten Ren Products - San Gabriel

Tea Station - Kearny Mesa - San Diego, CA | Yelp
www.yelp.com » Restaurants » Chinese ~ Yelp ~

Joadk Rating: 3 - 678 reviews - Price range: $

678 Reviews of Tea Station "Taro tea with boba was socco good! Great service, tool
The shaved ice is very good at a reasonable price too.”

Tea Station - Mira Mesa - San Diego, CA | Yelp

www.yelp.com » Restaurants » Taiwanese ~ Yelp ~

Yo Rating: 3 - 381 reviews - Price range: $

381 Reviews of Tea Station "Yes, | agree with Messiah! Everything is expensive but
honestly the teas and beba are really delicious! But expect to wait long, the ..

Tea Station - Artesia, CA | Yelp

www.yelp.com » Food » Desserts = Yelp ~

Yo dok o Rating: 3.5 - 494 reviews - Price range: §

494 Reviews of Tea Station "Came here at 12am SUPER hungry after not eating dinner.
| was afraid the kitchen was going to be closed since they close at 1 am.



Evaluating classifiers

decision boundary
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Evaluating classifiers

Label
true false

true false

true positive positive

Prediction

fal false true
alse negative negative

Classification accuracy = correct predictions / #predictions
=(TP +TN) /(TP + TN + FP + FN)
Error rate = incorrect predictions / #predictions

= (FP + FN) /(TP + TN + FP + FN)



Week 2

Linear classification — know what the different
classifiers are and when you should use each of
them. What are the advantages/disadvantages of
each

Know how to evaluate classifiers — what should you
do when you care more about false positives than
false negatives etc.
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Why dimensionality reduction?

Goal: take high-dimensional data,
and describe it compactly using a
small number of dimensions

Assumption: Data lies
(approximately) on some low-

dimensional manifeld - /)0«

(a few dimensions of opinions, a small number of
topics, or a small number of communities)



Principal Component Analysis

0 TR

T discard lowest-
(’0 variance

L —— dimensions
L un-rotate Y
- Lol

o




Principal Component Analysis

Construct such vectors from 100,000
patches from real images and run PCA:

Color:

E=EN =0
yUEERINRE
e Nl N O

F——r]
. I
i



Principal Component Analysis

« We want to find a low-dimensional
representation that best compresses or
“summarizes” our data

 To do this we'd like to keep the dimensions with
the highest variance (we proved this), and
discard dimensions with lower variance.
Essentially we'd like to capture the aspects of
the data that are "hardest” to predict, while
discard the parts that are “easy” to predict

 This can be done by taking the eigenvectors of
the covariance matrix (we didn’t prove this, but
it's right there in the slides)



Clustering

Q: What would PCA do with this data?
A: Not much, variance is about equal
‘ m aII dlmen5|ons




Clustering

But: The data are highly clustered

L1
A

ldea: can we compactly
n describe the data in terms
W of cluster memberships?




K-means Clustering

1.. Input IS 2.. OUtpUt iS a Coids — 3:5 1.8

still a matrix list of cluster ,, ““"™"™'* = 02 0.1
of features: “centroids”:
5 3 1

/ 4 2 1 \
3 1 3

y_| 2 2 4 cluster 2

1 5 2

\ 1 2 ... 1 }

cluster 3

f =[0,0,1,0]
3. From this we can f=10,0,0,1]
describe each pointin X Y =(1,2,4,3,4,2,4,2,2,3,3,2,1,1,3,...,2)
by its cluster membership:



Greedy algorithm:

Initialize C (e.g. at random)
. D _ . 2

° y; = argming || X; — Cil|5
Update each centroid to be the mean (7k L §:¥J§(yi::k)){i

of points assigned to it — 22-45(y¢::k)
. While (assignments change between iterations) ¢

Assign each X 1 to its nearest centroid

(also: reinitialize clusters at random should they become empty)



Hierarchical clustering

Q: What if our clusters are hierarchical?

[OI1 IOIOIOIOIOIOIOIOIOIOIOIOI1]
[OI1 IOIOIOIOIOIOIOIOIOIOIOIOI1]
[0,1,0,0,0,0,0,0,0,0,0,0,0,1,0]

[0,0,1,0,0,0,0,0,0,0,0,1,0,0,0]
[0,0,1,0,0,0,0,0,0,0,0,1,0,0,0]

[0,0,1,0,0,0,0,0,0,0,1,0,0,0,0]
\ J\ J
1 |

membership @ membership @
level 2 level 1

A: We'd like a representation that encodes that points

have some features in common but not others



Hierarchical (agglomerative) clustering
works by gradually fusing clusters whose
points are closest together

Assign every polnt to its own cluster:
Clusters = [[1],[2],[3]1,104],[3],16],..,[N]]

While len (Clusters) > 1:
Compute the center of each cluster
Combine the two clusters with the nearest centers




1. Connected components

Define communities in terms of sets of
nodes which are reachable from each other

* If a and b belong to a strongly connected component then
there must be a path from a 2 b and a path fromb > a
« A weakly connected component is a set of nodes that
would be strongly connected, if the graph were undirected




2. Graph cuts

What is the Ratio Cut cost of the
following two cuts?

Ratio Cut() = %
Ratio Cut(+) = 3

=) = 0.53125



 Cligue percolation searches for “cliques” in the
network of a certain size (K). Initially each of these
cliques is considered to be its own community

* If two communities share a (K-1) clique in
common, they are merged into a single community

 This process repeats until no more communities
can be merged

. Given a clique size K
. Initialize every K-clique as 1ts own community

. While (two communities I and J have a (K-1)-cligue in common) :
Merge I and J into a single community




Week 3

* Clustering & Community detection — understand
the basics of the different algorithms
* Given some features, know when to apply PCA
vs. K-means vs. hierarchical clustering
» Given some networks, know when to apply
clique percolation vs. graph cuts vs. connected
components
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Definitions

Or equivalently... rl 0 f \
0 0 1
R = . ’ . > users
1 O * e ]_ y

Ru = binary representation of items purchased by u
R.,i = binary representation of users who purchased (

[, = K( /Ew*i} U; = fk /E‘/I‘V/j}



Recommender Systems Concepts

* How to represent rating /
purchase data as sets/matrices

 Similarity measures (Jaccard,
cosine, Pearson correlation)

* Very basic ideas behind latent
factor models



Jaccard similarity

Jaccard(A, B) = ﬁﬂgi
Jaccard(U;,U;) = gﬂ%:

- Maximum of 1 if the two
users purchased exactly the

same set of items
(or if two items were purchased by the
same set of users)

> Minimum of 0 if the two users
purchased completely

disjoint sets of items
(or if the two items were purchased by

A ﬂ B A U B completely disjoint sets of users)




Cosine similarity

Cosine(A, B) = ||A1A|l|'|‘|BB||

6 = cos™* (||AIA|1|'IFBII)

cos(f) =1
(theta = 0) > A and B point in
exactly the same direction

cos(f) = —1
(theta = 180) - A and B point
in opposite directions (won't
actually happen for 0/1 vectors)

cos(0) =0
(theta = 90) > A and B are
orthogonal

Uharry potter

(vector representation of
users who purchased
harry potter)




Pearson correlation

Compare to the cosine similarity:

Pearson similarity (between users):
items rated by both users  average rating by user v

Z EL}OIU (Ru,i_-R_u)(Rv,?l_R_vJ)

Sim(u, v) = _
\/Z'LEIUOIU(RU’?’ u)2 Z’iEIuﬂIv (Rv,i_Rv)2
Cosine similarity (between users):
Ru,inu,i
Sim(u,v) = ZzEI’“’”I’“

2 2



Rating prediction

f(uaz):a_l_/@u_l_ﬁz

PAR S

how much does

this user tend to

rate things above
the mean?

does this item tend
to receive higher
ratings than others

/Bjulian

PITGHB[AGI( black = —0.1

—0.2




L atent-factor models

f(ua Z) — /Bu /Bz Yu * Vi
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Last year's midterm

Section 1: Regression

Feature design

Suppose we collected the following data about businesses from (Foogle Local:
[} Mame Av. Hating Price Address lat it ucke /g it ucle hemurs
i T {"s Heleres Sparts Bar ] 3% Soux Falls, S0 57106 43529, -96.792 m-f/1lan-1lpm, s/ 11an-1an
1 Od Chicago 3.0 3% Beaverton, OR 97006 45535, - 122.862 m-£1 lam-lam
2 Habatines [talian Kitchen 4.0 23 Ardingtom, MA 02474 2404, -T1L. 13wt/ 1am- W, -5/ 10an-9pn
3 Oakville Gmooery 4.5 3 Heaklsburg, CA 95443 25.063, 121.524 s, G fpm
4 Hog Wild Fit BB4Q) 3.5 23 Wichita, KS 67213 37681, -97.389 monesung 1 lam-Spm

1. Suppose we wanted to train a personalized model that predicted the rating T would give to a business
based on the population-level average and price, i.e.,

nry rating = &y + 8 [average rating| 4+ 8z |price|.

Write down the complete feature matrix (in the space below] that yon would use to solve the above

equation {1 mark]:
- { S & 7\.
SEPEE
[ G o
=1 4 ? E
J‘ 7S VA




Last year's midterm

2, Write down the predictions that would be abtained for the five businesses it using the features abowve if
the parameters were & = [(L1. 1.0, —IJ.E]T (1 mark)

I Name Predicted Rating CH answer 05 answer
1 T C's Referee Sports Bar ﬁ/,\, S—.101" T S

1 Od Chicagn o ,-(j_lz.( Y 0o

2 Sabatinos Ttalian Kitchen o ¢ $ _ 7 5" S

3 Oakville Grocery CC (e 5 O |

4 Hog Wild Pit BEQ) v, [ 4 2570 T 3 3

A4, The opening hours might also influence my preferenceas. How would you eomatruet useful features for the
above businesses, if 1 have a preference toward businesses that are open late? Using your representation
write down (in the table above] the features corresponding to each business (1 mark):

A X/‘ :@ N mégf oﬁ L/u/f o{% J#\*Vf?/%?/
74

on e t,éa//%j/
9> 0/9//\ oA U@A/S’j




Last year's midterm

4. How would you incorporate opening-hour features it ny preferences are toward businesses that are open
cutside of work hours [i.e., mon-fri/Sam-5pm |7 Write down the features corresponding to each business
(1 mark}:

A (/\/f OJK—/L ::KLr 9/‘7 2 - ﬁ
L/( C?ff/v LQL"“ QQM /) -ﬂ ~/®4L; /tf);”_ﬁ;]

H. Finally, suppose | want to 1111:|de-1 how people’s preferences change as a fum:tlm1 af gengraphy (based on
1,000 115, businesses incuding the five above}, ie.,

average rating = x| geographical features) - 8

How might you use the features available above {e.g address or latitnde longitude) to model sneh geo-
graphical trends {1 mark)]? [(deseribe your solution, rather than writing down the actual features)

[]94//90/
} {AOJ’ MW”{\“j’ 4 f’ﬁzf"ﬁ(’g/r—/mj
[c_ /M iac on €90~ o rdmales ¢ O/ Pe/\fwea%le

CL\,CC/ /‘—:Qn]



Last year's midterm

Diagnostics
fi. Suppose we trained our model above by minimizing the reqularized mean squared error, e,

nrg;uiu"y — IHHﬁ + :"-||'E‘||§

Suppose that we split our data into training, validatiom, and test sets {and that we do so randonly,
given plenty of data). Which of the plota below could correspond to the performance e, MSE] on the

\1:1‘31111113 idation sets? For each that could ned, briefly explain why below (1 mark].
_ \ / o~
PR E IR \/vﬂd.ﬂmw RN FR
brdie g e
e ey R ot g ol
vl iy e
/ rad ey rar

[ v
//\C O «L(N/n\lj el "&”Q"b‘j uee
, dQC(\@ qL*) )

Nl Sror



Last year's midterm

(hard) Suppose you are trying to predict star ratings using some regressiom model (eg. o + 4, + 5. Yo
figure that since the output of your model is a real munber, while the labels themselves are integers (ie., 1,
2, 3. 4, ar 5], that you might simply round the output to the nearest integer to improve your predictor. Yoo
perform a quick check and find that when your model outputs the number @, the correct answer is e | with
probability [a] — &, and [a] with probability & — |2 (e.g. if it ontputs 4.2 then the corvect answer is 4 80% of
the time and 5 20% of the time; recall that || and [.] ave the Hoor and ceiling function].

7. Baged on the above deseription, would rounding be expected to ineresse or decrease the MSE, or have
no etfect? Explain your anawer (2 marks). 57( 7 = \

GC - e AEX. &> —//.Z‘AP
A A QCor [a71-4 ) (0\ LQJ) <
f'owfﬁ/ Q - (kl 'k/\ <[\4 / A~ LD\) — (\6‘/\/\(&"’1‘7

8. What effect womld the above rounding procedure have if we were trying to optimize the mean absolute
errar (MAE) instead of the MSE (2 marka]? Explain.

LT L XY U Ss. M}\(rﬂ/a( Q’L4)>

LOETaa-le)”

/})mG@a{z A calne = & v/ 77:0‘?
=S (//p:O-Z




Last year's midterm

Section 2: Classification

The fallowing is a list of Vin Dhiesel's films: ?

Mo, Title C/ Year IMDBE rating  MPAA rating  length {minntes)
1 Last Witeh Hunter 5 i ‘ 106
2 (Furigns 7 15 3 D
4 Guardians of the Galaxy 214 &r =
4  Riddick 015 .4 119
i Fast LAFores 6 2013 3 %
i Fast Five 2011 B
7 Fast & Poriom AT 6.6 107
&  The Fast and the Parimsa: Tokyo Drift 2006 6.0 104
i The Pacifier 05 5.5 15
101 The Chronicles of Riddick M 6.7 119
11 xXx Al nH (5
12 The Fast and theFuriods 2001 6.7 106
13 Pitch Black 20000 ) 104
14  The Irom Ciant 11111 b ]
15 Saving Private Ryan 1905 <))

Yon hear a rumor that Vin Thesel has a new film coming ont that is (A) Ower two hours long (B] Rated PG-13
(€7} Has the word “Furious” in the title. Let's try to estimate the probability that it will (I} have an IMDEBE
rating of 7.0 or above,

). Based on the data above (and not making any other assmmptions | write down the probabili by

2
(1 mark] |A: /L/

p(D|A A B AC)




Last year's midterm

9. Bas ut ta g haove (ar i _ e nptisng | write down the probabili

p(D|A A B A C)

(1 mark) [A: ”\\\/lb&

10. The alsove probability may be unreliable as it is based on very few observations that exhibit the required 7/ /

features. So, we'll try to decide whether I¥ is likely to be true or not fallowing the Naive Bayes sssumption.
Write down all of the terms invalved and finally the pmb.ablht'i-' ratio, and the conclusion you draw as a

result (2 markg).
/7(79)?( ﬁ? @ D)ch())/v [ﬂg}@(”)‘yé@m AR
// < —/7L /1— ;)— ( S g f/ 9

11. Can you comment on the appropriateness of the naive bayes assnnption for this task (ie., predicting
IMDVE ratings }:uaaed om maovie features | (1 mark)?

)\/QUL ~ /\av-é,
laf{%{:/ A L' pleowive s /T AD cc"”lﬂj

o A LL.A (] K\EL Q’Xf/aa\—w/iﬁéﬁ Ir794 Stre
(’1//(1(/7 \J s //7)} VAA’>



Last year's midterm

Evaluation measures

Suppose we are performing a ranking task to try and identity pages that are relevant to some particular search
query, and that we achieve this by building a logistic regressor that ontputs a seore indicating the probability
that a page is relevant. Suppose the scores we obtain are the following

e id  seore  actually relevant?
i .78 yes
1 .25 110
2 0.3 yed
3 .15 110
4 n.m o
b 11,405 yis
i .42 yies
7 .11 110
5 0,20 o
1 0.5 10

12, Complete the table below by ranking pages in decreasing order of confidence, (Roughly | plot the precisiom
against the recall to the right of the table (3 marks).

page id  emfidaws actually relevant? 'p'['Eﬂng].lﬂk recalllk n |
IR 1.0 \(
o 4,/ t z//
o 2 Jr S s
7 .56 o (r % éf 3
LT digl
G . LD 7 [[ t // é
:)]/ " ’(f( :_: ¢ ’ g recall 1o




Last year's midterm

Section 3: Communities & clustering

13, Suppose a govial network is divided into the two comumnities shown belowr (filled va, unfilled nodes ). T
we wanted an algorithm to find these conmunities automatically, which of ratie cufs versus rermalized
euts would be more appropriate and wly (1 mark)?

A K@A/"b &vta/ CM«L?,)’ L’l’é)ﬂéa,ﬂf ]\*}/”J "j‘ «fél[\w&)
/\o"L (" “'(//‘/lf o ft ﬂﬁ(jﬁ_ecj

4. What would be the result of munming eligue pereelation on the graphs below (3 marks)? Cirele the
commmnities that wonld be found directly on the graphs.




Last year's midterm

15. Suppese you ran Alerarchionl clustering on the points below, resmlting in the dendrogram shown in the

center. How would you use the output of this algorithm (i.e., the clusters/ dendrogram| to generate nseful
feature representations for the ariginal pointa? Write your features for the 7 points below (1 mark].

v Xz )G (e 2, 0 B/(gp/ ,gjj

W e oo~ Nl
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Algorithm design

16i. Suppose you wanted to design a system to estimate what tip a prospective fare would give for a taxi ride
in San Diego. Describe below what data and features you wounld collect to estimate this value, and what

techniques you would use to solve the task (3 marks).
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Section 1: Regression

Q1: Restaurants & ratings (10 marks)

Suppose we collected the following data about restaurants from Yelp!:

Name Average Rating Takes reservations? Take-out? Price Good for
Oceana Coastal Kitchen 4.5 Yes No 539 Breakfast
Beyer Deli 5.0 No Yes 3 Lunch
Werewolf 4.5 Yes Yes $$ Brunch

C Level 4.0 No Yes $$  Lunch, Dinner
Cucina Urban 4.5 Yes Yes $$ Dinner

and that from this data we want to estimate

av. rating ~ #y + 61 [takes reservations| + f3[has take-out] + @3[price]
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Name Average Rating Takes reservations? Take-out? Price Good for
Oceana Coastal Kitchen 4.5 Yes No 558 Breakfast
Beyer Deli 5.0 No Yes $ Lunch
Werewolf 4.5 Yes Yes $$ Brunch

C Level 4.0 No Yes $$  Lunch, Dinner
Cucina Urban 4.5 Yes Yes $$ Dinner

and that from this data we want to estimate

av. rating ~ 6y + 6 [takes reservations] + f2[has take-out] + 63[price]

1. What is the average rating across all restaurants (1 mark)? | A:

2. What is the Mean Squared Error of the a predictor that just predicts the average rating for all items (1
mark)? | A:

3. Suppose we'd like to write down the above expression for the rating in the form y ~ X6. Complete the

following equation to do so:
4.5 ] 1 1 0 37

12
=S

(1 mark)

4. In the expression y ~ X6, which term encodes the labels, which term encodes the features, and which

term encodes the parameters (1 mark)? |labels: features: parameters:
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Name Average Rating Takes reservations? Take-out? Price Good for
Oceana Coastal Kitchen 4.5 Yes No 539 Breakfast
Beyer Deli 5.0 No Yes $ Lunch
Werewolf 4.5 Yes Yes $$ Brunch

C Level 4.0 No Yes $$  Lunch, Dinner
Cucina Urban 4.5 Yes Yes $$ Dinner

and that from this data we want to estimate

av. rating ~ 0y + 1 [takes reservations] + f2[has take-out] + #3[price]

5. Suppose that after fitting our model for the rating we obtain 8 = [7,0.5, —1, —1]T. What is the interpre-
tation of 8y = 7 in this expression (1 mark)?

A

6. What is the interpretation of #3 = —1 (1 mark)?
A:
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Name Average Rating Takes reservations? Take-out? Price Good for
Oceana Coastal Kitchen 4.5 Yes No 539 Breakfast
Beyer Deli 5.0 No Yes $ Lunch
Werewolf 4.5 Yes Yes $$ Brunch

C Level 4.0 No Yes $$  Lunch, Dinner
Cucina Urban 4.5 Yes Yes $$ Dinner

and that from this data we want to estimate

av. rating ~ 0y + 1 [takes reservations] + f2[has take-out] + #3[price]

9. Suppose you wanted to incorporate the ‘Good for’ field (the last column of the above table) into your
model. How would you represent the features in order to do so? Answer this by writing down the model
you would use:

av. rating =~ y + 6 [takes reservations| + f,[has take-out]+

Os[price] + | A:

and by completing the feature matrix using your representation:

1103

(2 marks)
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Q2: Training, testing, & model selection (6 marks)

Suppose we are training regressors to minimize the regularized Mean Squared Error

1
> T ¥ O+ A6
(z,y)Etrain

10. Suppose that we fit some model for A € {0.01,0.1,1,10,100,1000} and obtain the following performance
on the training and validation sets:

Which value of A would you select based on the results above (1 mark)? [A =

validation error

training error

[ [ ]
A=001 01 1 10 100 1000

11. Answer the following questions about training, validation, and test sets:

(a)

(b)

What is the role of a validation set (1 mark)?

A:

How does the training error typically vary with A (1 mark)?

A:

What is meant by under/over fitting? Which values of A in the above figure correspond to maxi
over/under fitting (1 mark)?

mum

A:
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12. Further suppose that we consider two different feature representations (model X and model Y), and two
different regularization parameters (A = 1 and A = 10) and obtain the following results on the training
and validation sets:

model training error validation error
model X, A =1 23.34 ?

model X, A =10 ? ?

model Y, A =1 ? 18.32
model Y, A =10 25.98 ?

(‘7" indicates an unknown value).

Assuming that our training/validation/test sets are large, independent samples, is the above information
enough to determine which model and which value of A we would expect to yield the best performance

3

on the test set? If so, which model and which value of A would you expect to perform best and why?
Explain your answer (2 marks).

A:
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Q3: Fantasy novels (6 marks)

Suppose we have a database consisting of the following books:

Title Genre Prediction
The Circle of Sorcerers Fantasy True
Knights: The Eye of Divinity Fantasy

Superman/Batman: Sorcerer Kings Graphic Novel

In the Blood Mystery

Remains of the Day Literature & Fiction

Blood Song Fantasy

Flame Moon Fantasy

The Book of The Sword: A History of Daggers | History

A Storm of Swords Fantasy

The Storm Book Children’s

Further, suppose we are given the following classifier to classify Fantasy vs. non-Fantasy books:

if (Title contains ’Sorcerer’ or ’Blood’ or ’Knights’ or ’Moon’ or ’Storm’):
return True

else:
return False

13. What are the predictions made by this classifier? Write your answers in the last column of the table
above (1 mark).

14. Of these predictions, what is the number of true positives, true negatives, false positives, and false
true positive true negative false positive false negative

negatives (1 mark)? A

15. What are the true positive rate (hint: TP / (TP + FN)), true negative rate, and balanced error rate (1
mark)?
true positive rate true negative rate balanced error rate

A:

16. In class we saw three approaches to classification: naive Bayes, logistic regression, and support-vector
machines. Describe one benefit of each approach compared to the other two (3 marks).
naive Bayes:

logistic regression:

SVM:




Spring 2015 midterm

Section 3: Communities & clustering

Q4: Algorithms for community detection, dimensionality reduction, and clustering

Recall three algorithms we saw in class to detect communities: connected components, ratio cut, and clique
percolation (pseudocode is given as Algorithms 1, 2, and 3 at the end of the test).

17. Identify the communities that would be produced on the graphs below using these three algorithms.
Circle the communities directly in the space below (some more graphs are provided on the final page in
case you need to re-write your answer):

Connected components Ratio cut Clique percolation Clique percolation
(2 communities) (k=3) (k=2)

(1 mark) (1 mark) (1 mark) (1 mark)
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18. Suppose we are given the following 2-dimensional data X, and wish to cluster it so as to minimize the

19.

20.

reconstruction error (3, y [|Z—z||3). Separate the points into three clusters such that the reconstruction
error (when replacing each point by its cluster centroid) would be minimized. Draw the clusters directly
in the space below (1 mark):

By replacing each point with one of the three centroids above, we have effectively ‘compressed’ the data,
since each (2-d) point is replaced by a (1-d) integer. Another way to compress the data would be to
perform Principal Component Analysis, and discard the lowest variance dimension, which would also
result in a 1-d representation of the data. Out of these two possible compressed representations, which
one would result in the lower reconstruction error on the above data, and why (1 mark)?

A:

In class we saw hierarchical clustering, an algorithm that works by successively joining clusters whose
centroids are nearest. Psuedocode is given in Algorithm 4 over the page.

Suppose you are given the following set of points:

.eof Step Clusters merged List of clusters
" 0 | (uitialization) | {a}, {5}, {c}. {d}. {e}, {F}. {4}
1| {a) merges with {6} | {a.b}, {c}.{a}, {c}.{f}. {s)

2
3
aeeb 4
5

od 6 {a,b,c.d,e, f,g}

oC

If we were to perform hierarchical clustering on this data, in what order would the clusters be joined?
Answer this question by completing the table above (2 marks).
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No reduction after degree 1 (HW1/wk1)



Train vs. lambda (Classification,

HW1/wk?2)



PCA reconstruction error




PCA reconstruction error




PCA reconstruction error
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Representing the day as a feature

How would you build a feature to
represent the time of day?

Short-term trends

Average rating

3? | | I
S:EH} 6:00 12:00 18:00 24:00
Time of day



Representing the day as a feature

How would you build a feature to
represent the time of day?



Interpretation of linear models

» Suppose we have a linear regression
model to predict college GPA
* One of the features of this model
encodes whether a student owns a car
* The fitted model looks like:

y = ... — 0.4jowns a car| + ...

Conclusion: “The GPA of the average student who owns
a car is 0.4 lower than that of the average student”
Q: is this conclusion reasonable?



