
CSE 158 – Lecture 11
Web Mining and Recommender Systems

Text mining Part 2



Recap: Prediction tasks involving text

What kind of quantities can we 

model, and what kind of prediction 

tasks can we solve using text?



Prediction tasks involving text

Does this 

article have a 

positive or 

negative 

sentiment 

about the 

subject being 

discussed?



Prediction tasks involving text

What is the category/subject/topic of 

this article?



Prediction tasks involving text

Which of these reviews am I most likely 

to agree with or find helpful?



Prediction tasks involving text

Which of these 

articles are 

relevant to my 

interests?



Prediction tasks involving text

Find me articles similar to this one

related

articles



Feature vectors from text

F_text = [150, 0, 0, 0, 0, 0, … , 0]

a aardvark zoetrope

Bag-of-Words models



Feature vectors from text

Bag-of-Words models

Dark brown with a light tan head, minimal 

lace and low retention. Excellent aroma of 

dark fruit, plum, raisin and red grape with 

light vanilla, oak, caramel and toffee. Medium 

thick body with low carbonation. Flavor has 

strong brown sugar and molasses from the 

start over bready yeast and a dark fruit and 

plum finish. Minimal alcohol presence. 

Actually, this is a nice quad.

yeast and minimal red body thick light a 

Flavor sugar strong quad. grape over is 

molasses lace the low and caramel fruit 

Minimal start and toffee. dark plum, dark 

brown Actually, alcohol Dark oak, nice vanilla, 

has brown of a with presence. light 

carbonation. bready from retention. with 

finish. with and this and plum and head, fruit, 

low a Excellent raisin aroma Medium tan

These two documents have exactly the same representation 

in this model, i.e., we’re completely ignoring syntax.

This is called a “bag-of-words” model.



Feature vectors from text

Find the most common words…

counts = [(wordCount[w], w) for w in wordCount]

counts.sort()

counts.reverse()

words = [x[1] for x in counts[:1000]]



Feature vectors from text

And do some inference!

e.g.: Sentiment analysis

Let’s build a predictor of the form:

using a model based on linear regression:

Code: http://jmcauley.ucsd.edu/cse258/code/week5.py

http://jmcauley.ucsd.edu/cse258/code/week5.py
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TF-IDF



Distances and dimensionality reduction

When we studied recommender systems, 

we looked at:

• Approaches based on measuring 

similarity (cosine, jaccard, etc.)

• Approaches based on dimensionality 

reduction

Today we’ll look at the same two concepts, 

but using textual representations



Finding relevant terms

So far we’ve dealt with huge 

vocabularies just by identifying the 

most frequently occurring words

But! The most informative words may 

be those that occur very rarely, e.g.:
• Proper nouns (e.g. people’s names) may predict the 

content of an article even though they show up rarely

• Extremely superlative (or extremely negative) language 

may appear rarely but be very predictive



Finding relevant terms

e.g. imagine applying something like 

cosine similarity to the document 

representations we’ve seen so far

e.g. are (the features 

of the reviews/IMDB 

descriptions of) these 

two documents 

“similar”, i.e., do they 

have high cosine 

similarity



Finding relevant terms

e.g. imagine applying something like 

cosine similarity to the document 

representations we’ve seen so far



Finding relevant terms

So how can we estimate the 

“relevance” of a word in a document?
e.g. which words in this document might help us to 

determine its content, or to find similar documents?

Despite Taylor making moves to end her long-standing feud with Katy, HollywoodLife.com has 

learned exclusively that Katy isn’t ready to let things go! Looks like the bad blood between Kat Perry, 

29, and Taylor Swift, 25, is going to continue brewing. A source tells HollywoodLife.com exclusively 

that Katy prefers that their frenemy battle lines remain drawn, and we’ve got all the scoop on why 

Katy is set in her ways. Will these two ever bury the hatchet? Katy Perry & Taylor Swift Still Fighting? 

“Taylor’s tried to reach out to make amends with Katy, but Katy is not going to accept it nor is she 

interested in having a friendship with Taylor,” a source tells HollywoodLife.com exclusively. “She 

wants nothing to do with Taylor. In Katy’s mind, Taylor shouldn’t even attempt to make a friendship 

happen. That ship has sailed.” While we love that Taylor has tried to end the feud, we can 

understand where Katy is coming from. If a friendship would ultimately never work, then why 

bother? These two have taken their feud everywhere from social media to magazines to the Super 

Bowl. Taylor’s managed to mend the fences with Katy’s BFF Diplo, but it looks like Taylor and Katy 

won’t be posing for pics together in the near future. Katy Perry & Taylor Swift: Their Drama Hits All-

Time High At the very least, Katy and Taylor could tone down their feud. That’s not too much to ask, 



Finding relevant terms

So how can we estimate the 

“relevance” of a word in a document?
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“the” appears 

12 times in the 

document



Finding relevant terms

So how can we estimate the 

“relevance” of a word in a document?
e.g. which words in this document might help us to 

determine its content, or to find similar documents?

Despite Taylor making moves to end her long-standing feud with Katy, HollywoodLife.com has 

learned exclusively that Katy isn’t ready to let things go! Looks like the bad blood between Kat Perry, 

29, and Taylor Swift, 25, is going to continue brewing. A source tells HollywoodLife.com exclusively 

that Katy prefers that their frenemy battle lines remain drawn, and we’ve got all the scoop on why 

Katy is set in her ways. Will these two ever bury the hatchet? Katy Perry & Taylor Swift Still Fighting? 

“Taylor’s tried to reach out to make amends with Katy, but Katy is not going to accept it nor is she 

interested in having a friendship with Taylor,” a source tells HollywoodLife.com exclusively. “She 

wants nothing to do with Taylor. In Katy’s mind, Taylor shouldn’t even attempt to make a friendship 

happen. That ship has sailed.” While we love that Taylor has tried to end the feud, we can 

understand where Katy is coming from. If a friendship would ultimately never work, then why 

bother? These two have taken their feud everywhere from social media to magazines to the Super 

Bowl. Taylor’s managed to mend the fences with Katy’s BFF Diplo, but it looks like Taylor and Katy 

won’t be posing for pics together in the near future. Katy Perry & Taylor Swift: Their Drama Hits All-

Time High At the very least, Katy and Taylor could tone down their feud. That’s not too much to ask, 

“the” appears 

12 times in the 

document

“Taylor Swift” 

appears 3 times 

in the document



Finding relevant terms

So how can we estimate the 

“relevance” of a word in a document?

Q: The document discusses “the” more than it discusses 

“Taylor Swift”, so how might we come to the conclusion 

that “Taylor Swift” is the more relevant expression?

A: It discusses “the” no more than other documents do, 

but it discusses “Taylor Swift” much more



Finding relevant terms

Term frequency & document 

frequency

Term frequency ~ How much does 

the term appear in the document

Inverse document frequency ~ How 

“rare” is this term across all documents



Finding relevant terms

Term frequency & document 

frequency



Finding relevant terms

Term frequency & document 

frequency

“Term frequency”:                   = number of times the term t appears in the document d

e.g. tf(“Taylor Swift”, that news article) = 3

“Inverse document frequency”:

“Justification”:                                                 so  

term (e.g. 

“Taylor Swift”)

set of 

documents



Finding relevant terms

Term frequency & document 

frequency

TF-IDF is high  this word appears much more 

frequently in this document compared to other 

documents

TF-IDF is low  this word appears infrequently 

in this document, or it appears in many 

documents



Finding relevant terms

Term frequency & document 

frequency

tf is sometimes defined differently, e.g.:

Both of these representations are invariant to the 

document length, compared to the regular definition 

which assigns higher weights to longer documents



Finding relevant terms

How to use TF-IDF

[0,0,0.01,0,0.6,…,0.04,0,3,0,159.1,0]

[180.2,0,0.01,0.5,0,…,0.02,0,0.2,0,0,0]

“the” “and”

“action”

“fantasy”

• Frequently occurring words have little impact on the similarity

• The similarity is now determined by the words that are most 

“characteristic” of the document



Finding relevant terms

But what about when we’re 

weighting the parameters anyway?

e.g. is:

really any different from:

after we fit parameters?



Finding relevant terms

But what about when we’re 

weighting the parameters anyway?

Yes!
• The relative weights of features is different between 

documents, so the two representations are not the 

same (up to scale)

• When we regularize, the scale of the features matters –

if some “unimportant” features are very large, then the 

model can overfit on them “for free”



Finding relevant terms

But what about when we’re 

weighting the parameters anyway?



Finding relevant terms

But what about when we’re 

weighting the parameters anyway?



Questions?

Further reading:
• Original TF-IDF paper (from 1972)

“A Statistical Interpretation of Term Specificity and Its Application in Retrieval”

http://goo.gl/1CLwUV

http://goo.gl/1CLwUV
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Dimensionality-reduction approaches to document 

representation



Dimensionality reduction

How can we find low-dimensional 

structure in documents?

topic

model

Action:
action, loud, fast, explosion,…

Document topics

(review of “The Chronicles of Riddick”)

Sci-fi
space, future, planet,…

What we would like:



Singular-value decomposition

Recall (from lectures 3&5)

eigenvectors of

eigenvectors of

(square roots of)

eigenvalues of

(e.g.) 

matrix of 

ratings



Singular-value decomposition

Taking the eigenvectors corresponding to the top-K 

eigenvalues is then the “best” rank-K approximation

(top k) eigenvectors of

(top k) eigenvectors of

(square roots of top k)

eigenvalues of



Singular-value decomposition

What happens when we apply this to a 

matrix encoding our documents?

document 

matrix

terms

documents

X is a TxD matrix 

whose columns

are bag-of-words 

representations of 

our documents

T = dictionary size

D = number of 

documents



Singular-value decomposition

What happens when we apply this to a 

matrix encoding our documents?

is a DxD matrix.

is a low-rank approximation of each document

eigenvectors of 

is a TxT matrix.

is a low-rank approximation of each term

eigenvectors of 



Singular-value decomposition

What happens when we apply this to a 

matrix encoding our documents?



Singular-value decomposition

What happens when we apply this to a 

matrix encoding our documents?



Singular-value decomposition

Using our low rank representation of 

each document we can…

• Compare two documents by their low dimensional 

representations (e.g. by cosine similarity)

• To retrieve a document (by first projecting the query into 

the low-dimensional document space)

• Cluster similar documents according to their low-

dimensional representations

• Use the low-dimensional representation as features for 

some other prediction task



Singular-value decomposition

Using our low rank representation of 

each word we can…

• Identify potential synonyms – if two words have similar 

low-dimensional representations then they should have 

similar “roles” in documents and are potentially 

synonyms of each other

• This idea can even be applied across languages, where 

similar terms in different languages ought to have similar  

representations in parallel corpora of translated 

documents



Singular-value decomposition

This approach is called latent semantic 

analysis

• In practice, computing eigenvectors for matrices of the 

sizes in question is not practical – neither for XX^T nor 

X^TX (they won’t even fit in memory!)

• Instead one needs to resort to some approximation of the 

SVD, e.g. a method based on stochastic gradient descent 

that never requires us to compute XX^T or X^TX directly 

(much as we did when approximating rating matrices with 

low-rank terms)



Probabilistic modeling of documents

Finally, can we represent documents in 

terms of the topics they describe?

topic

model

Action:
action, loud, fast, explosion,…

Document topics

(review of “The Chronicles of Riddick”)

Sci-fi
space, future, planet,…

What we would like:



Probabilistic modeling of documents

Finally, can we represent documents in 

terms of the topics they describe?

• We’d like each document to be a mixture over topics

(e.g. if movies have topics like “action”, “comedy”, “sci-fi”, and 

“romance”, then reviews of action/sci-fis might have 

representations like [0.5, 0, 0.5, 0])

• Next we’d like each topic to be a mixture over words

(e.g. a topic like “action” would have high weights for words 

like “fast”, “loud”, “explosion” and low weights for words like 

“funny”, “romance”, and “family”)

action sci-fi



Latent Dirichlet Allocation

Both of these can be represented by 

multinomial distributions

“action” “sci-fi”
Each document has a topic 

distribution which is a mixture 

over the topics it discusses

i.e.,

“fast” “loud”
Each topic has a word 

distribution which is a mixture 

over the words it discusses

i.e.,

…

number of topics

number of words



Latent Dirichlet Allocation

Under this model, we can estimate the 

probability of a particular bag-of-words 

appearing with a particular topic and 

word distribution

document
iterate over 

word positions
probability of this 

word’s topic

probability of 

observing this 

word in this topic

Problem: we need to estimate 

all this stuff before we can 

compute this probability!



Latent Dirichlet Allocation

E.g. some topics discovered from an 

Associated Press corpus
labels are 

determined 

manually



Latent Dirichlet Allocation

And the topics most likely to have 

generated each word in a document
labels are 

determined 

manually

From http://machinelearning.wustl.edu/mlpapers/paper_files/BleiNJ03.pdf

http://machinelearning.wustl.edu/mlpapers/paper_files/BleiNJ03.pdf


Latent Dirichlet Allocation

Many many many extensions of Latent 

Dirichlet Allocation have been proposed:

• To handle temporally evolving data:

“Topics over time: a non-Markov continuous-time model of 

topical trends” (Wang & McCallum, 2006)

http://people.cs.umass.edu/~mccallum/papers/tot-kdd06.pdf

• To handle relational data:
“Block-LDA: Jointly modeling entity-annotated text and entity-entity links” (Balasubramanyan & 

Cohen, 2011)

http://www.cs.cmu.edu/~wcohen/postscript/sdm-2011-sub.pdf

“Relational topic models for document networks” (Chang & Blei, 2009)

https://www.cs.princeton.edu/~blei/papers/ChangBlei2009.pdf

“Topic-link LDA: joint models of topic and author community” (Liu, Nicelescu-Mizil, & Gryc, 2009)

http://www.niculescu-mizil.org/papers/Link-LDA2.crc.pdf

http://people.cs.umass.edu/~mccallum/papers/tot-kdd06.pdf
http://www.cs.cmu.edu/~wcohen/postscript/sdm-2011-sub.pdf
https://www.cs.princeton.edu/~blei/papers/ChangBlei2009.pdf
http://www.niculescu-mizil.org/papers/Link-LDA2.crc.pdf


Latent Dirichlet Allocation

Many many many extensions of Latent 

Dirichlet Allocation have been proposed:

“WTFW” model

(Barbieri, Bonch, & 

Manco, 2014), a model 

for relational documents



Summary

Today…

Using text to solve predictive tasks
• Representing documents using bags-of-words and 

TF-IDF weighted vectors

• Stemming & stopwords

• Sentiment analysis and classification

Dimensionality reduction approaches:
• Latent Semantic Analysis



Questions?

Further reading:
• Latent semantic analysis

“An introduction to Latent Semantic Analysis” (Landauer, Foltz, & Laham, 1998)

http://lsa.colorado.edu/papers/dp1.LSAintro.pdf

• LDA
“Latent Dirichlet Allocation” (Blei, Ng, & Jordan, 2003)

http://machinelearning.wustl.edu/mlpapers/paper_files/BleiNJ03.pdf

• Plate notation
http://en.wikipedia.org/wiki/Plate_notation

“Operations for Learning with Graphical Models” (Buntine, 1994)

http://www.cs.cmu.edu/afs/cs/project/jair/pub/volume2/buntine94a.pdf

http://lsa.colorado.edu/papers/dp1.LSAintro.pdf
http://machinelearning.wustl.edu/mlpapers/paper_files/BleiNJ03.pdf
http://en.wikipedia.org/wiki/Plate_notation
http://www.cs.cmu.edu/afs/cs/project/jair/pub/volume2/buntine94a.pdf


A few assignment 1 tips

Task 1



A few assignment 1 tips

Task 2


