Instructions

- This is a 40 point homework.
- Problem 3 is a programming assignment. For this problem, you are free to use any programming language you wish. Please submit a printout of your code along with your homework.

Problem 1: 8 points

Alice, Bob and Carol have all been asked to implement the perceptron algorithm. They all have the same training and test data, and they make a single pass over the training and test data with all the algorithms (Alice’s variant, Bob’s variant, and Carol’s variant). Carol implements the version of perceptron that we discussed in lecture.

1. Suppose Alice implements the following variant of the perceptron algorithm.

   (a) Initially: \( w_1 = 0 \).
   (b) For \( t = 1, 2, 3, 4, \ldots, T \)
      
      i. If \( y_t(w_t, x_t) < 0 \) then \( w_{t+1} = w_t + y_t x_t \).
      
      ii. Otherwise: \( w_{t+1} = w_t \).
   (c) Output \( w_{Alice} = w_{T+1} \).

   Is the test error of the classifier output by Alice’s algorithm the same as the test error of Carol’s algorithm, no matter what the test data is? If your answer is yes, justify your answer. If your answer is no, provide a counterexample or a brief justification.

2. Bob implements a second variant of the perceptron algorithm, as follows.

   (a) Initially: \( w_1 = 0 \).
   (b) For \( t = 1, 2, 3, 4, \ldots, T \)
      
      i. If \( y_t(w_t, x_t) \leq 0 \) then \( w_{t+1} = w_t + y_t x_t / \|x_t\| \).
      
      ii. Otherwise: \( w_{t+1} = w_t \).
   (c) Output \( w_{Bob} = w_{T+1} \).

   Is the test error of the classifier output by Bob’s algorithm the same as the test error of Carol’s algorithm, no matter what the test dataset is? If your answer is yes, provide a justification for your answer; if your answer is no, provide a counterexample or a brief justification.

Solution

1. No. Since Alice’s algorithm only update \( w \) when \( y_t(w_t, x_t) < 0 \) and \( w \) is initialized as 0, it will keep the same through all iterations and the final \( w_{T+1} = 0 \). So the test error may not be the same as that of Carol’s classifier.
2. No. Suppose the data lies in a 2-dimensional Euclidean space, and the underlying classifier is \( w^* = (1, 2) \), i.e., for all \( x \in \mathbb{R}^2 \), its corresponding label is \( y = \text{sign}(\langle w^*, x \rangle) \). Suppose our training set is \( \{(0, 2), (1, 0), 1, (0, -2), -1, ((-1, 0), -1)\} \) and test set is \( \{((-3, 2), 1)\} \).

Then Carol’s algorithm will do the following:

- See \( (x_1, y_1) = ((0, 2), 1) \) and update \( w_2 = (0, 2) \)
- See \( (x_2, y_2) = ((1, 0), 1) \) and update \( w_3 = (1, 2) \)
- See \( (x_3, y_3) = ((0, -2), -1) \) and keep \( w_4 = (1, 2) \)
- See \( (x_4, y_4) = ((-1, 0), -1) \) and keep \( w_{\text{Carol}} = w_5 = (1, 2) \)

And Bob’s algorithm will do the following:

- See \( (x_1, y_1) = ((0, 2), 1) \) and update \( w_2 = (0, 1) \)
- See \( (x_2, y_2) = ((1, 0), 1) \) and update \( w_3 = (1, 1) \)
- See \( (x_3, y_3) = ((0, -2), -1) \) and keep \( w_4 = (1, 1) \)
- See \( (x_4, y_4) = ((-1, 0), -1) \) and keep \( w_{\text{Bob}} = w_5 = (1, 1) \)

\( w_{\text{Carol}} \) and \( w_{\text{Bob}} \) are different. They classify \((-3, 2)\) as 1 and \(-1\) respectively, and the test errors are not the same.

**Problem 2: 12 points**

Suppose we are given a training data set \( S = \{(x_1, y_1), \ldots, (x_n, y_n)\} \) where each feature vector \( x_i \) lies in \( d \)-dimensional space. For each \( x_i \), suppose we transform it to \( z_i \) by rescaling each axis of the data by a fixed factor; that is, for every \( i = 1, \ldots, n \) and every coordinate \( j = 1, \ldots, d \), we write:

\[
  z_{ij} = \alpha^j x_{ij}
\]

Here \( \alpha^j \)'s are real, non-zero and positive constants. Thus, our original training set \( S \) is transformed after rescaling to a new data set \( S' = \{(z_1, y_1), \ldots, (z_n, y_n)\} \).

A classifier \( C \) in the original space is said to be equal to a classifier \( C' \) in the rescaled space if for every \( x \in \mathbb{R}^d \), \( C(x) = C'(z) \), where \( z \) is obtained by transforming \( x \). For example, if \( d = 1 \), and if \( \alpha^1 = 2 \), the classifier \( C \) in the original space:

\[
  C: \text{Predict } 0 \text{ if } |x| \leq 1 \text{ and } 1 \text{ otherwise}
\]

is equal to the classifier \( C' \) in the rescaled space:

\[
  C': \text{Predict } 0 \text{ if } |z| \leq 2 \text{ and } 1 \text{ otherwise}
\]

1. First, suppose that all the \( \alpha^j \) values are equal; that is, \( \alpha^1 = \ldots = \alpha^d \). Suppose we train a \( k \)-NN classifier \( C \) on \( S \) and a \( k \)-NN classifier \( C' \) on \( S' \). Are these two classifiers equal? What if we trained \( C \) and \( C' \) on \( S \) and \( S' \) respectively using the ID3 Decision Tree algorithm? What if we trained \( C \) and \( C' \) on \( S \) and \( S' \) respectively using the Perceptron algorithm? If the classifiers are equal, provide a brief argument to justify why; if they are not equal, provide a counterexample.

2. Repeat your answers to the questions in part (1) when the \( \alpha^j \)'s are different. Provide a brief justification for each answer if the classifiers are equal, and a counterexample if they are not.

3. From the results of parts (1) and (2), what can you conclude about how \( k \)-NN, decision trees and perceptrons behave under scaling transformations?
Solution

For this question, we assume that ties are always broken in a consistent manner for both the $k$-NN and ID3 decision tree algorithms.

$k$-NN. We will obtain equal $k$-NN classifiers before and after a space transform for an arbitrary data set, if and only if, the following relative distance condition holds: for any three points $x$, $x_p$ and $x_q$ in the original space, $d(x, x_p) \geq d(x, x_q)$ implies $d(z, z_p) \geq d(z, z_q)$, where $z$, $z_p$ and $z_q$ are the points after rescaling. In other words, we need to ensure that in all cases, the nearest neighbors of a point in the original space are still the nearest neighbors in the rescaled space.

In the case of a uniform scaling factor (all $\alpha^j = \alpha$), the distance between any two points $z_1$ and $z_2$ in the rescaled space is,

$$
\sqrt{\sum_j (x_1^j - x_2^j)^2} = \sqrt{\sum_j (\alpha x_1^j - \alpha x_2^j)^2} = \alpha \sqrt{\sum_j (x_1^j - x_2^j)^2} = \alpha \sqrt{\sum_j (x_1^j - x_2^j)^2} = \alpha d(x_1, x_2),
$$

This is simply the distance in the original space scaled by a constant $\alpha$. Clearly the relative distance condition holds. In particular, this means that the training points that are the nearest neighbors of $x$ in the original space remain the nearest neighbors of $z$ in the rescaled space, therefore prediction for $x$ remains the same as the prediction for $z$.

For nonuniform scaling factors, the relative distance condition does not necessarily hold. One extreme example is if $\alpha^1 = 1$, $\alpha^2 = 0.0001$ (a very small quantity). The transform now essentially projects each point to the $x$-axis (although the point will not be exactly on the axis). Consider the training points $(1, 0)$ with label 0 and $(0, 1)$ with label 1, and a test example $(0.1, 0)$. In the original space, $(0.1, 0)$ is closer to $(1, 0)$ than $(0, 1)$ and will be assigned label 0; in the rescaled space however, it will be rescaled to be $(0.1, 0)$, will be closer to $(0, 1)$ (now rescaled as $(0.0001, 0)$), and thus will be assigned label 1 by the 1-NN classifier. Therefore in this case, we are not guaranteed to get the same $k$-NN classifier.

ID3 Decision Tree. The decision trees produced by the ID3 algorithm will be equal in both cases, assuming that ties are broken in a consistent manner. We can show this by induction. In what follows, we will say that a splitting rule $(j, t)$ in the original space is equal to to a splitting rule $(j, \alpha^j t)$ in the rescaled space.

We run the ID3 algorithm on $S$ and $S'$ simultaneously, and maintain the following invariants at each step of the algorithm. If $T$ and $T'$ are the trees built based on $S$ and $S'$ respectively, then, (a) $T$ and $T'$ have the same structure, (b) for each internal node $v$ in $T$, the splitting rule at $v$ is equal to the splitting rule at the corresponding internal node $v'$ in $T'$ and (c) if $D$ is the dataset associated with a leaf node in $T$, then the dataset associated with the corresponding leaf node in $T'$ is the rescaled version of points in $D$.

The invariant holds at the beginning of the algorithm, as the only (leaf) node is the root, which is associated with $S$ in $T$ and $S'$ in $T'$. Suppose the invariant holds at step $t$ of the algorithm, and at step $t + 1$ we split a node $v$ in $T$ such that the dataset associated with $v$ is $D$. If the splitting rule used is $(j, t)$, then, this splitting rule has the highest information gain among all the possible splitting rules. Observe that as the corresponding node $v'$ in $T'$ is associated with a scaled version $D'$ of $D$, for any $j$ and $t$, the information gain of a splitting rule $(j, \alpha^j t)$ at $v'$ is equal to the information gain of the splitting rule $(j, t)$ in $v$. Thus, assuming that ties are broken consistently, we will pick the splitting rule $(j, \alpha^j t)$ to split node $v'$. Thus invariants (a) and (b) are maintained after step $t + 1$. Finally, invariant (c) is also maintained as the subset of $D$ for which feature $j$ is $\leq t$ is exactly equal to the subset of $D'$ for which feature $j$ is $\leq \alpha^j t$.

Thus, at the end of the ID3 decision tree algorithm, we arrive at two trees $T$ and $T'$ which have exactly the same structure, where the corresponding nodes $v$ and $v'$ have equal splitting rules. Thus if a test example $x$ follows a path $P$ in $T$ from the root to the leaf, its rescaled version $z$ will follow exactly the
same path in $T'$ from root to leaf and will be classified the same way. Therefore the two decision trees will be equal.

**Perceptron.** For a uniform scaling factor $\alpha$, we claim that at any step, if the hyperplane normal in the original space is $w$, then the hyperplane normal in the rescaled space must be $\alpha w$. If this claim is true, then the classifiers in the two spaces will be equal, because as $\alpha > 0$, $\text{sign}(\langle w, x_t \rangle) = \text{sign}(\langle \alpha w, z_t \rangle) = \text{sign}(\langle \alpha w, \alpha x_t \rangle)$.

We prove this by induction. The base case is trivial because $w$ is initialized to 0 in both spaces. Then suppose our claim is true for step $t - 1$, we show that the claim still holds at step $t$. At step $t$ the algorithm predicts the label for the training data $(x_t, y_t)$ in the original space and training data $(z_t = \alpha x_t, y_t)$ in the rescaled space. It is easy to see that the prediction result is the same for the classifiers in both spaces as $\alpha > 0$. If the result is correct, then no change is made to either $w$. If the result is wrong, the normal in the original space is updated to $w + y_t x_t$, while in the rescaled space, the normal is updated to $\alpha w + y_t z_t = \alpha (w + y_t x_t)$. Thus the claim still holds at this step. Therefore the Perceptron algorithm produces equal classifiers in both spaces.

For non-uniform $\alpha$’s, the two classifiers are not equal. One counter-example is given below. There is only one positive training data $(2, -2)$, which becomes $(1, -2)$ in the rescaled space. Consider the test data $(2, 1)$, and the rescaled version $(1, 1)$. The resulting classifier classifies them into different labels.

**Behavior under scaling transformations.** In case of uniform scaling transformations (same $\alpha^i$) across all features/dimensions, all the 3 algorithms are equally robust. However, in case of non-uniform scaling transformations (different $\alpha^i$), ID3 Decision Trees are more robust to compared to $k$-NN and Perceptrons.

**Problem 3: Programming Assignment: 20 points**

In this problem, we look at the task of classifying by topic posts made in six different internet newsgroups – comp.windows.x, rec.sport.baseball, sci.med, misc.forsale, talk.politics.mideast and talk.religion.misc – that correspond to labels $1, \ldots, 6$ respectively.

For your convenience, we have already pre-processed the posts and converted them to feature vectors, where each feature or coordinate corresponds to the count of a single word. Download the files `hw4train.txt` and `hw4test.txt` from the class website. These files contain your training and test data sets respectively. Each line of the training or test set is a feature vector of length 819, followed by a label $(1, \ldots, 6)$.

A dictionary is also provided in the file `hw4dictionary.txt`; the first line in the dictionary is the word that corresponds to the first coordinate, the second line to the second coordinate, and so on.
1. First, we will learn a linear classifier that can predict if a post belongs to class 1 or class 2. For this purpose, your training data is the subset of hw4train.txt that has label 1 or 2, and your test data is the subset of hw4test.txt that has label 1 or 2.

Assume that data is linearly separable by a hyperplane through the origin. Run two, three and four passes of perceptron, voted perceptron, and averaged perceptron on the training dataset to find classifiers that separate the two classes. What are the training errors and the test errors of perceptron, voted perceptron and averaged perceptron after two, three and four passes? [Hint: If your code is correct, the training error after a single pass of perceptron, voted perceptron and averaged perceptron would be about 0.04, 0.07, 0.08.]

2. Consider the averaged perceptron classifier \(w_{\text{avg}}\) that you built by running three passes on the data.

We will now try to interpret this classifier.

Find the three coordinates in \(w_{\text{avg}}\) with the highest and lowest values. What are the words (from hw4dictionary.txt) that correspond to these coordinates? The three highest coordinates are those words whose presence indicates the positive class most strongly, and the three lowest coordinates are those words whose presence indicates the negative class most strongly.

3. For the third part of the question, we will build a one-vs-all multi-class classifier with a Don’t Know option.

For each class \(i = 1, \ldots, 6\), run a single pass of the perceptron algorithm on the training dataset to compute a linear classifier separating the training data points in class \(i\) from the training data points not in class \(i\). Call this classifier \(C_i\). We will now use these classifiers to construct a one-vs-all multiclass classifier.

Given a test example \(x\), the one-vs-all classifier predicts as follows. If \(C_i(x) = i\) for exactly one \(i = 1, \ldots, 6\), then predict label \(i\). If \(C_i(x) = i\) for more than one \(i\) in \(1, \ldots, 6\), or if \(C_i(x) = i\) for no \(i\), then report Don’t Know.

We will build a confusion matrix, that indicates how well a multiclass classifier can distinguish between classes. Recall from lecture that a confusion matrix is a \(6 \times 6\) matrix, where each row is labelled \(1, \ldots, 6\) and each column is labelled \(1, \ldots, 6\). The entry of the matrix at row \(i\) and column \(j\) is \(C_{ij}/N_j\) where \(C_{ij}\) is the number of test examples that have label \(j\) but are classified as label \(i\) by the classifier, and \(N_j\) is the number of test examples that have label \(j\). Since the one-vs-all classifier can also predict Don’t Know, the confusion matrix will now be an \(7 \times 6\) matrix – that is, it will have an extra row corresponding to the Don’t Know predictions.

Write down the confusion matrix for the one-vs-all classifier on the training data in hw4train.txt based on the test data in hw4test.txt.

Looking at the confusion matrix, what are the \(i\) and \(j\) in the following statements?

(a) The perceptron classifier has the highest accuracy for examples that belong to class \(i\).

(b) The perceptron classifier has the least accuracy for examples that belong to class \(i\).

(c) The perceptron classifier most often mistakenly classifies an example in class \(j\) as belonging to class \(i\), for \(i, j \in \{1, 2, 3, 4, 5, 6\}\) (i.e., excluding Don’t Know).

Solution

1. After two, three and four passes of the three algorithms each, we have:

<table>
<thead>
<tr>
<th></th>
<th>Training Error</th>
<th>Test Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 pass</td>
<td>3 passes</td>
</tr>
<tr>
<td>perceptron</td>
<td>0.0358</td>
<td>0.0183</td>
</tr>
<tr>
<td>voted perceptron</td>
<td>0.0404</td>
<td>0.0294</td>
</tr>
<tr>
<td>averaged perceptron</td>
<td>0.0514</td>
<td>0.0376</td>
</tr>
</tbody>
</table>
2. If label 1 is treated as having label +1, we have:

(a) The coordinate with lowest values are 79, 394, 470, corresponding to words “he”, “game”, “team”
(b) The coordinate with highest values are 204, 439, 467, corresponding to words “line”, “file”, “program”

In fact, label 1 corresponds to the “comp.windows.x” class and label 2 corresponds to the “rec.sport.baseball” class.

3. After a single pass of the perceptron algorithm, we have the confusion matrix:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7189</td>
<td>0.0104</td>
<td>0.0343</td>
<td>0.0217</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.0108</td>
<td>0.6562</td>
<td>0.0343</td>
<td>0.0272</td>
<td>0.0128</td>
<td>0.0185</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.0156</td>
<td>0.3714</td>
<td>0</td>
<td>0</td>
<td>0.0278</td>
</tr>
<tr>
<td>4</td>
<td>0.0162</td>
<td>0.0052</td>
<td>0</td>
<td>0.6902</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.0162</td>
<td>0.0312</td>
<td>0.0743</td>
<td>0.0054</td>
<td>0.8013</td>
<td>0.1204</td>
</tr>
<tr>
<td>6</td>
<td>0.0054</td>
<td>0.0104</td>
<td>0.0343</td>
<td>0</td>
<td>0.0705</td>
<td>0.4907</td>
</tr>
<tr>
<td>Don’t Know</td>
<td>0.2324</td>
<td>0.2708</td>
<td>0.4514</td>
<td>0.2554</td>
<td>0.1154</td>
<td>0.3426</td>
</tr>
</tbody>
</table>

(a) The perceptron classifier has the highest accuracy for examples that belong to class 5.
(b) The perceptron classifier has the least accuracy for examples that belong to class 3.
(c) The perceptron classifier most often mistakenly classifies an example in class 6 as 5.