CSE 160
Lecture 7

C++11 threads
C++11 memory model
Today’s lecture

• C++ threads
• The C++11 Memory model
C++11 Threads

- Via `<thread>`, C++ supports a threading interface similar to `pthreads`, though a bit more user friendly
- Async is a higher level interface suitable for certain kinds of applications
- New memory model
- Atomic template
Hello world with pthreads

#include <pthread.h> ...

void *Hello(void *arg) {
    ThreadArgs* args = (ThreadArgs*) arg;
    int TID = args->tid;
    cout << "Hello from thread " << TID << endl;
    pthread_exit(NULL); return NULL;
}

struct ThreadArgs {
    int tid;
    int _NT;
};

int main(int argc, char *argv[]) {
    pthread_t* threads = new pthread_t[NT];
    ThreadArgs* args = new ThreadArgs[NT];
    for(int t=0;t<NT;t++){
        args[t].tid = t; args[t]._NT = NT;
        assert(!pthread_create(&threads[t], NULL, Hello, &args[t]));
    }
    for(int t=0;t<NT;t++)
        assert(!pthread_join(threads[t], &val));
    pthread_exit(NULL);
}

% g++ hello.cpp -lpthread
% a.out
Hello from thread 0
Hello from thread 1
Hello from thread 2
% a.out
Hello from thread 1
Hello from thread 0
Hello from thread 2
%a.out
Hello from thread 1
Hello from thread Hello from thread 02

$PUB/Examples//Threads/Hello-Pth

PUB = /share/class/public/cse160-wi13
Hello world with <Threads>

```cpp
#include <thread>
void Hello(int TID) {
    cout << "Hello from thread " << TID << endl;
}
int main(int argc, char *argv[ ]) {
    thread *thrds = new thread[NT];

    // Spawn threads
    for(int t=0; t<NT; t++) {
        thrds[t] = thread(Hello, t);
    }

    // Join threads
    for(int t=0; t<NT; t++)
        thrds[t].join();
}
```

$ ./hello_th 3
Hello from thread 0
Hello from thread 1
Hello from thread 2
$ ./hello_th 3
Hello from thread 1
Hello from thread 0
Hello from thread 2
$ ./hello_th 4
Running with 4 threads
Hello from thread 0
Hello from thread 3
Hello from thread 2
Hello from thread 21
Summing a list of integers

- Sum a list of integers
  for $i = 0: N - 1$
  $\text{sum} = \text{sum} + x[i]$
- Partition the array $x[]$ into intervals, assign each to a unique thread
- Each thread sums a reduced problem, accumulate into a global sum
- Requires a mutex
Using mutexes

```c
void sum(int TID, int N, int NT){
    int64_t i0 = TID*(N/NT), i1   = i0 + (N/NT);
    int64_t localSum=0;
    for (int r =0; r<REPS; r++)
        for (int i=i0; i<i1; i++)
            localSum += x[i];

    mutex_sum.lock();
    global_sum += localSum;
    mutex_sum.unlock();
}

Main():
    int* x;
    mutex mutex_sum;
    int64_t global_sum;
    const int REPS = 1;
    for(int t=0; t<NT; t++){
        thrds[t] = thread(sum,t,N,NT);
    }
```

©2013  Scott B. Baden / CSE 160 / Winter 2013
Results

- ./sum 1 1000000000
  1.30 seconds
- ./sum 2 10^9
  0.79 seconds  [speedup = 1.64]
- ./sum 4 10^9
  0.69 seconds  [incremental speedup = 1.14]
- ./sum 8 10^9
  0.68 seconds  [incremental speedup = 1.01]
Other kinds of threading structures

• We may detach threads, rather than joining them
  ‣ Thread resources reclaimed when it finishes
  ‣ How do we know when threads threads finish?
• We may create elaborate threading structures, for example, divide and conquer
Creating references in thread callbacks

• The thread constructor copies each argument into local private storage, once the thread has launched

• Consider this call
  
  int t = ..., vector<int64_t>& candidates = ...
  thread(testPrimes, t, candidates, primes)

  testPrimes:
  for (i=low; i<hi; i++)
    if (isPrime (candidates[i])){
      _nPrimes++;
      primes[i] = TRUE;
    }

• If candidates is a large vector, it will be copied at great expense when each thread is launched
Creating references in thread callbacks

• The solution is to use a `ref()`
  ```
  int *primes= ..... vector<int64_t>& candidates = ... 
  thread(testPrimes, t, ref(candidates), primes)
  ```

  ```
  testPrimes:
  for (i=low;i<hi; i++)
    if (isPrime (candidates[i])){
      _nPrimes++;
      primes[i] = TRUE;
    }
  ```

• Avoids the copying overhead
• Also useful in handling `output parameters`
• Arrays need not be passed via `ref()`
Sidebar on vectors

• C++11 provides an extensible array called a vector
  
  ```cpp
  vector<int64_t> candidates;
  testPrimes:
  for (auto i=n; i>0; i--)
    candidates.push_back(atoll(*++argv));
  assert(n == candidates.size());
  ```

• Vector length automatically shrinks or grows as needed, potentially wasting space

• Range based for loops may be used to visit array elements without explicitly knowing the length
  
  ```cpp
  cout << "Candidate primes: " << endl;
  for (auto c : candidates )
    cout << c << endl;
  ```

• See en.cppreference.com/w/cpp/container/vector
  
  en.cppreference.com/w/cpp/language/range-for
Today’s lecture

• C++ threads

• The C++11 Memory model
The C++11 Memory model

• The C++11 memory model makes minimal guarantees about semantics of memory access
• Bounds the potential effects of optimizations on execution semantics and discusses techniques for programmers to control some aspects of semantics enabling use to ensure code correctness
  ‣ Compiler optimizations that move code
  ‣ Hardware scheduler that executes instructions out of order
• Guarantees made by the memory model are weaker than most programmers intuitively expect, and are also weaker than those typically provided on any given C++ implementation
Preliminaries

- Each thread runs on its own CPU
- This may or may not be the case in a specific run of a program
- The C++ memory model describes an abstract relation between threads and memory
- The model makes guarantees about properties concerning interaction between instruction sequences and variables in memory
Communication

- Special mechanisms are needed to guarantee that communication happens between threads.
- Memory writes made by one thread can become visible, but no guarantee.
- *Without explicit communication, you can’t guarantee which writes get seen by other threads, or even the order in which they get seen.*
- The C++ atomic variable (and the Java `volatile` modifier) constitutes a special mechanism to guarantee that communication happens between threads.
- When one thread writes to a *synchronization variable*, and another thread sees that write, the first thread is telling the second about all of the contents of memory up until it performed the write to that volatile variable.

Ready is a synchronization variable
In C++ we use load and store member functions

- *All the memory contents seen by T1, before it wrote to ready, must be visible to T2.*
- *After it reads the value true for ready.*

---
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Rules

• **3 rules** that mostly concern when values must be transferred between main memory and per-thread memory

• **Atomicity.** Which instructions must have indivisible effects? Only concerned with instance and static variables, including array elements, but not local variables inside methods

• **Visibility.** Under what conditions the effects of one thread are visible to another? The effects of interest are: writes to variables, as seen via reads of those variables

• **Ordering.** Under what conditions the effects of operations can appear out of order to any given thread? In particular, reads and writes associated with sequences of assignment statements.
Sequentially consistent execution

• In this program, if x=y=0 initially, it is not possible for r1=r2=0 at the end

<table>
<thead>
<tr>
<th>Thread 1</th>
<th>Thread 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>x = 1;</td>
<td>y = 1;</td>
</tr>
<tr>
<td>r1 = y;</td>
<td>r2 = x;</td>
</tr>
</tbody>
</table>

• Multithreaded execution could result in many possible *sequentially consistent* interleavings

<table>
<thead>
<tr>
<th>Execution 1</th>
<th>Execution 2</th>
<th>Execution 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>x = 1; r1 = y; y = 1; r2 = x; // r1 == 0 ∧ r2 == 1</td>
<td>y = 1; r2 = x; x = 1; r1 = y; // r1 = 1 ∧ r2 = 0</td>
<td>x = 1; y = 1; r1 = y; r2 = x; // r1 = 1 ∧ r2 == 1</td>
</tr>
</tbody>
</table>
Sequentially consistency in practice

• Too expensive to guarantee sequentially consistency all the time
  ‣ Code transformations made by the compiler
  ‣ Instruction reordering in modern processors
  ‣ Write buffers in processors
• In short, different threads perceive that memory references are reordered
Data races

- We say that a program allows a *data race* on a particular set of inputs if there is a *sequentially consistent execution*, i.e. an interleaving of operations of the individual threads, in which two conflicting operations can be executed “simultaneously” (Boehm)
- We’ll say that operations can be executed “simultaneously”, if they occur next to each other in the interleaving, and correspond to different threads
- We can guarantee sequential consistency only when the program avoids data races
- This program has a data race

<table>
<thead>
<tr>
<th>Execution 3</th>
<th>Thread 1</th>
<th>Thread 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x = 1;)</td>
<td>(x = 1;)</td>
<td>(y = 1;)</td>
</tr>
<tr>
<td>(y = 1;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(r_1 = y;)</td>
<td>(r_1 = y;)</td>
<td></td>
</tr>
<tr>
<td>(r_2 = x;)</td>
<td>(r_2 = x;)</td>
<td></td>
</tr>
<tr>
<td>(// r_1 = 1 \land r_2 = 1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
“Happens-before”

• An important fundamental concept in understanding the memory model

• Run on two separate threads, with counter = 0
  A: counter++;  
  B: prints out counter

• Even if B occurs after A, no guarantee that B will see 0

  … unless we establish happens-before relationship between these two statements

• What guarantee is made by a happens-before relationship?
  A guarantee that memory writes by one specific statement are visible to another specific statement

• Different ways of accomplishing this: synchronization, atomics, variables, thread creation and completion
Avoiding Data races

- C++ and Java provide *synchronization* variables to communicate between threads, and are intended to be accessed concurrently.
- Such concurrent accesses are not considered data races.
- Thus, sequential consistency is guaranteed so long as the only conflicting concurrent accesses are to synchronization variables.
- Any write to a synchronization variable establishes a *happens-before* relationship with subsequent reads of that same variable.
- In C++ we can guarantee that our initial example program behaves as expected if we make both `x` and `y` synchronization variables.
  - In C++ we could use *atomic* types.
  - Java: declare them *volatile*.

- Declaring a variable as a synchronization variable:
  - ensures that the variable is accessed indivisibly
  - prevents both the compiler and the hardware from reordering memory accesses in ways that are visible to the program.
Using synchronization variables to ensure sequentially consistent execution

• Consider this example where x is of type \texttt{int}, \texttt{x\_init} is of type \texttt{atomic<bool>},
• This program is free from data races
• Thread 2 is guaranteed not to progress to the second statement until the first thread has completed and set \texttt{x\_init}. There cannot be an interleaving of the steps in which the actions \(x = 42\) and \(r_1 = x\) are adjacent.
• Thus, we are guaranteed a sequentially consistent execution, which guaranteeing that \(r_1 = 42\).
• Thus implementation must ensure arrange that
  ‣ thread 1’s assignments to \(x\) and \texttt{x\_init} become visible to other threads in order
  ‣ The assignment \(r_1 = x\) operation in thread 2 cannot start until we have seen \texttt{x\_init} set.
• In practice these require the compiler to obey extra constraints and to generate special code to prevent potential hardware optimizations, such as thread 1 making the new value of \texttt{x\_init} available before that of \(x\) because it happened to be faster to access \texttt{x\_init}’s memory

<table>
<thead>
<tr>
<th>Thread 1</th>
<th>Thread 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x = 42;)</td>
<td>(\text{while} (!x_ready) {})</td>
</tr>
<tr>
<td>(x_ready = \text{true};)</td>
<td>(})</td>
</tr>
<tr>
<td></td>
<td>(r_1 = x;)</td>
</tr>
</tbody>
</table>
Visibility

- Changes to fields made by one thread are guaranteed to be visible to other threads only under the following conditions
- A writing thread releases a synchronization lock and a reading thread subsequently acquires that same
  - Releasing a lock flushes all writes from the thread’s working memory, acquiring a lock forces a (re)load of the values of accessible variables
  - While lock actions provide exclusion only for the operations performed within a synchronized block, these memory effects are defined to cover all variables used by the thread performing the action
- If a variable is declared as \textit{atomic}
  - Any value written to it is flushed and made visible by the writer thread before the writer thread performs any further memory operation.
  - Readers must reload the values of volatile fields upon each access.
- As a thread terminates, all written variables are flushed to main memory. Thus, if one thread synchronizes on the termination of another thread using \texttt{join}, then it is guaranteed to see the effects made by that thread
“Eventually can be a long time”

- The memory model guarantees that a particular update to a particular variable made by one thread will eventually be visible to another. But eventually can be an arbitrarily long time.
  - Long stretches of code in threads that use no synchronization can be hopelessly out of synch with other threads with respect to values of fields.
  - It is always wrong to write loops waiting for values written by other threads unless the fields are atomic or accessed via synchronization.
- Rules do not require visibility failures across threads, they merely allow these failures to occur.
- Not using synchronization in multithreaded code doesn't guarantee safety violations, it just allows them.
- Detectable visibility failures might not arise in practice.
- Testing for freedom from visibility-based errors impractical, since such errors might occur extremely rarely, or only on platforms you do not have access to, or only on those that have not even been built yet.
C++ Atomic types

- In terms of atomicity, visibility, and ordering, declaring a field as atomic is nearly identical in effect to accessing it within a critical section
- Declaring a field as atomic differs only in that no locking is involved
  - Includes operations such as +=, ++
  - But ordinary assignment is not performed atomically, nor read access that aren’t made via operators such as ++
  - To this end, atomic types have load( ) and store( ) operations
  - Ordering and visibility effects surround only the single access or update to the atomic variable itself
- Simple atomic variable access is more efficient than accessing variables through synchronized code, but requires care to avoid memory consistency errors