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This paper describes the system packaging of
the processor cage for the IBM eServer z900.
This server contains the world’s most complex
multichip module (MCM), with a wiring length
of 1 km and a maximum power of 1300 W on
a glass-ceramic substrate. The z900 MCM
contains 35 chips comprising the heart of
the central electronic complex (CEC) of this
server. This MCM was implemented using two
different glass-ceramic technologies: one
an MCM-D technology (using thin film and
glass-ceramic) and the other a pure MCM-C
technology (using glass-ceramic) with more
aggressive wiring ground rules. In this paper
we compare these two technologies and
describe their impact on the MCM electrical
design. Similarly, two different board
technologies for the housing of the CEC are
discussed, and the impact of their electrical
properties on the system design is described.
The high-frequency requirements of this design
due to operating frequencies of 918 MHz for
on-chip and 459 MHz for off-chip interconnects
make a comprehensive design methodology
and post-routing electrical verification
necessary. The design methodology, including

the wiring strategy needed for its success,
is described in detail in the paper.

1. Introduction
The IBM S/390* platform has seen a new revitalization
with the movement to complementary metal oxide
semiconductor (CMOS) servers which began in 1993
because of the reduced hardware costs, high integration
density, excellent reliability, and lower power of CMOS
compared to bipolar technology. Table 1 shows the
development of the S/390 CMOS servers for the last four
machine generations. From 1998 to 2000, the symmetric
multiprocessor (SMP) MIPS number tripled in two years.
This improvement in MIPS performance was achieved by
using a faster processor cycle time (due to chip technology
scaling), improved cycles per instructions (CPI), and an
increase from 12 to 20 in the number of central processor
units (CPUs) per system. The 20 CPUs allow the
implementation of a 16-way node with four service
processors for the z900 server. Table 1 also shows the
continued increase of CPU electrical power during the last
four years, which has led to the significant challenge of
cooling a 1300-W multichip module.

In order to achieve the extremely high system
performance for the z900 server, an elaborate hierarchical
system design had to be followed. The basic strategy was
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to package the zServer core chips consisting of the
processor, second-level (L2) cache, system control,
memory bus adapter, and memory storage control chips
on a single MCM (first-level package). Here, the short
interconnect lengths with well-defined electrical behavior
allowed a 1:2 cycle time ratio between the processor and
the shared L2 cache. This approach has been used in
previous S/390 server designs [1]. The 20 processors
required about 16 000 interconnections. For this number of
interconnections, the MCM technology was the only cost-
effective packaging solution for supporting the required
bus widths, which are essential for the performance of the
zSeries* SMP node. (For MCM cost/performance issues,
the reader is referred to [2], which is also valid for this
design.) This MCM technology also enabled the use of an
easily implementable and reliable refrigeration system for
the CEC chips by using a redundant cooler scheme. This
scheme achieves a low-temperature operating point for the
MCM chips at which the chip junction temperature is 0�C.
The multichip module was interconnected to the rest of
the system elements (e.g., memory and I/O) using an
advanced printed-wiring-board-based technology.

Section 2 gives a detailed overview of the logic system
structure of the z900 server. In the first system, released
in 2000, the chip set had a cycle time of 1.3 ns using
the IBM 0.18-�m technology. However, the MCM was
designed to support a CEC chip set that operates at 1.09 ns,
allowing the processor chips to be upgraded to a faster
technology in 2002. This aggressive package design
approach enables an easy upgrade at the customer’s site
by simply replacing the MCM with another MCM
containing new processor chips. It also minimized the
package development costs by using a single MCM design
for two product offerings.

A Hitachi/IBM partnership enabled us to have two
suppliers for the MCM used in the same z900 server
product. Specifically, there are two types of multichip
modules used. One, manufactured by the IBM
Microelectronics Division (MD), uses glass-ceramic
technology with a thin-film wiring plane pair. The
other MCM, which is functionally equivalent and is
manufactured by Hitachi, uses a glass-ceramic technology
with tighter ceramic ground rules and no thin-film

wiring. However, since these two designs have the same
mechanical dimensions and are functionally equivalent
while employing the same bottom side connector to the
processor planar board, they can be used interchangeably.
This is the first time that such a complex design (total
wiring length of 1000 m connecting 16000 nets, in which
80% of all connections must operate at 459 MHz) has
been implemented in two different technologies in a
completely transparent manner and in record design time.
Although many factors contributed to this achievement,
the primary ones were excellent team cooperation and an
efficient and effective design/verification system. The two
MCM technologies mentioned earlier are compared with
respect to cross section and electrical properties in Section 3.

To achieve a better granularity and cost reduction for
the mid-range system, a simpler MCM has been designed
which contains 12 processor chips (instead of 20) and
connects to the memory subsystem with two buses instead
of four. In addition, some cost reduction was achieved
through the use of an alumina material instead of a glass-
ceramic material for the MCM substrate and a reduced
number of ceramic layers. However, this cost-reduced
MCM maintained the same plug-in form factor in order
to be able to use the same connector system and CEC
board to reduce development expense.

Section 4 describes the processor subsystem and the
second-level packaging. Specifically, the MCM is plugged
into a board that contains power supplies, four memory
cards with a maximum capacity of 64 GB, two cryptographic
coprocessors, and self-timed interface (STI) bus connectors
to the I/O subsystem. The high-speed STI connections
provide a bandwidth of 24 GB/s to the I/O subsystem.

The IBM parallel processed printed wiring board
(PWB), or P3, technology has been introduced for the
z900 processor board in 2002. The building block for this
technology is a three-layer core, featuring a reference
plane sandwiched between two signal planes. This
construction allows buried vias to pass through sandwiched
reference planes for better wirability, an advantage which
could not be achieved by the standard technology [1]. The
enhanced buried-via technology provides a balanced
triplate structure that eliminates all coupling between
the x and y signal planes. Furthermore, it increases the

Table 1 Development of the zServer from 1998 to 2002.

Year (Machine) Uni
MIPS

SMP
MIPS

Processors
per MCM

Processor
power
(W)

Chip
technology

(�m)

Processor
cycle time

(ns)

Package
cycle time

(ns)

1998 (G5) 127–152 901–1069 12 31–36 0.25 2.4 –2.0 4.8 – 4.0
1999 (G6) 178 –205 1441–1644 14 25–31 0.22 1.8 –1.57 3.6 –3.14
2000 (z900) 250 2694 20 32 0.18 1.3 2.6
2002 (z900�) �250 �2694 20 38 0.18 1.09 2.18

H. HARRER ET AL. IBM J. RES. & DEV. VOL. 46 NO. 4/5 JULY/SEPTEMBER 2002

398



effective wiring density of each signal plane, as discussed
in Section 4.

The design of a high-frequency packaging structure
requires a well-controlled process for physical design,
electrical analysis, and verification. The high current
demand (630 A) of the 2002 multichip module requires a
decoupling strategy to avoid malfunctions due to power
distribution noise. The Fourier transform of this power
distribution noise has three distinct components, which
occur in the low-frequency, mid-frequency, and high-
frequency ranges. The low-frequency noise is caused by
changes in the power-supply load current and is filtered by
two decoupling capacitor cards plugged into the processor
subsystem board. The mid-frequency noise is dominated
by inductive parasitic packaging elements in the power-
supply path between the on-MCM and on-board decoupling
capacitors. It affects primarily phase-locked-loop (PLL)
circuitry, and it can be controlled by decoupling capacitors
with low inductive paths on the multichip module and
on the processor subsystem board. The high-frequency
noise is dominated by a large synchronous on-chip switching
and must be controlled by on-chip capacitors.

Approximately 80% of the nets on the MCM are source-
terminated and operate at a clock frequency of 459 MHz.
Each net has a wiring rule to define its allowable
wiring length. Short nets had to be time-delay padded
to avoid latching of a signal from the previous cycle (an
early-mode fail) due to clock skew and PLL jitter between
driver and receiver chips. The high wiring density on the
packaging components also required a carefully coupled
noise control between interconnection nets. The design
methodology, described in considerable detail for S/390
G5 servers in [1], was followed for the IBM eServer z900
design. In this paper, we present the timing and noise
results obtained by following this methodology for the
z900 system, which confirm that this system meets its
performance specifications. Section 5 gives details of the
design methodology, including the decoupling strategy for
low-, mid-, and high-frequency noise for both the first-
and second-level packaging. In addition, timing analysis
results and signal integrity results for all interconnections
across all the package levels are disclosed.

2. Logical system structure and chip technology
The major change in the zSeries system has been the
implementation of a 64-bit CEC architecture. For the
second-level cache interface to the processor chips, we
were able to continue using the same double-quadword
bus introduced in the S/390 G5 server, but now feeding 20
instead of 14 processors in the z900 server. This increase
in the number of processors allows us to achieve the
desired multiprocessor SMP performance, but it has produced
a significant increase in the number of interconnects
among the chips in the CEC.

Figure 1 shows the high-level logical structure of the
z900 system. The 20 processor chips are traditionally
arranged in a binodal structure, in which ten processors
are fully connected within an L2 cache cluster of four
chips. In addition, each node contains two memory bus
adapter (MBA) chips and one system control chip. A
binodal core structure consists of two nodes, in which
all CPUs are fully connected to the L2 cache within a
node and can operate independently of the other node.
This results in the excellent reliability, availability, and
serviceability (RAS) features which are the hallmark of all
S/390 mainframes and Enterprise zSeries servers. Only the
clock (CLK) chip, which has a small number of circuits
and uses a mature CMOS technology to minimize its
probability of failure, is singular in the CEC.

Each single-core processor is implemented on a 9.9-mm
� 17.0-mm chip in 0.18-�m technology and operating at a
cycle time of 1.3 ns in the initial Year 2000 technology,
ultimately operating at 1.09 ns in 2002. This is an 18%
cycle-time improvement over the S/390 G6 processor. A
single-core processor chip design point is chosen because
it results in a relatively small chip size (170 mm2) and
provides satisfactory manufacturing chip yield.

The processor chip is connected with a 16-byte
bidirectional bus to each L2 cache chip within each cluster
of the binodal structure. This connection achieves the
required memory bus performance, aided by an L1 cache
on the processor chip that contains 256 KB of data and
256 KB of instruction capacity. The L2 cache size of each
chip is double that of the G6. The eight 4MB L2 cache
chips provide a total of 32 MB on the MCM. The cache
chip is the largest chip in the CEC chip set, measuring
17.6 mm by 18.3 mm. The interconnection between the
two nodes in the CEC is provided through the cache
and system control chips. Specifically, every pair of
corresponding L2 cache chips on the two nodes is
connected by means of an 8-byte unidirectional store bus
and an 8-byte unidirectional fetch bus. The large data
bandwidth between processor and L2 cache is unique in
IBM systems and has been achieved by the use of the
dense glass-ceramic MCM packaging technology. It allows
the operation of the interface to the L2 cache at twice the
processor cycle time, which is crucial for the zSeries
multiprocessor performance. In comparison to using a
switch for connecting processor cards as in the Sun
Microsystems Fireplane System [3], this structure allows a
higher bandwidth and minimizes the latency between the
processor and the L2 cache chips.

Each of the four memory cards contains a memory
storage controller (MSC). The physical implementation
has one MSC connected to two L2 cache chips with 8-byte
buses to each. This bus interface is very critical for system
performance, and it is required to meet the 2:1 frequency
ratio with respect to the processor operating frequency.
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Therefore, in order to achieve the required 459-MHz
operation for this bus, a nondifferential source-
synchronous interface (called an elastic interface) has
been used in a zSeries system for the first time [4]. In a
source-synchronous interface, the clocks are transferred
together with the data, and multiple bits of data are
stored on the bus during the transfers. To initialize this
interface, state machines are implemented on the MSC
chip, the L2 cache chip, and the system control chip.
Experimental data on a test-vehicle MCM substrate have
confirmed that an on-MCM bus speed of 1 ns and an off-
MCM bus speed of 1.4 ns can be achieved [5] using this
elastic interface.

Each pair of cache chips is also connected, via an 8-byte
bidirectional bus, to an MBA chip. Since these buses are
not critical for the overall system performance, their
operating frequency was allowed to be one fourth of the
processor chip operating frequency (i.e., a gear ratio of
4:1). The MBA chips also contain the high-speed STIs [6]
to the I/O cages, running at 1 GB/s per differential pair.
The MBA chip contains six STI ports, each of which
supports 1GB/s unidirectional links in both directions.
Together with the transmitted clock signals, this requires a
bus width of 240 lines for each MBA chip, resulting in a
total I/O bandwidth of 24 GB/s. The 24 STI ports connect
to the I/O cage or to the memory bus adapters of other

Figure 1

System structure of the IBM eServer z900. The core consists of the 20 processors, the L2 cache, and the system control chips arranged 
within a binodal structure. Four buses connect 64 GB of total memory. The clock chip synchronizes the external time reference from other 
servers; it connects to the three power-supply cards for the power-on and power-off sequence. (OSC/ETR: oscillator/external timing 
reference; SMI: storage memory interface.)
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z900 servers. Here, 20 STI ports are fixed as a direct
1GB/s link, and four STI ports are configurable either as
a direct-feedthrough 1GB/s link or as four 333MB/s links
going to the I/O cage of the previous system generation.
In this case, the 333MB/s links provide the maximum
data rate per channel, but the bandwidth is limited by the
1GB/s feed. The channel separation is controlled by a bus
protocol converter chip.

The system control chip is the only I/O-limited chip in
the system. It requires a maximum number of 1666 signal
I/Os, leading to a chip size of 16.8 mm � 16.8 mm.
Compared to the last machine generation, this is an
increase in signal I/O count of 40%. This chip controls
the operation of a single cluster and must therefore be
connected to all processor and L2 cache chips in the same
node as well as to the corresponding system control chip
on the other node, which results in this extremely high
signal I/O number. In order to reduce the number of I/Os,
the closest L2 cache chips have been connected with two
drop nets (a driver connected to two receivers) still
operating at a 2:1 cycle time ratio with respect to the
processor chip.

The clock chip receives a reference clock from either of
the two oscillator cards. The reference clock is buffered
and distributed to all processor, cache, system control,
memory bus adapter, memory storage controller, and
cryptographic chips. Except for the elastic interface buses
to the memory cards, and the self-timed interfaces to the
system I/O, which are source-synchronous, the CEC
system connections are common-clock-synchronous. The
reference clock is increased on-chip by a programmable 8:1
multiplier to the ultimate processor cycle time of 1.09 ns.
The clock chip also contains the logic for reading the
internal machine status by shifting bit chains out of the
system. In this design, the external time reference (ETR)
interface was implemented on the clock chip in this design
(instead of the MBA chip, as was done in the past) in
order to achieve chip size optimization for the CEC chip
set. It synchronizes up to 32 servers, all working together

as a single system image. The clock chip also connects to
the three power supplies and provides the interface to the
system for the power-on/off sequence, which is controlled
by the service processor on the cage controller.

Two cryptographic coprocessors (one for each node)
have been connected to the processors using a 4-byte
bidirectional bus operating at five or six times the
processor cycle time via a programmable clock gear ratio.
To achieve better RAS, two processor chips have been
connected to one cryptographic coprocessor chip with
a two-drop net to provide the required redundancy at
the system level. In addition, up to 16 cryptographic
coprocessors are supported within the I/O cage.

Table 1 summarizes the chip technology. The highest
power per chip (38 W) is consumed by the processor
chips. Please note that the power values in Table 2
describe the nominal case for a central processor (CP)
cycle time of 1.09 ns. The power-supply domains are
1.7 V for the 0.18-�m CMOS processor, L2 cache, system
control, and memory storage controller chips, which have
higher performance and higher integration density, while
the slower memory bus adapter, clock, and cryptographic
coprocessor chips use a 1.95-V supply. The latter are
implemented in an older 0.22-�m CMOS technology,
leading to a significant cost reduction. It is possible to
use this lower-cost technology because the cycle time
that these chips must support is four times larger
than the corresponding processor cycle time.

3. First-level packaging of the central electronic
complex
With the z900 first-level packaging, IBM and Hitachi have
designed and manufactured the most complex multichip
modules in the world. In order to achieve the performance
requirements of the system structure, 11 000 nets out of a
total 16000 nets for the logical structure shown in Figure 1
had to be embedded in these MCMs and operated at a
cycle time of 2.18 ns. This results in a capacity bandwidth
of 5 terabits per second for the processor, L2 cache, and

Table 2 Comparison of technology for chips of the central electronic complex with a central processor speed of 1.09 ns.

No. of
chips

Technology
(�m)

VDD
(V)

Used
I/Os

Size
(mm)

Power
(W)

Processor 20 0.18 1.7 636 9.9 � 17.0 38
L2 cache 8 0.18 1.7 1607 17.6 � 18.3 32
System control 2 0.18 1.7 1666 16.8 � 16.8 34
Memory bus

adapter
4 0.22 1.95 700 11.4 � 10.6 23

Clock 1 0.22 1.95 767 12.2 � 12.2 4
Cryptographic

coprocessor
2 0.22 1.95 133 7.45 � 7.52 6

Memory storage
controller

4 0.18 1.7 755 11.0 � 11.0 14
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system control chip connections on the 127-mm � 127-mm
substrate. The other 5000 nets operated at cycle times of
4.36 ns, 5.45 ns, and 8.72 ns.

In addition to the number of nets and the operating
frequency, the total number of I/Os (signal and power
pads for a chip site on the MCM) and the electrical power
have significantly increased in the last two years, as shown
in Table 3. The MCM size of 127 mm � 127 mm has
remained unchanged throughout all of these system
generations because it provides the desired integration
density for the CEC chip set and maintains the MCM
manufacturing tooling.

The total wiring length (including the via lengths in the
MCM) doubled from 500 m to 1000 m within three years
because of the growing number of processor chips in the
binodal structure. For the z900 server, this resulted in a
total of 35 chips on the module, with a total C4 count
(number of chip I/Os) of 101 000 compared to 83 000 in
the MCM of the G6 generation. This density required a
tighter interstitial C4 footprint of 280-�m pitch (compared
to 318 �m for the MCM of the G6 generation). The thin-
film pitch was decreased from 45 �m to 33 �m to account
for the tighter C4 ground rules of the chips. In order to
meet the large wiring demand, a tighter wiring pitch of
396 �m compared to 450 �m was necessary in the
ceramic part of the substrate [1]. Even with this tight
pitch, 101 glass-ceramic layers were required to wire the
interconnects, in addition to the one plane pair (PP) of
thin-film (TF) wiring. Initially, a wirability study of
the nets was performed with an IBM proprietary tool
to estimate the number of plane pairs based on the
Manhattan lengths (shortest possible wiring between two
points) of the chip I/Os from the MCM floorplan. In the
MCM, the signal-via to power-via ratio of 1:1 has been
maintained for all chip sites to ensure a low inductive
power path and to minimize the signal via-to-via coupling.

The high bus frequency of 459 MHz for the processor-
to-cache and system control chips has been achieved by
careful chip placement and strict wiring rules for each net.
Figure 2 shows the floorplan in which the symmetry of
the binodal structure is obvious. The multichip module
contains 20 processor chips (CPs), eight L2 cache chips
(SCDs), two system control chips (SCCs), four memory

bus adapter chips (MBAs), and the clock chip (CLK).
The arrangement has been chosen to minimize the wiring
lengths within the two CP–SCD–SCC clusters. A maximum
length of 95 mm has been achieved for all of the time-
critical nets that operate at 459 MHz. Since a net consists
of three different types of wire, each having a different
electrical behavior (e.g., the on-chip wire that runs from
the driver/receiver to the C4, the thin-film wire, and
the glass-ceramic wire), an optimization procedure was
applied to achieve the shortest path delay. This procedure
also determined the C4 assignment within the boundaries
of the chip floorplanning and the assignment of the vias
from the thin film to the glass-ceramic. It is to be noted
that a complete thin-film wiring of the long nets would
have led to worse results despite the faster time-of-
flight for the thin-film material. This is because the high
resistance of long thin-film lines slows down the signal and
yields a slower voltage slew rate at the receiver input [7].

The routing challenge of the three-point connections
between the SCC and a pair of SCD chips in each cluster
operating at 459 MHz was met by using a near-end star
connection between the driver and the two receivers. This
means that the net is wired with two legs running from the
driver to the two receivers using identical lengths for the
two wiring segments. This avoided the typical pedestals
caused by reflections by maintaining a length difference
of less than 4 mm between the two legs of each net. This
net topology, combined with the short interconnection
distances of 55 mm for each wire leg, allowed us to meet
the performance requirements. The clock chip connections
were run with a frequency gear ratio of 4:1 or 8:1 with
respect to the rest of the nest chips (e.g., L2 cache, system
control chip, etc.) and were not particularly difficult to
implement.

All of the on-MCM critical interconnections met the
cycle time target of 1.8 ns, which provides the design with
an 18% safety margin at normal system operation and
guarantees that the package will not limit the system
performance under any circumstances. A strict electrical
verification of all nets has been applied, and the results
are given in Section 5.

This MCM contains a total of 367 decoupling
capacitors, each of which provides 200 nF at room

Table 3 Comparison of the 127-mm � 127-mm MCM in IBM zSeries servers from 1998 to 2002.

Machine (Year) No. of
chips

Processors
on MCM

MCM
cycle
(ns)

Power
(W)

Thin-film
layers

Thin-film
ground rule

(�m)

Ceramic
layers

Ceramic
ground rule

(�m)

MCM
wiring
(m)

G5 (1998) 29 12 4.0 800 6 45 75 450 645
G6 (1999) 31 14 3.2 900 6 45 87 450 689
z/900 (2000) 35 20 2.6 1100 6 33 101 396 997
z/900� (2002) 35 20 2.18 1300 6 33 101 396 997

H. HARRER ET AL. IBM J. RES. & DEV. VOL. 46 NO. 4/5 JULY/SEPTEMBER 2002

402



temperature. It is to be noted that this capacitance value
is reduced by 20% when the MCM is cooled such that
the chip junction temperature is 0�C. The decoupling
capacitor allocation for each power-supply domain is 275
capacitors for 1.7 V and 47 capacitors for 1.95 V. The
2.5-V voltage is used only for the analog PLL circuit,
and it has a separate filter capacitor at each chip site
[the clock chip and memory bus adapter (MBA) chip
each have two PLLs and two filter decoupling capacitors].
Five additional decoupling capacitors minimize the PLL
jitter between the chips for the 2.5-V domain.

A pin grid array (PGA) connector based on the IBM
high-density area connection (Harcon) technology was
used at the bottom of the MCM as in the previous zSeries
generation. Of the 4224 connector pins, 1735 pins are
power and ground pins. To minimize pin coupling on the
timing-critical CEC-to-memory interconnections, a signal-
pin-to-power-pin ratio of 1:1 has been used.

Special emphasis had to be placed on the design of the
differential pairs for the reference clocks and the self-
timed interface, with blank tracks maintained next to each
pair of wires in order to reduce the line-to-line coupling,
and with the maximum length difference between the
wires of each differential pair constrained to 3 mm in
order to reduce signal skew.

The cooling of these multichip modules is achieved
by two refrigeration units. Six thermistors continuously
monitor the MCM temperature. They are used to shut
down the system in case an over-temperature condition
arises. Because of the low-temperature (0�C) operation of
the z900 CEC chips on these MCMs, heating of the board
from the back side of the MCM is required to maintain
the board temperature above the dew point in the area
where the seal-ring of the MCM separates the low-
temperature environment from the rest of the processor
subsystem environment.

The IBM-fabricated MCM substrate cross section is
shown on the left side of Figure 3. It has a six-layer thin-
film structure, which is identical to that of the last server
generation, as described in [1]. The top thin-film layer
contains the C4 pads and a repair structure which enables
rerouting of defective signal lines in the substrate and
increases the MCM yield [8]. The next layer is a ground
mesh for a low inductive path of the decoupling
capacitors; it provides excellent shielding properties for
electromagnetic compatibility (EMC). These two layers
are followed by two signal layers for routing and fan-
out from an interstitial 396-�m chip footprint (280-�m
minimum distance). In the IBM MCM, 30% of the wiring
has been placed within this thin-film plane pair. The
routing is done in orthogonal channels to minimize the
line coupling. To achieve optimum shielding and a good
decoupling, a VDD 1.7-V mesh plane is placed at the
bottom of the thin-film structure to obtain a triplate-like

structure. The last layer contains the capture pads, which
connect to the glass-ceramic substrate.

The glass-ceramic substrate begins with planarization
layers, which were needed because of the large substrate
thickness of 10.2 mm. After the signal wire jogging layers
(which are fan-out layers with a very small wiring length),
there are four voltage mesh planes, which achieve an
excellent decoupling and a low inductive current path. The
2.5-V and 1.95-V mesh planes were not implemented in
the thin film because the major current (450 A) flows
on the 1.7-V domain.

The nets are wired within triplate-like structures in
which two orthogonal wiring planes are always embedded
between a ground and a VDD mesh plane. This layer
arrangement comes closest to a true triplate structure
with respect to its electrical behavior and results in an
impedance of 55 �. The shielding through the mesh
planes is acceptable for such a high-complexity design,
if a careful post-physical design verification is performed
across the full system. The reference clocks are wired

Figure 2

Floorplan of the IBM/Hitachi 20-processor MCM. The 35 chips 
are arranged symmetrically for the binodal structure. The 367 
decoupling capacitors (decaps) are placed around the chip sites. 
Each decap provides 200 nF at room temperature. Six thermistors 
are placed at the top left corner and the bottom right corner to 
monitor the temperature of the MCM.
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within a single plane pair to minimize tolerances for the
on-MCM nets. The multichip substrate contains 26 plane
pairs for routing of the signals. One plane pair has been
reserved for nets on which noise violations occurred from
the electrical verification of the physical design of this

substrate. Even if there were no bona fide noise violators,
it was observed that by rerouting a very small number of
nets (about 30), the maximum total noise was reduced
by 200 mV. This rerouting was implemented in order to
enhance the robustness of the MCM electrical design. At

Figure 3

Cross section of 20-processor MCM fabricated by (a) IBM and (b) Hitachi. The major difference is the six-layer thin-film structure on top 
of the IBM version, which includes a thin-film wiring plane pair, while the Hitachi MCM has only two layers of thin film for repair 
purposes. The planarization layers are to ensure flatness and parallelism. The jog- and via-transition layers are for via integrity. The 
redistribution layers fan out the 280-  m chip footprint on the 396- m ceramic wiring grid. The wiring in the glass-ceramic is done within 
an x and y signal plane, with the wires within the x plane running orthogonal to the wires within the y plane. A voltage or ground mesh 
plane is placed above and below an x/y plane pair to ensure the closest return current and minimize coupling between adjacent lines.
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the bottom of the MCM, a symmetric decoupling structure
of all three VDD planes and the GND mesh appears before
the jogging and planarization layers end at the pin pads of
the PGA Harcon connector.

The partnership with Hitachi allowed IBM to create
a logically and electrically equivalent design using an
alternative MCM technology without thin-film wiring. The
wiring demand of this MCM design was satisfied in the
absence of the thin film because of the superior ceramic
via pitch that was available in the Hitachi technology.

Because of the lack of thin film, the design objective for
the Hitachi MCM had to be increased from 1.8 ns to 2.0 ns
for the most critical nets. While the floorplan of the chips
is identical for the two MCM technologies, the cross
section of the Hitachi MCM shown on the right side of
Figure 3 has been slightly modified because of the absence
of thin-film power mesh planes. It shows only a two-layer
thin-film structure on the top of the C4 pads. The second
thin-film layer contains the capture pads for the glass-
ceramic substrate, in which a repair line can be wired.
Five redistribution layers in the glass-ceramic were
necessary to fan out the signals from the 396-�m
interstitial chip footprint to a regular 297-�m grid
substrate via pitch, with a constant power-to-signal via
ratio of 1:1 in the whole substrate. Special care was
invoked in the fan-out structure for the differential
reference clock and the differential STI signal wiring.

Table 4 shows some important wirability attributes
for this substrate. Please note that the average layer
utilization is lower than the 50% stated in some textbooks
[9]. This difference is attributed to the noise control
applied to the interconnections of this MCM; i.e., some
wiring channels are deliberately left vacant to minimize
line-to-line coupled noise. It is interesting to note the high
wiring utilization characteristics of the Hitachi MCM
shown in Table 4. In Section 5 it is shown that the CEC
cycle-time improvement achieved with the incorporation

of a six-layer thin-film structure that contains one wiring
plane pair is only 170 ps, or roughly 8% of the cycle time.
However, special attention had to be paid to the layout
of the redistribution layers to avoid a large amount of
wrong-way wiring (layer-to-layer overlapped wires) for
the performance-critical signals and to achieve a 1:1
power-to-signal via ratio in the substrate.

The total wiring length of the Hitachi MCM is 1004 m,
which is nearly identical to the 998 m required by the IBM
MCM. The electrical properties of these two MCMs are
compared in Table 5. While the impedance of 55 � is

Table 5 Comparison of the electrical properties of the IBM and Hitachi MCM technologies for the horizontal (XY) and vertical
(via) connections. The thin-film vias are too short to have a significant contribution and thus have been neglected.

Z0 XY
(�)

T0 XY
(ps/mm)

R_DC XY
(�/mm)

Z0 via
(�)

T0 via
(ps/mm)

R_DC via
(�/mm)

IBM 20-CPU
MCM thin film

43 7.2 0.28 — — —

IBM 20-CPU
MCM glass-ceramic

55 7.8 0.021 47 8.7 0.04

Hitachi
20/12-CPU
MCM glass-ceramic

55 8.3 0.038 45 8.7 0.04

IBM 12-CPU
MCM alumina

48 11.5 0.06 41 13.8 0.058

Table 4 Total wiring length including vias and average
utilization for the IBM and Hitachi MCMs containing 20 and
12 processor chips. The average utilization is defined as the
total length of available wiring channels divided by the length
of the wiring channels actually used.

Total length
(m)

Average utilization
(%)

IBM 20-CPU
thin film

315 38.2

IBM 20-CPU
glass-ceramic

682 34.2

IBM 20-CPU
total

997 35.4

IBM 12-CPU
thin film

237 28.7

IBM 12-CPU
alumina

195 26.1

IBM 12-CPU
total

432 27.5

Hitachi 20-CPU
glass-ceramic

1006 41.0

Hitachi 12-CPU
glass-ceramic

448 37.0
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identical for the two MCMs, the tighter wiring pitch and
the necessary adjustments in signal width, height, and
dielectric layer thickness led to a slight increase in the
time-of-flight (T0) from 7.8 ps/mm to 8.3 ps/mm for the
Hitachi MCM. Even without thin-film wiring, the tighter
ceramic pitch of this MCM (297 �m vs. 396 �m) reduced
the number of plane pairs from 26 (�1 PP of TF wiring)
to 23 (�0 PP of TF wiring).

To achieve a more cost-effective entry-level product
offering for the z900 system, a different ceramic substrate
has been designed using a lower-cost alumina ceramic with
a 396-�m line pitch and with one plane pair of thin-film
wiring. This MCM contains a similar binodal structure
(Figure 4), but with only 12 processors and four L2 cache
chips supporting only two out of the original four
available memory buses. The 12-processor MCM
supports the full I/O bandwidth via all STI ports from
the four MBA chips. Since optimization of the cost, not
performance, was the primary objective for this design,
the high-end floorplan and fixed-layer design of the
voltage/ground mesh planes were reused to minimize the
MCM design time. The use of the thin-film structure was

mandatory for the fan-out and escape of the high-end
chips in the IBM MCM technology. The alumina ceramic
and the reduction from 26 to 10 plane pairs resulted in a
significant cost reduction. Otherwise, the cross sections of
both the thin-film and ceramic structures are identical to
that of the high-end MCM implemented in glass-ceramic
material. This design supports a maximum data switching
time of 2.2 ns for all nets, with a fixed nest-to-processor-
cycle-time gear ratio of 1:2. This implies that the alumina
ceramic results in a performance impact for the nest
interconnections of 400 ps, or 18% of the nest cycle
time compared to the glass-ceramic with thin-film wiring
substrate. The total wiring length for the interconnections
embedded in this MCM was 432 m. However, the longest
nets, with a 1:2 cycle-time gear ratio, were placed on the
thin film for this design because of the lower crosstalk
noise and faster time-of-flight compared to the alumina
ceramic. Table 5 shows the utilization attributes of this
design. It should be noted that the utilization in this
alumina substrate was smaller than in the glass-ceramic.
This is the direct result of the superior noise performance
of the glass-ceramic structures compared to alumina
and our requirement to achieve designs with the same
robustness with respect to system switching noise.

The cooperation with Hitachi resulted in the design
of another mid-range MCM which utilizes glass-ceramic
material and contains only two thin-film layers for repair,
like the corresponding high-end 20-processor (20-CPU)
MCM. Because of the smaller pitch of the Hitachi ceramic
technology, thin-film wiring was not required in order to
maintain the chip-site fan-out, as was the case with the
20-processor design. In addition, the ceramic wiring plane
pairs were reduced from 23 to 12 plane pairs by rerouting
the 12-processor version. This result confirms the
functional wirability advantage of the smaller ceramic line
pitch in the Hitachi glass-ceramic technology that was also
observed in the high-end MCM designs.

4. Second-level packaging for the central
electronic complex
This section describes the physical partitioning of the
logical structure shown in Figure 1. This physical
partitioning is chosen to meet all of the zSeries system
requirements, such as performance, connectivity,
granularity, and the capacity of the system to be upgraded
and hot-plugged.1 The resulting processor subsystem is
integrated in a mechanical structure known as a CEC cage
whose backbone is a planar printed wiring board (PWB)
that contains the following components: the CEC (i.e.,
the processor MCM already described), the memory
subsystem, the cryptographic subsystem, I/O connectivity

1 “Hot-pluggability” is the ability to plug and unplug cables without shutting off
power.

Figure 4

Floorplan of the IBM/Hitachi 12-processor MCM. It contains 
only half of the L2 cache, but all four memory bus adapter chips. 
The 367 200-nF decoupling capacitors have not been changed 
from the 20-processor version. 
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ports to connect to I/O cages and other processor cages,
decoupling cards, oscillator/external time reference
(OSC/ETR) cards, the cage control (CC) structure,
the logic voltage generators (distributed converter
assemblies, or DCAs), and the cooling control system. A
short description of the functional characteristics of each
of these card designs follows.

● Memory cards
The maximum amount of main memory is 64 GB. It is
partitioned into four field-pluggable memory cards as in
previous zSeries (S/390) machine generations. Each 16GB
memory card contains 16 soldered dual inline memory
modules (DIMMs), nine storage memory interface
(SMI) control chips, store-protect memory chips, and a
memory storage control (MSC) chip. The memory card
is treated as a field-replaceable unit (FRU) and can be
replaced after power-off; i.e., it is not hot-pluggable.

● Self-timed interface (STI) I/O connectors
Each of the four MBA chips on the MCM drives six STI
interfaces, each comprising ten differential pairs (nine
data and one clock). All 24 STI interfaces are wired to
three different kinds of I/O connections. Sixteen of
these ports have a high-speed connection directly
attached on the z900 processor board. They are
designed with minimum board wiring lengths to
connectors to allow a maximum cable length of 10 m
for coupling to other zSeries processor clusters. An
additional four STI ports are placed on two decoupling
cards, while another four STI ports are wired to
dedicated I/O adapter card slots. Each I/O slot is
designed to hold either a feedthrough STI card
with a 1GB/s bus to drive a 3-m cable or a converter
card which splits the 1GB/s STI link into four ports,
each with a data rate of either 333 MB/s or 500 MB/s.
This is accomplished by using a custom-designed chip
housed on this card. All STI cables and the associated
cards are hot-pluggable.

● Oscillator/external time reference (OSC/ETR) cards
Two OSC/ETR cards are plugged into the z900
processor board. One card is always active, while the
other one is a backup. Each card provides two
functions: the clock signal generator for various
master clocks and the external time reference (ETR)
optical receiver function for the clock chip on the CEC
module. Each card contains oscillators, PLLs, drivers,
and optical receivers/drivers for fiber cables. For
enhanced system reliability, the clock chip has two
independent inputs; during the system power-on process,
the clock chip selects which OSC/ETR card becomes the
master and which one is the backup after completion of
the power-on sequence. The timing synchronization of
multiple central electronic complexes coupled together
via a sysplex is achieved by the ETR electronics on the

OSC/ETR card. This allows the use of up to 32 systems,
each one having a 16-way zSeries node, which results in
a maximum sysplex of 512 processors within a single
system image.

● Capacitor (CAP) card
Two decoupling cards located as close as possible to the
MCM and memory cards are used to satisfy the power
noise constraints at low frequencies. Because of their
high capacitance content of 211 mF (176 � 1200 �F),
these cards cannot be hot-plugged.

● Logic voltage generator/cage controller (DCA/CC) cards
Three DC–DC adapter (DCA) cards are plugged into
the z900 processor board to provide n � 1 redundant
power supplies for all logic voltages (1.7 V, 1.95 V,
2.5 V, 3.3 V, and 3.4 V standby). Two cards are required
by the electrical load, while the third one provides the
required redundancy. All three cards are hot-pluggable.
Two of the three DCAs host the cage controller (CC)
cards. The CC cards control the cage infrastructure; i.e.,
they read vital product data (VPD) and configuration
data, generate reset signals, boot/load the processor
through a high-speed interface into the CLK chip, and
run the DCAs. Each FRU contains a FRU gate array
(FGA) to control the logic on each card and a system
electrically erasable programmable read-only memory
(SEEPROM) to read any important VPD data.

Processor board description
The CEC board is the backbone of the processor
subsystem; it is shown in Figure 5 with all of the subsystem
components that it can contain. The CEC, described in
Section 3, enables the use of a passive board, which is
another consequence of the MCM technology that
leads to the cost-effectiveness of the overall processor
cage. The only active component on the back plane
is a VPD on a little cardlet to identify the cage serial
number. The z900 processor board is inseparable from the
processor cage structure, but all of the other subsystems
are field-pluggable, with some even being hot-pluggable
because of system serviceability requirements.

Since the memory and the cryptographic interface are
the most critical interfaces on the z900 processor board,
both the memory cards and the cryptographic modules are
positioned as close as possible to the processor MCM.
Two memory-card pairs are placed on either side of the
MCM, with each pair having one card located on the
front and one on the rear side of the board. For the same
reason, the two cryptographic single-chip modules (SCMs)
are located below the MCM. This has produced the board
component topology shown in Figure 5, with the MCM in
the middle of the board. This physical implementation
minimizes the average wiring length to all of the adapters
and realizes the performance requirements for all of the
interconnections in the processor cage.
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