In the first two lectures, we finished our overview of networks. Now we move bottom up through the layers, starting with the physical layer. Recall that the physical layer is the actual transmission medium for bits, usually through some form of wire. In the Hazel’s hats analogy it corresponds to the type of plane or the form of balloon used to transport mail. The Data Link layer corresponds to the specific carrier on each hop – i.e., VARIG Airlines, CASABLANCA Balloon etc.

We will roughly use 3-4 lectures for each layer.

1 What is the Physical Layer

The physical layer is a bit pipe that is used to connect one sender with possibly multiple receivers as shown in Figure 1. The bits may be lost or corrupted with some probability; thus we need mechanisms to recover from such errors at higher layers.

A familiar example of a bit pipe like this is a sender that is sending Morse Code to possibly multiple receivers (for example if the sender is signalling with a flashlight that can be seen by multiple receivers). We can divide up the issues associated with using Morse code to send bits into the following categories:

- **Fundamental Limits to Transmission**: It is easy to see that if the sender tries to signal beyond a certain rate, the receiver will get confused between symbols and be unable to decode. Essentially your brain-eye system can process signals only at a certain rate. If the sender signals faster than this rate, the receiver can be processing a signal when it receives the next one. The result is that the receiver gets confused between symbols in a phenomenon known as Inter Symbol Interference. Similarly, noise (e.g., from other reflections) can affect the decoding.
• **Technical Aspects of the Medium:** For example, the sender could use a flashlight to send bits by turning it on and off, or use a semaphore (in which case it may send multiple bits). The technical aspects of the particular medium do matter (e.g., flashlight battery lifetime, ability to see semaphores at night etc.)

• **Encoding and Decoding Information:** Encoding in Morse code consists of using a code to send characters. Unlike ASCII, it is a variable length code. However, decoding is more tricky. A long series of dashes could be interpreted as twice the number of dashes if the receiver thinks the sender is going twice as fast. In Morse code, the receiver has to know or learn how fast the sender is going in order to recover the sender bits. This is the problem of “clock recovery”; after knowing at what rate the sender is sending, the receiver can interpret the received signal and decode it. Morse code can have a simple clock recovery scheme if the receiver and sender have agreed beforehand on the rate and they both have accurate stopwatches. However, there is still the problem of starting correctly (getting in phase). The problem gets worse in high speed communications when the stopwatches of sender and receiver drift over time.

2 **Physical Layer Sublayers**

As with the Morse code example above, we divide up the problem of the physical layer into three sublayers. Each sublayer deals with an independent problem and has independent issues. This allows us to separate our concerns.

The sublayers correspond to the Morse code example above:

• **Transmission Sublayer:** The bottom sublayer describes the essential properties of the media (e.g., frequency response, bit error rate) that influence and limit transmission rates. This can be studied almost independently of the particular kind of media used.

• **Media Dependent Sublayer:** The middle sublayer describes properties of particular media — e.g., satellites, coaxial cable, fiber. The particular properties do influence protocols and are worth knowing. For example, satellites have a large propagation delay and this necessitates different protocols.

• **Coding and Decoding Layer:** The top sublayer is about how information from higher layers is encoded and decoded. Decoding once again requires the receiver to understand how fast the sender is sending and figure out when the sender starts (“getting in phase”). These problems are more severe than in the Morse Code example because of the large bit rate (say 100 Mbps) which means that a small error in timing at the receiver can cause the receiver to go out of synch. To help the receiver, the sender adds some extra bits to its input stream to help the receiver get into and stay in synch. Thus the encoded bit stream in Figure 2 may be different from the input bit stream.

Notice an important idea here. We are using layering to understand and separate the concerns within the physical layer. The physical layer need not be implemented this way but layering is a
great tool for understanding. Layers can be studied and combined independently. Thus layering is not confined to the 7-layer OSI model but can be used to understand various kinds of distributed systems. We will use sublayering again to understand the Data Link, Routing and other layers in later parts of the course.

3 Organization of Rest of Chapter

The organization of the rest of the chapter is as follows. We will study the sublayers of the physical layer roughly bottom up. We will start with the fundamental transmission sublayer which talks about the basic issues of sending signals and bits over physical channels and the limits to the maximum bit rate we can achieve. Next, we will talk about the topmost sublayer: the clock recovery sublayer and show how we encode bits to force transitions that help the receiver do clock recovery. Finally, we talk about the specific types of media (i.e., fiber, satellites, etc) and how each of them have their advantages and disadvantages.

In terms of our Hazel’s hats analogy, the transmission sublayer talks about some fundamental
laws of communication (e.g., Shannon limit) which is analogous to Newton’s laws of motion that affects all forms of vehicular transport. The media dependent sublayer is analogous to the issues in choosing between, say, a balloon, a train or a plane. Note that a balloon may be good to reach a hilly unreachable area but a plane is faster; similarly, low speed radio links may be good for unreachable areas which have no access to wires but a fiber link is faster. Finally, the encoding layer is analogous to the various methods one could use to correctly unload parcels that are placed on a given carrier.

4 Transmission Sublayer

If we look back at Figure 1 we see that the goal of the physical layer is to send a sequence of 0’s and 1’s from a sender to a receiver. Since the receiver is far away from the sender and they do not have a common memory, how can we send the bits stored in the sender’s memory to the receiver? The most common way is by sending energy (e.g., light, electricity) over a channel (e.g., fiber, cable). There are many ways to code bits using energy (e.g., we can sing high to encode a 1, sing low to encode a 0). For the next few sections we will consider the simplest coding scheme called On-off coding. Thus we code a 0 by sending no energy down the channel during a bit time; we code a 1 by sending energy down the channel. Our flashlight is an example where we send a 1 by turning light on. However we have the following

Problem: Real channels distort input energy signals. The output signal is not the same as the input signal. This leads to two immediate questions.

- **Q1**: How can we predict what a given channel will do to an input signal given some properties of the channel? We will show how to do this using a tool called *Fourier Analysis*.

- **Q2**: How does distortion affect maximum bit rate? We will show that the inherent inertia (i.e., sluggishness) of the channel affects the maximum signalling rate (Nyquist limit) and the inertia plus noise affects the maximum bit rate (Shannon limit).

These are the issues we cover in this section. Thus the rest of this section will have 4 subsections: first we talk about signals and channels, then we talk about Fourier analysis, then about the Nyquist limit and finally we finish with the Shannon limit.

4.0.1 Signals and Channels

A signal is something that carries a measurable amount of energy that varies with time. This could be a light signal, a sound signal, or an electric signal. The easiest way to draw a signal is to draw a graph of how the energy varies with time. The magnitude of the energy is called the *amplitude* and we plot it on the y-axis while time is shown on the x-axis. For electricity, we might measure amplitude in volts; for sound in decibels, for light in terms of light intensity.

It is convenient to divide signals into the following categories: a *continuous* signal is one in which the signal graph is continuous (no sudden jumps, can take on an in infinite number of continuous
values) while a **discrete signal** is one in which there are only a discrete number of values and the signal may exhibit sudden jumps. Thus a square wave is discrete while a sine wave is continuous. Typically input signals are close to discrete while output signals (after channel distortion) are continuous.

An important subclass of signals are **periodic signals**. These are signals that repeat their shape after a finite amount of time called their **period**, often denoted by $T$. The **frequency** of the periodic signal is the number of repetitions per second. If $T$ is measured in seconds $f = 1/T$. Frequency is measured in Hertz. Thus a signal that repeats itself twice a second has a frequency of two Hz. Refer to your slides for pictures of these concepts.

Real bit streams do not normally form periodic signals. Clearly a random sequence of bits will be aperiodic (or its not random!). However, if you sent 0101... you would get a periodic signal. It turns out to be convenient for the analysis, however, to rewrite the effect of each bit in terms of the sum of a number of periodic signals, the so-called sine waves (more later on Fourier Analysis).

The mathematical way to write a sine wave is $A\sin(2\pi ft + \theta)$. The value $A$ is the maximum value of the amplitude. The value of $\theta$ is the initial phase shift, while $f$ is the frequency and $t$ is time. If you haven’t played around with sine waves, do so using a calculator. However, when taking sines, remember that the angle in the formula is in radians, not in degrees. For example, suppose the frequency is 1 Hz, and $\theta$ is zero. Then at $t = 0$, the angle is 0 radians, and the value of the wave is 0. At $t = 1/4$, the value of the angle is $\pi/2$ radians, and the signal has its maximum value of $A$. At $t = 1/2$, the value is 0 again; at $t = 3/4$ it is $-A$; at $t = 1$, it is 0 again, and the signal repeats itself. If $\theta$ is say $\pi/2$, then the graph has the same shape, but it shifts to the left by $\pi/2$ radians, which we call a phase shift.

The bottom line is that we study periodic sine waves because they help us find out what happens to arbitrary input signals placed on channels. So what are channels?

A channel is a physical medium that conveys energy from a sender to a receiver (e.g., a fiber link for light, a copper wire for electricity). Of course the output signal typically distorts the input signal. So we need to understand what a given channel will do to a particular input signal using Fourier Analysis.

### 4.1 Fourier Analysis

Here is the big picture:

- If we forget about noise, most channels are “nice” to sine waves. A sine wave of frequency $f$ is always scaled by a fixed factor $s(f)$ and phase shifted by a fixed amount $p(f)$ regardless of amplitude or time.

- Thus we can completely describe a channel by plotting the values of $s(f)$ (frequency response) and $p(f)$ (phase response) for all values of frequency $f$.

- To find what happens to arbitrary signal $S$, we i) Use Fourier Analysis to rewrite $S$ as a sum of sine waves of different frequencies ii) Use frequency and phase response to see effect of each sine wave iii) Add scaled sine waves to find output signal using inverse Fourier analysis.
The fact that most real channels do not significantly distort sine waves (except for scaling and shifting) is quite a wonderful thing. This can be expressed more deeply by saying that sine waves are the eigen functions of Linear Time Invariant (LTI) systems and most real channels are close to LTI systems. However, the fact remains a miracle that the extra mathematics does not really explain. It just is a fact that is true. Like gravity.

However, this means that we can completely characterize a channel by doing an experiment where send in a large number of sine waves of different frequencies and observe the resulting scaling and shift. This can be used to plot a frequency and phase response. An example is given in Figure 3. The figure shows that the channel basically scales all frequencies between 200 and 1200 Hz by a factor of 2, and does not pass through (i.e., scales down to 0) all other frequencies.\footnote{Many speakers and other sound equipment will show similar curves to show their fidelity over a range of frequencies; bad speakers have a poor range and will tend to distort sounds of high pitch.}

\begin{figure}[h]
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\caption{Example of Phase and Frequency Response}
\end{figure}

This figure shows that the channel is a \textit{band pass} filter — i.e., it only passes through a narrow band of frequencies. The \textit{bandwidth} of the channel is the width of its pass band, in this case 1000 Hz. Most real channels have a much less clearly defined band region (instead of vertical lines delineating a band you have a curved fall off) and one has to define the band in some arbitrary way (e.g., the range of frequencies for which the scale factor is within 80 percent of the maximum scale factor).
Most real channels will not pass through frequencies beyond a certain cutoff point. So what happens if the input signal has a frequency greater than this cutoff frequency? For example, suppose the channel does not pass through frequencies greater than 1200 Hz and we send the sequence of bits 000000... at the rate of say 3000 bits per second. The bit sequence creates a periodic signal of 3000 Hz which the channel cannot pass through. The result is that the output will be significantly distorted.

In effect, most channels are sluggish (they take time to respond to sudden changes) because they turn a deaf ear to higher frequencies in the input signal. Thus lower bandwidth channels are more sluggish. This can easily be seen by Fourier Analysis.

In your slides (Pages 15-17 of the Slides on Network Futures and Physical Layer begin) we showed what happens to a square wave of frequency \( f \) as we gradually increased the channel bandwidth from \( f \) to \( 3f \) to \( 5f \). When we start at \( f \), the output is only a sine wave of frequency \( f \) that "approximates" the square wave. Instead of a rapid rise and fall, the sine wave gradually rises and falls. If we increase the bandwidth to \( 3f \), this allows the channel to pass through a \( 3f \) sine wave as well as the \( f \) sine wave. This allows the edges of the output signal to be sharper. Essentially, we are like an artist adding more and more detail with finer and finer brushes. Finally, when we increase the bandwidth to around \( 11f \), we get something that looks close to a square wave.

Why does this happen? Its because the Fourier representation of a square wave of frequency \( f \) consists of a sum of sine waves of frequencies \( f, 3f, 5f, 7f, \ldots \infty \). The amplitude of each of these components gets smaller as the frequency increases: thus the \( 3f \) component has only \( 1/3 \) the magnitude of the \( f \) component and so on. Now its easy to see why the slides are the way they are. When our channel bandwidth is only \( f \), the channel only passes the first \( f \) component, the so-called first harmonic. As the channel bandwidth increases, we pass more terms of the series and we get a closer and closer approximation. Fortunately, all terms beyond the first ten or so have negligible amplitude and so we can nearly reproduce the input without using infinite bandwidth.

Finally, what about noise? So far we have ignored noise. There are different models of noise for different channels depending on the source of noise (e.g., thermal noise, interference etc). One simple and common model is white or thermal noise. We assume the noise is uniformly distributed at all frequencies and its amplitude is normally distributed within a frequency. This is shown in Figure 4. The lack of channel bandwidth leads to sluggishness as shown in the top figure. If the noise has a maximum amplitude of \( N \), we can imagine drawing a band of \( N \) around the noise-free channel output. Now at each point in the old curve, randomly select (according to a normal distribution) a new point. Connect the resulting points to form a much more jagged curve than the original curve. This description is a gross simplification but it should give you some intuition without doing a whole course worth of communication theory.

4.2 Nyquist Limit

We saw in the last section that if we sent a signal which contains higher frequencies than the channel can pass, then the output will be distorted. Similarly, if we transmit bits at a rate that exceeds the channel bandwidth, then the output will be distorted and the receiver will not be able to recover the bits. In the next two sections, we will make this intuition more precise.
To do so, we need to start with a model of how we transmit information. Assume that we use the on-off method of coding information with a 1 represented by energy, and a 0 by no energy. Then, as we show in Figure 5 (the figure assumes that the channel has adequate bandwidth), the output signal is a sluggish form of the input signal. Now, receivers cannot physically monitor the signal at all times. Instead they sample the output signal periodically. If the receiver samples the output signal at roughly the middle of a bit period, then the receiver can decide whether the bit is a 1 or a 0 by just checking if the received energy at the sample point is above a threshold. (How the receiver figures out the points to sample is the topic of the next subsection, on clock recovery).

Suppose the channel has bandwidth $f = 1/T$ and the channel receives an input signal pulse (that represents a 1) of width $T$. This is shown in Figure 6. Then the channel response is a damped sinusoid. It begins as a sine wave that approximates the input pulse, however after the input pulse stops, the output continues to “ring” for a while as a sine wave of the same frequency except with a maximum amplitude that gradually dies away to zero.

Since the energy of the output response lasts at least $T$ seconds (after that there is some energy but it dies away exponentially), one might think that it is safe to send the next bit $T$ seconds later. Indeed that is true. However, a curious thing happens if we send the next bit $T/2$ seconds later (see Figure 6). The peaks of the second output wave coincide with the zeroes of the previous output wave. Since the receiver will be sampling the output at the peaks anyway, this means that the energy of the first wave will not interfere with the energy of the first wave even if the second bit is sent before the first bit is finished! In particular, we have shown that the sender can send at a rate of $2/T = 2f$ bits per second without causing intersymbol interference.

In class, in the Slides for networking futures (Page 21) we saw a more detailed example with 4
Figure 5: Receivers recover the bits in the input signal by sampling the output signal as close to the middle of the bit period as possible.

bits. (You really need color to make that figure make sense.)

If we try a faster rate, we soon will find intersymbol interference. In particular, the energy of the previous wave may still be around when the receiver gets around to sampling the next bit. This can cause an error if the previous bit is a 1 and the next bit is a 0. The energy left over from the 1 can cause the receiver to incorrectly decode the next 0 as a 1, causing a bit error. This phenomenon, where the energy of a previous symbol spills over into the bit time for the next symbol, is called Inter Symbol Interference (ISI).

This example motivates the Nyquist limit which says that we cannot send symbols faster than a rate of $2B$ per second (if the channel bandwidth is $B$) without causing intersymbol interference.

4.3 Shannon Limit

In the previous subsection (see Figure 6) we sent 1 bit per pulse. If we were dealing with electricity, we might have a 1 be 5V and a 0 be 0 V. However, we might be able to send pulses of various levels. For example: 0, 2, 4 and 5V. In that case each pulse may actually have 4 possible values. Thus we can send multiple bits per pulse. With 4 levels, we can send two bits per pulse: 00 could be 0V, 01 could be 2V, 10 could be 4V, and 11 could be 5V. In general if we allow $L$ levels, we can have $\log L$ bits per pulse, where the log is taken to base 2.
Thus in the future, we use the word *symbol* to denote an individual pulse of energy. We call the rate of sending pulses the *signalling rate* or the *baud rate*. The bit rate is the baud rate multiplied by the number of bits per symbol.

That immediately raises the question: can’t we transmit at as high a bit rate as we like by dividing each pulse into as many levels as we want? We can then transmit at mega-tera-gigabits. Right?

Not really. Essentially all real channels have noise that prevent a signal from being divided into too many levels. If they are, then noise could cause one level to be confused with another. In the example coding with 4 levels, if we have noise of 0.5 volt, the receiver would be in trouble if it receives a 4.5 volt signal. Is this a 10 (which has been corrupted by noise from 4 to 4.5 V) or a 11 (which has been corrupted by noise from 5 to 4.5 V)?

Figure 7 shows that if we have a maximum signal amplitude of $S$ and a maximum noise amplitude of $N$, then we cannot be safe in the worst case unless the levels are separated by at least $2N$. (This prevents confusion between a level that has moved down by $N$ due to noise and an adjacent level that has moved up by $N$ due to noise.) If we have a maximum signal strength of $S$ and we have at least $2N$ gap between levels, we can have at most $S/2N$ levels. Thus we can transmit at most $\log(S/2N)$ bits per symbol.

If we combine this with the Nyquist limit, which says we cannot send symbols at a rate faster than $2B$ per second, where $B$ is the channel bandwidth, we can guess that we cannot send faster than $2B \log(S/2N)$ bits per second.

The actual Shannon theorem is a bit different and a lot deeper than this simple analysis. This is because it applies to all forms of encoding bits (not just on-off encoding), it applies to cases where the noise is probabilistic, and it applies to cases where the Nyquist limit is violated. Shannon also showed that there was some coding scheme that could achieve this maximum channel bandwidth. This is a deep and great result.

5 Clock Recovery Sublayer

We showed how the receiver obtains bits from the sender in Figure 5. In order to do so the receiver needs to sample the output signal as close as possible to the mid bit periods (the dotted lines) because the signal reaches its highest value at these times and is less likely to be corrupted by noise. Then the receiver applies some threshold function (e.g., if a 1 is encoded by $2V$ and a 0 by $0V$, then the receiver could decide that anything above $1V$ is a 1, anything below $1V$ is a 0.) Effectively the sequence of sampling instants is called the receiver clock.

The problem of *clock recovery* is to have the receiver dynamically adjust its receiver clock in order to track (as closely as possible) the middle bit instants of the sender. Clock recovery consists of two basic tasks: getting in phase (or figuring out when to sample the first bit) and staying in phase (keep the successive sampling instants synchronized).

The second problem would be very hard if the receiver did not have any information about the clock period of the source. For example, the same signal shown in Figure 8 could be decoded in two completely different ways depending on the length of the bit/clock period. Thus we assume
that the receiver roughly knows the clock period of the sender by some \textit{a priori} arrangement (such as using similar quartz crystals in both sender and receiver).\footnote{Some modems do what is known as autobaud where the receiving modem figures out the speed of the sending modem. This works if the number of possible sender speeds is small (e.g., 9600 bps and 19,200 bps). The modem essentially tries to decode the incoming signal using both speeds. If there is some initial bit sequence the modem expects, it can decide which of the two speeds is making “sense” and use that clock rate from then on. Clearly this approach does not work for an arbitrary range of speeds and if the initial sequence is completely arbitrary.}

Thus the first problem (getting in phase) is always an issue. The second problem would not be an issue if the receiver and sender had exactly identical clocks. However, all clocks are slightly inaccurate and, over a period of time, the receiver and sender clocks will drift. Even if the sender and receiver are both installed with a 100 MHz clock, the receivers clock may tick slightly faster (say by 1 percent) than the senders, and so drift out of synchronization over long periods. Thus, over a long period, with no further correction, the receiver clock will drift arbitrarily far away from the sender clock. The result is that the receiver will sample the signal at the wrong instants. In particular if the receiver samples the signal during the start of a bit period during a transition from a 0 to 1 or vice versa, the receiver can get an arbitrary value, which can result in a bit error.

To solve the first problem, the sender generally sends a well-defined sequence of “training” bits before it sends a stream of data bits. These bits get the receiver in phase. To solve the second problem, we can either rely on the accuracy of the receiver clock (and limit the number of bits sent to a small value) or we can ensure that the data will always have \textit{transitions}. Transitions are changes in signal amplitudes (for example, a change from 0 to a 1). Transitions provide cues that help the receiver stay in sync after getting in phase, even over a long stream of consecutive bits. It may help to think of the receiver clock as a stopwatch that can be started and restarted (and even sped up and slowed down!) based on transitions.

However, real data bits do not either provide either training bits (sometimes called \textit{start bits} or a \textit{preamble}) or guarantee transitions. To solve these problems, the top sublayer in the physical sublayer is a coding sublayer that encodes the raw data bits fed to it by the Data Link Layer and codes it to add training bits and transitions.

Thus we can define the following terminology. The physical layer will be handed some sequence of bits to transmit. These bits will be coded by adding a preamble (or start bits) at the start and possibly coding the data bits to force transitions. We will call the result a \textit{frame}.

We now study two generic kinds of coding techniques: first asynchronous coding, and then several examples of so-called synchronous coding. The former uses a small frame (10-11 bits) while the latter uses larger frame sizes and a larger preamble. We study how the receiver might do clock recovery in both cases and discuss advantages and disadvantages.

### 5.1 Asynchronous Coding

In asynchronous coding, the sender physical layer is given a character of data to transmit. This data character can be 5-8 bits and may also include a parity bit. The most common example is the ASCII code in which letters of the alphabet and numbers can be encoded in 7 bits. In addition most asynchronous codes also add an additional parity bit.\footnote{We will study parity bits later; they used to detect errors.}
The actually coding consists of the following rules. First, low amplitudes are used to encode a 1, and high amplitudes are used to encode a 0 (this is the opposite of the convention we have followed so far!). We add a parity bit to each character and then “frame” the character with an extra start bit and 1-2 stop bits. The start bit is a 0 and the stop bit is a 1. Thus regardless of the value of the data character, the first bit sent is a 0 and the last bit is a 1. This is shown in Figure 9. Notice that the start bit is a high amplitude because of the peculiar way we code bits!

The times between the sending of characters can be arbitrary and hence this form of coding has been called *asynchronous*. The word synchronous refers to a process that involves a clock or some other time constraint; asynchronous implies that the time between characters is arbitrary. However, please note that the time between bits is not at all arbitrary but is controlled by the sender clock. If the time between characters is arbitrary, what happens to the line between characters? Essentially, the line amplitude is low (i.e., a 1).

Let’s see how we solve the two clock recovery problems. Recall that the last bit of a coded character is a 1 and the line reverts to a 1 level between characters. Thus since the first bit of a character is a 0, *we always guarantee a transition at the start of a new character* regardless of whether the time between characters is zero or some other arbitrary time. Thus the receiver gets into phase by watching for the low to high transition.

The second problem, that of staying in phase, is solved by a brute-force approach. We assume the receiver and sender clocks are fairly close. Since there are only 10-11 bits in a frame, even if the receiver clock drifts, the receiver sampling points cannot drift too much by the end of a frame. More precisely, suppose the receiver begins sampling at the middle of the start bit. Then, even if the receiver clock differs from the sender clock by 5 percent, over 10 bits the receiver sampling point will not drift by more than 50 percent. Thus the receiver sampling point will still stay within the corresponding sender bit period. In practice, we would want the receiver clock to be more accurate so that the last few bits are still sampled close to the middle of a bit period (and not close to the edge of a bit where unpredictable things can happen).

Figure 9 shows the ideal sampling points. Given this picture, it is easy to model the receiver bit recovery process by a piece of pseudo-code (most real UARTs and other devices tend to do this process in hardware). (This code is slightly different from the code in class because in class I followed the convention that a start bit is 1 instead of a 0). The code models the waiting of timer by calling a routine *StartTimer* and the sampling of a signal by calling *SampleSignal*.

**Receiver Code**

**Data Structures:**

C[0..10]; ARRAY, to store bits in current character

**On Transition:**

StartTimer (1/2 bit)

For (i = 0 to 10) do

   Wait (TimerExpiry);
   C[i] = SampleSignal;

StartTimer (1 bit)
End;
If (C[i] = 0) and (C[9] = C[10] = 1) then Output C[1..8]

5.2 Synchronous Coding

In asynchronous coding, the receiver gets locked in phase when the voltage goes from low to high (start bit). To make this process reliable, we need to have a fairly large idle time between characters for the receiver to get locked in phase for each character. This slows transmission and limits it to low rates (e.g., 9600 bps). Thus asynchronous coding has two overheads: there is clearly the overhead to add an extra start and stop bit for every 8 bits of data; in addition there is the extra time needed for reliable detection and starting up the receiver clock for each character. (In some sense, we need to restart the receiver stop-watch for every character.)

The so-called synchronous coding techniques attacks both these problems by using a frame size that is (typically) much larger than a character, in the order of thousands of bits. In this case, the overhead of the preamble (i.e., start bits) and postamble (i.e., stop bits) is amortized over a large number of bits and can become small. In addition, the phase information learnt from the preamble is used to clock the remaining bits in the frame as well. Thus the inter-frame time needed for reliable phase detection is again paid once for a large group of bits. The bits within a frame can now be sent at very high speeds.

However, if we make the frame size larger, we cannot use the brute force approach of relying on the bounded inaccuracy between the sender and receiver clocks to stay in phase till the end of the frame. Thus all synchronous coding techniques will also code the data bits to guarantee transitions within a frame and not just between frames as in asynchronous coding.

We note that the terminology is somewhat unfortunate. Both asynchronous and synchronous coding methods transmit data synchronously (i.e., using a fixed clock) within a frame. Both are asynchronous (i.e., there can be arbitrary intervals of time) between frames. The only difference is the size of a frame, which in asynchronous is limited to a few bits, while in synchronous it is much larger.

Types of Synchronous Coding: As in asynchronous coding, we can always represent a 1 by one voltage, and a 0 by another. This is called NRZ (non return to zero) coding. We could always prefix a frame of data by an alternating string of 1's and 0's to get a good preamble to get into phase synchronization. However, there are several problems with this coding scheme. First, a long series of 1's (or 0's) will contain no transitions and the receiver will not be able to stay in synch. Second, a long series of 1's encoded at say 1.5 V will cause an average DC value of 1.5 V. The problem with this is that we have to interface to the line by direct physical connection instead of using transformers (which only pass non-DC values), which are safer and better. NRZ is sketched in Figure 10.

A more popular scheme (used in Ethernets) is called Manchester encoding (see Figure 10). Here a 0 is encoded as -1.5 V for half a bit followed by 1.5 V for the remaining half bit. A 1 is encoded symmetrically as 1.5 V followed by -1.5V. In some sense, in Manchester we are encoding a 0 by 01 in NRZ, and a 1 by 10 in NRZ. Effectively, we are sending two coded bits for every real bit
transmitted. Thus the transmission efficiency of Manchester is poor (real bits to coded bits, 50 percent efficient).

However, the great advantage of Manchester is that it is self-clocking. This refers to the fact that every bit, regardless of its value, provides a transition that can be used to sample the bit value. For example, if we knew approximately where the half bit period was, our decoding algorithm could be: Wait for a transition at roughly the mid bit. Then start a timer for a quarter bit after that. If the value is above some threshold, it's a 0; else it's a 1. In fact, many simple Ethernet clock recovery circuits used this algorithm.

This algorithm does not really help to get into phase because a string of consecutive 1’s and a string of consecutive 0’s both produce almost identical waveforms (with transitions at every half bit) except for a phase shift. To solve the phase problems, most Manchester encoders start a frame with the preamble 010101...01. This string has transitions only at the mid bits, which allows the receiver to easily get in phase.

(Digression: The Ethernet frame format starts with a string of this sort followed by the bits 11. The reason for this is that even if the sender sends a fixed length string of 0101...01, the receiver may get in phase after an unknown number of bits and lose the first few bits. The last 11 at the end helps the receiver realize that the preamble is over and the data bits are beginning.)

Conceptually, Manchester can also be DC balanced as long as the two levels used are symmetric about 0. Its lack of transmission efficiency makes it quite unpopular at higher speeds. Higher speed physical layers (for example the 100 Mbit token rings) often use 4-5 codes, in which 4 data bits are encoded as 5 transmitted bits. This can be used to convert 4 consecutive 0’s to 5 bits with at least one 1 in them which can guarantee transitions.

Another code which we discussed in class is AMI. In AMI, a 0 is encoded as 0V, but a 1 is encoded as alternating between 1.5V and -1.5V. This guarantees DC balance but does not guarantee transitions. It also does poorer immunity to noise (lower signal to noise ratio) than, say, NRZ or Manchester. This is because, using AMI, a noise signal of amplitude 0.75V can confuse the receiver. In Manchester and NRZ, it takes double the amount of noise (1.5 V) to confuse the receiver.

Based on this discussion we can compare different types of codes based on:

- **Ability to Guarantee Transitions:** This is probably the most important factor.
- **Transmission Efficiency:** The ratio of real to transmitted bits.
- **Signal to Noise Ratio:** Given the same maximum and minimum transmission levels, the amount of noise required to render a received signal ambiguous.
- **DC Balance:** The worst-case value of the average voltage value over an arbitrary string of bits.
- **Implementation Complexity:** This is somewhat qualitative. Schemes like Manchester coding are simpler to implement than, say, 4-5 coding or AMI which require memory of the previous bits.
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4This is easy to see if you think of a 0 as being 01 in NRZ and a 1 as 10 in NRZ. Both strings become a string of alternating 1’s and 0’s in NRZ.
5.3 Broadband Coding

So far we have only talked of baseband coding which is coding using energy levels (say voltage or light). Another popular form of coding used by modems is broadband coding in which the information is modulated on a carrier wave of a certain frequency. For example, when a modem transmits over a voice line, it is easier if the transmission is based on tones that are in the frequency bandwidth of the line.

The term modulation refers to changing the properties of the carrier to convey the required information. In Frequency Shift Keying (FSK), we let a high frequency encode a 0 and (say) a low frequency encode a 1. (Colloquially this is the same as singing high to encode a 0 and low to encode a 1.) Clearly this is done to make the data “sound” like voice so it can pass over a telephone line. In Amplitude Shift Keying, we change the amplitude of the sine wave to encode a 1 or a 0. (Colloquially this is the same as singing loudly to encode a 0 and softly to encode a 1.) In phase shift keying, we change the phase of the sine wave whenever we transition from a 1 to a 0 or vice versa.\(^5\)

Even in these broadband coding schemes that are modulated on a carrier, the issues of clock recovery and Nyquist and Shannon limits still remain. (Although, all the examples we have given motivating these issues used simple on-off encoding.) For example, in FSK we still have to sample the sine wave periodically to decide its frequency at that point (or in that interval). Thus those issues are orthogonal to the type of coding used.

It is probably accurate to describe broadband coding as: analog coding of digital data and baseband coding as digital coding of digital data. In baseband coding, the source puts out a digital signal (though it becomes an analog signal after channel distortion and noise.)

5.4 Out of the Classroom, Into the Lab

We now turn to some practical issues concerning clock recovery in real communication systems. First, we consider the problem of noise. We have already seen that we need to make the signal levels coarse enough to avoid confusion due to noise when we sample the data. However, noise also complicates clock recovery. We must synchronize the receiver clock to the sender clock in the face of some possibly spurious transitions generated by noise.

Asynchronous clock recovery can be affected by noise but, for the most part, a spurious noise pulse will only cause one character to be lost and synchronization will be restored by the next character reception.\(^6\) If, however, we used our simple minded algorithm for Manchester the situation can be worse. Recall once we got into phase, we looked for the midbit transition and then sampled the signal 0.25 bit periods later.

The problem with this simple scheme is that it can get completely thrown off by noise. If we assume that the receiver clock only drifts slowly away from the sender clock (once they are in phase

---

\(^5\)When you change phase, the resulting sine wave appears to be discontinuous. For example, if you are at the peak of the sine wave and you have a phase change, you may instantaneously go to the crest of the sine wave.

\(^6\)It is, however, possible to have the receiver stay indefinitely out of synchronization with the sender if a certain sequence of characters is sent without any space. The only way to guarantee synchronization after an arbitrary amount of noise is to idle the line for a frame time, i.e., 10-12 bits
at the start of a frame) and that noise pulses are infrequent, then a better idea is to use information in transitions to gradually correct the receiver clock. In other words, we prefer to use an averaging effect. If the receiver clock is indeed behind the sender clock, then several transitions will cause the receiver clock to catch up; however, a single spurious transition caused by noise can only cause limited damage.

**Phase Locked Loops:** Most real life clock recovery circuits are based on Phase Locked Loops that embody this averaging principle. The idea is that the transitions in the received data are used to generate a clock that is compared to the actual receiver clock. If the two do not coincide, there will be a phase difference between the two clocks. This phase difference is used to speed up or slow down the receiver clock to reduce the phase difference. This is actually done using a device called a voltage controlled oscillator which produces a signal with different clock period depending on the input voltage: the measured phase difference is used to generate the input voltage.

If there is no phase difference, the receiver is said to be in phase lock with the sender, and no change is made to the receiver clock. It is called a phase locked loop because the circuit implements a feedback loop that tries to keep the receiver in phase lock. A single spurious transition will only cause the receiver clock to change speed slightly and will not significantly affect sampling times. A phase lock loop is designed to be like a flywheel with a fair amount of inertia: it takes a large number of impulses to get it moving, and hence is fairly secure against occasional noise.

**Eye Patterns:** Another useful technique used by most communication engineers in the lab is to inspect the so-called eye pattern. This allows the engineer to obtain a quick visual inspection of many aspects of transmission quality including intersymbol interference and sampling instants.

Consider an input signal consisting of a sequence of alternating 1's and 0's encoded using NRZ as shown at the top of Figure 11. The corresponding output signal (assuming sufficient bandwidth) is shown by the dotted lines. Notice that the output rises and falls more slowly than the input signal because of the channel sluggishness. Now take the same input signal shifted in phase by 1 bit time (shown in the second row of Figure 11). The output signal is the same as in the first row but once again shifted in phase by 1 bit. If we superimpose these two output signals the dotted lines form the eye pattern shown in the third row of the figure. Notice that the dotted lines form what looks like a sequence of “eyes”.

If, however, we keep reducing the channel bandwidth, the output signal will rise even more slowly to keep up with the input signal and the area enclosed within each eye will become smaller. Thus as inter-symbol interference increases, the “eye will close”. Thus the open area in eye provides the designer with a quick visual inspection of the quality of the line and the coding used. Clearly the ideal sampling instants are in the center of each eye.

In practice, the superimposition is done using an oscilloscope and the eye pattern is displayed on the screen. In practice, we do not confine ourselves to alternating 1’s and 0’s but take a short pseudorandom string of 1’s and 0’s. The eye pattern then displays the superimposition of the output signals of every possible bit shift of the pseudorandom string. This is useful because the pseudorandom string includes transitions like a number of 1’s followed by a 0. Some channels may have data dependent flaws: for instance, the channel may be slower to return to a 0 after several consecutive prior 1’s. Such data dependent flaws can easily be spotted on the eye pattern.
6 Media dependent sublayer: Types of Media

In the example of using a flashlight to send Morse code, we saw that limits to signalling speed corresponded to issues in the transmission sublayer; there were also issues having to do with clock recovery. For the flashlight example, the media dependent sublayer corresponds to issues concerning the technical aspects of the flashlight: for example, battery life, the range of the flashlight and its clarity. These issues clearly affect data communication. If the user is mobile, we prefer a large battery life; long distance communication requires flashlights with a large range.

Similarly, it is worth studying some aspects of the various kinds of media available because:

- **Media Affects Protocols**: The choice of media affects the way protocols have been designed or are evolving. We give examples below.

- **Each Type of Media has its Range of Applicability**: It is important to study and understand the pros and cons of different media in order to design a network.

Thus some minimal information about the technical aspects of media is useful not just for the communication engineers working on the physical layer but for software engineers and protocol designers working at higher layers. We now elaborate.

6.1 Media Affects Protocols

We give some examples of how media has affected (and is affecting) protocol design. Some of the details should be clearer after the review of specific media.

- **Available Bandwidth and Message Formats**: The earliest networks used existing phone lines and were limited to low bandwidth voice links. Thus earlier protocols (e.g., current Internet protocols) made valiant attempts to encode messages to save bits, and to send fewer messages. With the advent of fiber, this is becoming less of an issue and the latest Internet protocols use more spacious formats and are less worried about sending messages.

- **Broadcast LANs and use of Broadcast**: With the personal computer came the invention of the Ethernet (and other local area networks or LANs). The use of coaxial cable in Ethernet made broadcasting essentially free (many stations could listen). This was heavily utilized by protocols that work over such LANs. For example, the Internet protocols use a broadcast mechanism to find the address of an unknown station using the ARP protocol. Other LAN protocols used broadcast to distribute multiple copies of a packet for free (e.g., a distributed flight simulation.) With the advent of fiber, which is inherently point-to-point, broadcast is no longer free. Nevertheless software simulated broadcast is now considered essential and is now available on the Internet.

- **Building wiring affects Switching**: The cost of wiring is significant because of labor costs and the need for right-of-way. Most buildings are wired hierarchically with lines running from...
a wiring closet on each floor. Thus a recent trend has been to replace these wiring closets with
more active devices like bridges and routers (intelligent hubs) and possibly ATM switches.

- **Fiber to Coaxial Cable, Ethernets to rings**: As fiber allows higher transmission rates
  than coaxial cable, vendors wanted to design higher speed LANs using fiber. Because fiber is
  point-to-point (one sender and one receiver) and hard to tap, it is hard to build an Ethernet
  like LAN over fiber. Thus token rings, which consist of a number of point to point links in a
  ring topology, began to get more popular in standards like 802.5 and FDDI.

- **Twisted Pair to Fiber, Analog to Digital**: The easiest way to send bits over fiber is to
  turn light on and off, which is inherently digital. Thus as the telephone companies replaced
  more of their long haul network with fiber, they began to use baseband instead of broadband
  signalling. However, more recent advances in fiber and all-optical technology are based on
  analog transmission. This may cause further changes.

- **Infrared and wireless and low bandwidths again**: Infrared technology, while inherently
  low bandwidth and short range, is becoming popular as a cheap, wireless connection for
  laptops. The difficulty is that protocol designers can no longer assume high bandwidths
  everywhere but must assume a large dynamic range. For example, there have been recent
  efforts to find a standard for compressing the spacious IPv6 (new Internet protocol) headers
  over mobile links!

The details are interesting but not as important as the message: it is good to be aware of the
details of technology and media as they greatly influence protocols. As an analogy, architects are
trained to understand the details of types of construction material. Clearly, reinforced concrete
and similar materials made skyscrapers possible.

6.2 **Types of Media: Pros and Cons**

The most common media used for data communications are twisted pair, baseband and broadband
coaxial cable, fiber, satellite, microwave, and infrared. We will spend a paragraph discussing each

type of media, and then survey their advantages and disadvantages. More details can be found in
other texts such as Tanenbaum and Stallings.

Notice that in our Hazel’s hats analogy, similar tradeoffs (speed, distance, latency, cost) occur in
many types of transport mechanisms. We use planes for long distance and cars for short distances.
In some cases, for example, traveling in the mountains, a simple brute-force solution (!) may be to
use a donkey.

Similarly, in networking it is important never to forget the brute force solution of shipping a
storage device (e.g., magnetic tape, disk) by other transportation methods to the receiver. Tanenbaum has the beautiful example of shipping video tapes overnight by Federal Express across the
U.S. Calculations show that the data rate is as fast as the fastest network speed and cheaper than
most network transmission (except if the Internet is free for you!). One disadvantage of this scheme
is that it has a high latency (1 day) if you have a small amount of data to send, a very common

---

1 More about these devices later.
However, it is a reasonable solution to the problem of backing up the data at a site to a remote location because of its high bit rate or throughput.

Some important aspects of media are: distance or span, speed or throughput, latency, whether the media is wireless or wired, whether the media allows broadcast, the ability to eavesdrop on the media, the ease of installing the media, noise immunity, and the power required for transmission. The pros and cons of the various media are summarized in Figure 12.

Distance influences whether the medium will be used in the local area, office, or backbone networks; speed affects the protocols that can be used over the lines (the backbone networks require high speeds).

Wired media like twisted pair, coax cable, and fiber require right of way in order to install the wire, which is not easy in crowded cities and expensive even in offices and campuses. We have already seen that broadcast media like satellite and coaxial cable make possible cheap broadcast protocols. Most broadcast media have problems with security because it is hard to prevent unauthorized eavesdropping without using encryption.

Ease of installation is an important issue. Again wireless media are excellent bypass technologies in developing countries because they get around the lack of infrastructure and the need for right of way. Among wired media, fiber is light and easy to install. The old bulky Ethernet coaxial cable has since been replaced by lighter weight Thinwire Ethernet. Finally, fiber has excellent noise immunity to electrical noise and disturbances as it carries light; at the other extreme microwaves can be affected by rain, and infrared is easily absorbed by obstacles. Finally, low power radio waves and infrared are useful for wireless computing and laptops because they do not require wires or much power.

Notice that each media type has its niche. Twisted pair, baseband coax, fiber, and infrared are used in the local area and office. Broadband coaxial (e.g., television cable systems) are used in the intermediate (sometimes called metropolitan area and long distance); fiber and satellites are used in the long distance. However, these niches change as technology evolves: for example broadband coaxial cable is being replaced by fiber in the backbone networks.

6.3 Quick Description of Various Types of Media

We now give a quick description of the various kinds of media described in Figure 12. Twisted pair is the standard telephone wire and easily available in the office and the home. Coaxial cable consists of two concentric conductors in which the signal propagates as a wave. Baseband coaxial cable refers to using baseband signalling (e.g., digital signalling as in Ethernet) over coax cable. Broadband coaxial cable refers to using broadband signalling (e.g., sending some modulated high frequency signal as in Cable TV.) Baseband signalling has a smaller distance than broadband signalling; but broadband systems require amplifiers to periodically boost the signal.

Fiber: Fiber is analogous to a flashlight being turned on and off and detected by an eye. The flashlight is provided by a Light Emitting Diode (LED) or Laser that converts voltage into light;
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8 If each click to a webpage took a day to service, the web would not be very popular.
9 The labor cost for installation is typically more than the cost of the wire itself which is why it pays to install extra wires for future use.
the eye is provided by a photodiode that outputs a voltage when light arrives. Bits are sent by turning the LED or laser on and off to emit on-off pulses of light. In fiber, the Nyquist and Shannon limits are very high. The real limits occur due to chromatic and modal dispersion.

Dispersion refers to the spreading out of a narrow pulse of light when it is passed through a fiber. It is caused by a light signal splitting up into different components that take different amounts of time to reach the destination. The first form of dispersion is modal dispersion in which a light signal can be thought of as splitting into two components: one component travels straight through the fiber and the other takes a longer path, reflecting off the walls (see Figure 13).

If the difference in arrival times between the straight and longer paths is $x$ seconds, then the output pulse seen by the receiver will be at least $x$ seconds wide. This happens even if the input pulse width is much smaller than $x$ seconds. Hence, the term dispersion or spreading out. Dispersion places a limit on the bit rate: if the second bit is sent less than $x$ seconds after the first bit, then the faster component of the second bit can interfere (cause Intersymbol Interference) with the slower component of the first bit, and can lead to bit errors.

Chromatic dispersion is similar except that the light breaks up into different frequencies (i.e., colors) each of which have a different speed through the fiber and hence have different arrival times.

Thus the transmission rate is limited to one bit every $x$ seconds, where $x$ is the difference in arrival times between the fastest and slowest components of a light pulse. We can improve the transmission rate by reducing $x$. To reduce or eliminate modal dispersion, the fiber width is reduced till there the only way (or mode) for light to travel is “straight down the middle”. This is called single mode fiber as opposed to multimode fiber. Single mode fiber is often at most 1 micron in diameter and more expensive than multimode fiber. To eliminate chromatic dispersion, we use more accurate sources, like lasers, that emit light in a very small frequency range. Many high speed fiber links use lasers together with single mode fiber, despite the increased cost when compared to using LEDs and multimode fiber.

Satellites: Satellite transmission is roughly analogous to a person shouting in a valley and having others listen to the echoes. Transmitters are equipped with a transmitter (antenna) than sends high frequency waves (suitably modulated to convey the bit stream) to a satellite rotating around the earth. High frequency waves are very directional and propagate along the line of transmission. The satellite acts like a repeater in the sky and repeats the signal on its downlink. Since the satellite is fairly high above the earth, a small beam signal repeated by the satellite spreads out into a larger beam by the time it arrives at the earth. Any receivers in the “shadow” of the satellite beam can use a dish, appropriately tuned, to receive the signal.

The earliest satellites were geosynchronous: by orbiting at 36,000 km, they could rotate at the same speed as the earth. Thus at all times, the antenna could point in the same direction without the need for an expensive steerable antenna. At this radius, the satellites can only be spaced 2 degrees apart, which limits the number of geosynchronous satellites to 180.

However, there has been a flurry of recent activity involving low flying (and hence not geosynchronous) satellites. Since such satellites are visible only for a small period of time, these systems
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10Kepler's law states that the period of a satellite is proportional to $r^{1.5}$, where $r$ is the orbital radius. Satellites flying close to the earth have a period of 90 minutes. We need to go up to 36,000 km to get a period of 24 hours.
use a necklace of such satellites that cover the sky. As one satellite moves out of range, another satellite comes in view and there is a handoff procedure between the two satellites as in cellular phones. A second recent development is the use of small, low cost dishes which allows small users to afford the use of satellite technology.

The high frequency bands used allow fairly large transmission speeds. However, the need to travel a large distance in the sky makes the latency (i.e., the time for the first bit of a signal to travel from sender to receiver) large, in the order of 250 msec. This can be a serious problem for interactive applications. However, satellites score over other media, including fiber by: being wireless (and hence avoiding right of way), being broadcast (which benefits broadcast applications such as publishing or video distribution, as well as mobile nodes that stay within the satellite shadow) and by being distance independent (unlike wired transmission whose cost increases with distance.)

**Microwaves, Infrared, and RF:** Microwave, infrared, and radio frequency refer to the frequency of the waves used for transmission. Microwave transmission is similar to satellite transmission except that the microwave signals (2-40 GHz) are sent between high towers without mediation through a satellite. Towers are used so that the signal path can avoid obstacles. Microwave was used heavily in the long distance phone network because of the ability to avoid right-of-way and labor costs, especially in crowded cities.

Infrared, also high frequency, fell out of favor many years ago because, like microwave and satellite signals, it can be absorbed by obstacles. That can be an advantage in a single office, however, for a very local connection between a laptop and a server, which does not interfere with similar connections in nearby offices. Many recent laptops are coming equipped with an IR port for wireless docking. Older IR ports offered speeds of around 100 kbps, but a new standard called fast IR offers speeds of 4 Mbps.

Radio frequencies are lower frequencies than that of microwave, satellite and infrared. Lower frequency waves are omni-directional (spread out in all directions) and pass through obstacles. Recall that high frequency waves tend to be directional and absorbed by obstacles. The advantage of radio (or RF) transmission is the lack of a need for dishes (to receive the signal) and line-of-sight transmission. The last factor is especially important for wireless LANs in, say, a college campus. However, the lack of directionality and the ability to penetrate obstacles implies that radio signals at the same frequency can interfere. Thus early and current data transmission technologies that used radio (e.g., ALOHA and MACAW, see later) have to detect and resolve collisions when users transmit simultaneously.

### 6.4 Telephones

A final media topic that is worth understanding is not a media by itself but a vast system consisting of various kinds of media: the telephone network used currently to transport voice. There are two reasons a computer network/protocol designer should be interested in the telephone network. The first set of reasons are *historical*. The voice network was first designed for voice, and was then a natural candidate for long distance data transmission. Thus there are a number of strange interactions and kinks that affect data transmission which originated from the original mission to
carry voice.

The second set of reasons are futuristic. The telephone companies have a large physical investment in wires, switches and space; at the same time the voice market, at least in the U.S., cannot grow much; a major source for increased revenues will be to adapt the phone network to carry data and video. In fact, major portions of the backbone phone network use digital signalling and hardly require changes to carry data. However, the telephone companies’ plans for building worldwide data networks will necessarily evolve from the way voice networks are built today.

The first relevant aspect of telephony is that voice is circuit switched. When the digits are dialed, the local office sets up a path to the remote local office, and reserves a 4000 Hz bandwidth portion on the entire path that lasts the duration of the conversation. This is called circuit switching. It worked well because users paying for a phone call typically talk all the time, with few pauses. (By contrast, most data transmission is bursty, with peaks followed by lulls. Thus the Internet follows the post office model of communication called packet switching.)

The second relevant aspect of telephony is that the local loop from the local office to the user typically uses one circuit (two wire) for voice in both directions. The backbone (also called toll or long haul) network uses two circuits for voice in each direction in order to allow amplification over long distances.

The transition from two wire to four wire takes place at the local office through transformers. Thus some of the sent energy can leak back at the local office and some at the far end office to cause echoes. Since the far end echoes are especially annoying to users, some telephone lines use echo suppressors that sense the direction of transmission that is loudest and shut down the other direction. While this eliminates echoes, it also precludes full duplex data transmission in which both sides send data at the same time. (Note that most Internet transfers are full duplex; even if a file is sent in one direction, acks are almost always flowing in the other direction.) To allow full duplex modem operation, such modems need to transmit a pure tone that effectively shuts down the echo suppressors. An even better device used more recently is an echo cancellor that figures out the extent and timing of the echo and subtracts it from the reverse path at just the right time. The interaction between modems and echo suppressors is an example of a kink caused by voice related issues.

The third relevant aspect is that the backbone network is moving from analog transmission over coaxial cable and microwave to digital transmission over fiber. This is because: digital signals offer better noise immunity, especially when repeated several times over long distances; fiber optics, when first introduced, seemed best suited to on-off kinds of encoding which are basically digital; digital switching and processing can be done easily and cheaply with digital electronics.

Since voice is an analog signal, voice first must be converted to digital (exactly the opposite transformation in which modems convert digital signals to analog for broadband transmission!) at the points where the analog network meets the digital backbone. Since voice has frequency
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11 Note that the Internet and other data carriers have already started carrying voice and video; it is hardly surprising that voice carriers will start carrying data.

12 Amplifiers are directional devices that boost fading signals on their input to higher powered facsimiles on their output.
components only in the 0-4000Hz range, it suffices\textsuperscript{13} to sample voice 8000 times a second.

The voice signal, after sampling, becomes a set of pulses at the sampling instants. The amplitudes at these pulses are quantized into 256 levels and then the level is encoded using 8 bits. Since 8 bits are sent 8000 times a second, this requires a data rate of 64,000 bits a second. This is called pulse code modulation or PCM and the device doing the coding is often called a codec. Notice the enormous bandwidth expansion to carry voice from 4000 Hz (which can barely support 19.2 kbps modems) to 64 kbps.

64 kbps has become an international standard for digital voice. Because of this, 64 kbps is also a convenient multiple for the phone company to offer backbone data services. In fact, the early proposals for narrowband ISDN offered data channels of this speed. Many long distance telephone lines (both coax and fiber) can carry much larger bit rates. Thus it makes sense to package multiple 64 kbps voice channels on a single physical line. One standard for doing this in the U.S. is the so-called T1 hierarchy in which the lowest level offers 24 digital voice channels for an aggregate bandwidth of $24 \times 64 = 1.5444$ Mbps. T2 and T3 links offer even higher bandwidths. These magic numbers are important because they represent the most easily available long distance bandwidths that a computer network company can purchase from the phone companies.

Although the T1 hierarchy is still quite common in the U.S., Europe and Japan use different standards for packaging multiple digital voice channels. SONET is an emerging standard to interconnect these various systems so they can internetwork. SONET also allows this hierarchy to grow indefinitely beyond the T1 hierarchy as fiber speeds continue to grow. Now T1 frames can be thought of as a linear bit string with an 8 bit slot for each of 24 channels (yielding 192 bits total plus some control bits, the frame is repeated 8000 times a second). SONET frames can be best thought of as two dimension frames with columns for lines being multiplexed and pointers so that the useful information needed not start at the beginning of a column. Users buying high speed data lines can now obtain links in units of the SONET hierarchy: STS-1 (51 Mbps) STS-3 (155 M), STS-12 (622 M), etc. Notice that T1 is closest to STS-3 and that 3 STS-1s can be merged into a STS-3. Finally, whenever SONET framing is used over optical lines, these standards are correspondingly called OC-1, OC-3 etc, where the OC stands for optical carrier.

A fourth relevant aspect of telephone networks is the way digital switching is done using T1 and SONET frames. Recall that a voice call must reserve the appropriate bandwidth on all links in the path from the source local office to the destination local office. Consider a path from S to A to D, where S and D are the source and destination local offices. If S to A is a T1 line, our voice call may be assigned say the 10th slot on this T1 line. Similarly if A to D is another T1 line, when the call was set up, our voice call may be assigned say the 23rd slot on the T1 line from A to D.

The \textit{switching} problem at node A is to take all the information arriving on a slot of an incoming line and send it out on a possibly different slot of the outgoing line. Because the slots can possibly be different, this is called a Time Slot Interchange switch. This can be accomplished easily by reading all incoming frames into the switch memory. When outgoing frames are assembled, for each slot in the outgoing frame, the switch consults a table that tells the switch the location (slot

\textsuperscript{13}This is the converse of the other famous Nyquist result we studied: this one says that if we sample a band limited signal with highest frequency $f$ at a rate of $2f$, then we can recover the signal. Its easy to see why you need $2f$ if you think of sampling a simple sine wave of frequency $f$.}
number and incoming line) of the data to fill this outgoing slot. This table must be updated whenever new voice calls get set up and old calls are cancelled. However, the switching process can easily be accomplished by a processor and memory.

The reason that time slot interchange switching is relevant is that it suggest a technique for data transmission called virtual circuit switching. Virtual circuit techniques, especially in the form of ATM networks (which we will study later) are being promoted by the telephone companies because of the similarities to existing T1 switching. One of the major differences is that unlike T1 switching which reserves a slot on every line in the path (circuit switching), in virtual circuit switching there is no such fixed reservation. Thus potentially thousands of virtual circuits could use a T1 line if they are sufficiently bursty and only 24 of them can be active at a time.

A fifth relevant aspect of telephone networks is the advent of cordless and now mobile phones. The geographic region is divided into cells which are assigned a band of frequencies. Frequencies can be reused in cells that are far apart. A mobile node is logically attached to the base station of the cell that is receiving the strongest signal. On movement, old base station queries surrounding ones and finds “new boss” and does a handoff. Mobile node is given a new frequency by the new base station and told of its new boss. This is extremely relevant to mobile computing and mobile protocols. The handoff techniques and other aspects of the technology can affect mobile protocols.

In summary, the five aspects of telephony that are relevant to data communications are: circuit switching of voice, interaction between echo suppressors and modem transfer, digital telephony in the form of T1 and SONET standards, digital switching and its natural progression to virtual circuit and ATM switching; and finally, cellular phones and their relation to wireless data transfer. Some of these (e.g., modems and echo suppressors) are historical, while others (e.g., wireless, ATM) will affect the future evolution of data networks.

7 Multiplexing

Because physical wires are expensive to buy, install and maintain, it pays to use the highest speed lines possible and to then share the use of this high speed line among multiple slower speed lines. Multiplexing is just a fancy term for sharing multiple streams of data between multiple senders (say S1, S2) and multiple receivers (say R1, R2). We want to carry signals from S1 to R1 concurrently with signals from S2 to R2 without interference.

Figure 14 shows the two most common techniques. Frequency Division Multiplexing (FDM) uses different parts of the line bandwidth for the two data streams so they do not interfere. FDM was widely used in the older long haul telephone network for multiplexing many voice channels into so-called groups and supergroups before transmission on higher bandwidth coax or microwave links. Time Division Multiplexing (TDM) simply alternates among the different users such that a certain time slot is reserved for each user. We saw examples in T1 and SONET systems. Hardly surprisingly, FDM is natural for analog signals, while TDM is natural for digital signals.

In recent years, a form of FDM that has become popular in optics is to send different signals on the same fiber using different wavelength lights and to separate them out at the receiver using a prism. The major difference between wavelength division multiplexing (WDM) and standard FDM
is that WDM can be done entirely using optics without any electronics. The current bottleneck in high speed data transfer is the electronics. Thus all-optical methods of switching like WDM offer the potential for very fast, possibly Terabit speed switching.

8 Interconnection

We have already seen that the telephone network can appear to be a single physical medium to data users when it actually consists of a number of different physical media that are interconnected. For example, in the T1 and SONET discussion, we had interconnections through T1 and SONET switches. Even ordinary twisted pair and coaxial cable are often extended through the use of repeaters to allow larger distance coverage and better signal-to-noise ratio of the received signals. A repeater is a device that clocks bits coming in on one physical line and clocks them out on an outgoing line; thus repeating bits will restore the signal levels of a bit whose level is “drooping”.

Note therefore that the physical layer (and the Data Link layer) may appear to be working over a single hop (as we sketched in our introductory lectures). However, they actually may consist of a number of interconnected pieces of wire. However, the details of the interconnection must be transparent to the end users: the end users can therefore imagine that they are working over a single hop. Thus T1 switches and Ethernet repeaters are transparent to end users. We will see later that routing and transport interconnections are not transparent and the user is actually aware of the possible multiple hops in the path.

9 Review

After all this information, we stop to catch our breaths and ask what the physical layer was about. Recall that we divided the task of the physical layer (see Figure 2) into three parts: the media or transmission sublayer, the media dependent sublayer, and the coding and clock recovery sublayers.

In the Media Sublayer, we studied the use of Fourier Analysis to figure output signal behavior. We then studied the Nyquist limit which shows that signalling faster than the channel bandwidth causes Inter-Symbol Interference. Finally we studied the Shannon limit which showed that signal levels can’t be finer than noise, so we can only increase the bit rate to a certain point by increasing the number of levels.

We then studied the Coding and Clock Recovery Sublayer. We showed that clock recovery was the problem of calculating optimal receiver sampling times in the presence of clock drift and noise. We showed how to get into phase with a preamble and to correct for clock drift by using information provided by transitions in the bit stream. We saw many coding techniques to generate preambles and to force transitions, including asynchronous and synchronous codes.

We then studied the details of several kinds of media. Don’t be confused by the details but recall the two important lessons: media affects protocol design, and each media has pros and cons (see Figure 12). We also studied the telephone system, with its collection of media, and argued that some aspects of the telephone system (partly because of historical reasons and partly because of future trends) greatly influence data communications.
The sublayer model can help you break up a complex implementation into manageable parts that you can understand. As in all layered models, it also shows you that parts can be interchanged if desired as long as the interfaces are maintained. For example, Figure 15 shows a sublayered model of a typical modem transmission that uses asynchronous coding, frequency shift keying for media transmission, and telephone wire. Figure 16 shows a sublayered model of Ethernet transmission using Manchester encoding, baseband on-off voltage signalling, and coaxial cable. The sublayer model makes you realize that one could, in principle, do Manchester encoding combined with Phase shift Keying over a telephone line. This is no different conceptually from using say Appletalk to replace the Internet (IP) routing layer.

Finally, we studied the problems of multiplexing and interconnection at the physical layer. Multiplexing is a way of sharing several logical signals on a single physical line using techniques such as FDM and TDM. Interconnection is a way to combine multiple physical layer pipes to look like one logical bit pipe.

10 Conclusion

We have finished studying the details of the physical layer. As we study the Data Link and higher layers, we can simply think of the physical layer as providing a bit or symbol pipe between two nodes that can sometimes lose or corrupt bits/symbols. We next move on to studying the Data Link layer, which (we will see) provides a frame pipe between two nodes. We will see why this form of framing is necessary and why it makes possible new functions such as addressing and error detection.

Before we move on, we remark that all layers tend to solve similar abstract problems although they appear in different guises at each layer. Here is a list of some of these problems and a corresponding example in the physical layer:

- **Multiplexing and resource allocation**: Handling multiple users economically using a common set of resources (e.g., TDM, FDM at the physical layer)

- **Addressing**: Separating out traffic for multiple receivers and senders. (Null issue for the physical layer)

- **Error Control**: Techniques to deal with common errors. (At the physical layer we deal with noise and lack of bandwidth by spacing levels far apart, sending below Nyquist limit, sampling at mid bit, etc.)

- **Synchronization**: This is a generic term used to ensure that state variables in the receiver and sender are kept in some prescribed relation despite errors and uncertainty in timing. (The classic synchronization problem at the physical layer is to keep the intervals between the sender and receiver clock instants very close to each other despite clock drift and noise.)

- **Interconnection**: This is mostly unique to network systems but can be done at every layer. At the physical layer this done by repeaters that read bits in from one line and transmit them to other lines. It is also done by T1 switches that perform a form of routing function
besides being a bit repeater. It is important that each layer interconnection device only uses the information available at that layer — i.e., bits at the physical layer, frames at the Data Link Layer, packets at the routing layer.

We will see that other layers have other forms of these problems to solve. In fact, most systems solve the same problems. For example, an Operating System must multiplex and share CPU time and memory among many users; it must have techniques for addressing resources like memory, devices and disk; it must ensure consistency in the face of errors like crashes; it must ensure synchronization in the face of interrupts and other concurrent activity. This general view of systems is a somewhat profound idea. You will realize this more and more as you study more kinds of systems in fields as varied as databases and computer architecture.

In network systems another observation is that many layers solve the same problems repeatedly e.g., interconnection, multiplexing and addressing are solved at different layers in different ways. Part of this is because solutions at different layers have different tradeoffs (for example, solutions at low layers can be applicable more generally to most protocols but may be less efficient because they do not have enough information to specialize to the particular protocols running over them), but part of the problem is that each layer evolved and solved its problems independently. In fact there have been recent proposals to solve some of these problems (especially multiplexing) just once at some layer, and not have the same function repeated unnecessarily at all layers.
**NYQUIST LIMIT**

Signal frequency = \( \frac{1}{T} = f \)
Maximum Signal Rate = \( \frac{2}{T} = 2f \)

Works only if we have removed frequency components above \( f \)

Figure 6: Why one can signal at a rate of \( 2f \) and still avoid intersymbol interference. In practice, signalling at the Nyquist Limit is not possible; limits like \( f \) are more plausible.
THE SHANNON BOUND

\[
\begin{align*}
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\]

\textbf{S} = Maximum Signal Amplitude
\textbf{N} = Maximum Noise Amplitude
\log(S/2N) \text{ bits per signal}
2 B signals/sec (Nyquist)
Naive Bound = 2 B \log(S/2N)
Shannon Bound = B \log(1 + S/2N)

Figure 7: The Shannon limit shows that we cannot divide the maximum signal amplitude into too many levels without getting confused due to noise. If the noise has amplitude \(N\), and the signal levels are spaced \(2N\) apart we are safe.
Figure 8: Why the receiver and sender must have some idea of the clock period.
Evaluation Criteria

Coding Efficiency (Real Bits/Coded Bits)
Signal to Noise Ratio
DC Balance
Implementation Complexity

Figure 9: Asynchronous Coding

Figure 10: NRZ and Manchester Coding
Superpose to get eye pattern

Figure 11: By superimposing the output of many shifted versions of a bit pattern, we can obtain an eye pattern. Ideally the eye should be wide open; as intersymbol interference increases, the eye will shut.

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>Span</th>
<th>Disadv</th>
<th>Adv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twisted Pair</td>
<td>&lt; 1Mbps</td>
<td>1-2Km low speed</td>
<td>cheap, easy to install</td>
</tr>
<tr>
<td>Digital Coax</td>
<td>10-100Mbps</td>
<td>1-2km hard to tap, install</td>
<td>broadcast</td>
</tr>
<tr>
<td>Analog Coax</td>
<td>100-500Mbps</td>
<td>100km exp. analog amplifiers</td>
<td>cable companies use it now!</td>
</tr>
<tr>
<td>Satellite</td>
<td>100-500Mbps worldwide</td>
<td>prop delay antennas</td>
<td>no right-of-way</td>
</tr>
<tr>
<td>Microwave</td>
<td>10-100Mbps</td>
<td>100km fog outages</td>
<td>no right-of-way</td>
</tr>
<tr>
<td>Fiber</td>
<td>terabits</td>
<td>100km no broadcast</td>
<td>security isolation bandwidth</td>
</tr>
<tr>
<td>Infrared RF</td>
<td>&lt; 4 Mbps 115 kbps</td>
<td>3 m obstacles for infrared</td>
<td>wireless</td>
</tr>
</tbody>
</table>

Figure 12: Pros and Cons of Various Media: a summary
Figure 13: Modal dispersion in fiber

MULTIPLEXING (SHARING)

TIME DIVISION MULTIPLEXING (TDM)

FREQUENCY DIVISION MULTIPLEXING (FDM)

Figure 14: Time and Frequency Division Multiplexing
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MODEM TRANSMISSION
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Figure 15: Modem Transmission: Sublayers
Figure 16: Ethernet Transmission: Sublayers