Instructions

- For your proofs, you may use any lower bound, algorithm or data structure from the text or in class, and their correctness and analysis, but please cite the result that you use.
- Each problem is worth 10 points.
- If you do not prove that your algorithm is correct, we will assume that it is incorrect. If you do not provide an analysis of the running time, we will assume you do not know what the running time is.

Problem 1

Given an unlimited supply of coins of positive integer denominations $x_1, x_2, \ldots, x_n$, we wish to make change for a value $v$ using at most $k$ coins; that is, we wish to find a set of $\leq k$ coins whose total value is $v$. This might not be possible: for instance, if the denominations are 5 and 10 and $k = 6$, then we can make change for 55 but not for 65. Give an efficient dynamic-programming algorithm for the following problem. The input is $x_1, \ldots, x_n, k, v$, and the output is whether it is possible to make change for $v$ using $\leq k$ coins of denominations $x_1, \ldots, x_n$.

Solution

Subtasks. For any $1 \leq t \leq v$, let $C(t) = c$ where $c$ is the minimum number of coins required to create the total $t$, using the given denominations. If it is not possible for any number of coins, then $C(t) = \infty$.

Recurrence Relation. We calculate $C(t)$ based on $C(s)$ for $1 \leq s < t$. The recurrence relation is:

$$C(t) = \min_{x \in \{x_1, \ldots, x_n\}} C(t-x) + 1$$

Base Case, Final Solution, Evaluation Order. We initialize $C(0) = 0$. We also declare that $C(u) = \infty$ when $u < 0$. The final solution is just whether $C(v)$ is less than or equal to $k$. The evaluation order is to start at $t = 1$, compute $C(t)$, increment $t$ and repeat.

Correctness. We will show by induction that the subtask $C(t)$ is correctly computed for all $t$. The base case $C(0) = 0$ is true: by using 0 coins, we have a total of 0, and 0 coins is the least we could possibly use. For the inductive case, observe that for any $x \in \{x_1, \ldots, x_n\}$, given a way to produce a total $t-x$ with $c$ coins, we may produce a total $t$ using $c+1$ coins, so we know $C(t) \leq 1 + C(t-x)$. As we wish to minimize the total coins used, we care only about the minimal way to construct the value $t-x$ and our use of the previous subtask is correct. We take the minimum over all $n$ possibilities. This is exhaustive: every combination of $c+1$ coins totalling $t$ can be decomposed into a combination of $c$ coins and an extra final coin. We remark that $C(t-x) = \infty$ means $C(t-x) + 1$ is also $\infty$, and that the minimum in the recurrence relation will be infinite if and only if all $C(t-x)$ are infinite, which implies there is no valid way to create the total $t$. Thus $C(t)$ is correctly computed. Our evaluation order is also correct, as computing $C(t)$ requires only the precomputed values $C(s)$ for $s < t$.

Running Time. The running time is $O(nv)$. We can represent $C(t)$ as a fixed size array that takes $O(1)$ time to access any element. It takes $O(n)$ time to construct each $C(t)$ for any $t$. There are $O(v)$ values of $t$ to consider.
Problem 2

Suppose you are given a labelled directed acyclic graph $G = (V, E, L)$, where $L$ represents the labels on the edges. Each edge $e \in E$ has one of three possible labels – ( an open parenthesis), ) (a closed parenthesis) and 0. A path in the $G$ is said to be balanced if the sequence of labels of the edges along the path include the same number of open and closed parentheses. For example, paths with label sequences (, 0,), (, 0) and ), 0, (, 0, 0 are balanced, while a path with a label sequence (,) is not balanced.

Given $G$ and two specified nodes $s$ and $t$ in $G$, design a dynamic programming algorithm to find if there exists a balanced path between $s$ and $t$ in $G$, and output the path if it exists.

Solution

Subtasks. For any path $P$ from $u$ to $v$, we define the balance of $P$ as the difference between the number of ( labels and the number of ) labels along $P$. Thus if $P$ has balance 0 then $P$ is balanced. We also define the balance of an edge $t(v, u)$ as follows: $t(v, u) = 1$ if the label on the edge $(v, u)$ is (, $t(v, u) = -1$ if the label on the edge $(v, u)$ is ) and $t(v, u) = 0$, otherwise.

For each vertex $u \in V$, and $b \in \{-n+1, \ldots, -1, 0, 1, \ldots, n-1\}$, we define the subtask $B(u, b)$ as follows. $B(u, b) = 1$ if there exists a path between $s$ and $u$ with balance $b$ and $B(u, b) = 0$ otherwise.

Recurrence Relation. Let $P$ be a path between $s$ to $u$ of balance $b$; if $(v, u)$ is the final edge on the path, then $B(u, b) = B(v, b-t(v, u))$. We can use this property to define a recurrence relation as follows:

$$B(u, b) = \max_{w: (v, w) \in E} B(v, b-t(v, w)) \quad (1)$$

Base Case, Final Solution, Evaluation Order. The base case is $B(s, 0) = 1$, $B(s, b) = 0$ for $b \neq 0$. The final solution is $B(t, 0)$. Now to run the dynamic programming algorithm, we sort all the nodes in the DAG in topological order, and then evaluate $B(u, b)$ for $u$ in the topological order, and $b = -n+1, \ldots, n-1$.

Correctness. We show a proof of correctness by induction. First, observe that the base case is correctly calculated for $s$ and all $b$. Now we apply induction on nodes in the order in which they occur in a topological sort of the DAG, and argue that for a node $u$, $B(u, b)$ is correctly calculated for all $b$. This statement follows from the assumption that the nodes are topologically sorted – by the induction hypothesis, for all $v$ such that $(v, u) \in E$, $v$ occurs before $u$ in the topological order and thus $B(v, b-t(v, u))$ is correctly evaluated. Thus from Equation 1, $B(u, b)$ is also correctly evaluated. Thus the inductive case holds, and the correctness proof follows.

Running Time. We maintain the subtasks $B(u, b)$ in a matrix of size $n \times n$; initializing this matrix takes $O(n^2)$ time. For each node $u$, updating $B(u, b)$ for all $b$ takes $O(n \cdot \text{indeg}(u))$ time; thus the total running time is $O(mn)$. The total running time of the algorithm is thus $O(mn + n^2)$.

Problem 3

Suppose you are given a rooted binary tree $T$ in which each node $x$ has a score $s(x)$. A pruning of $T$ is a set $C$ of nodes in $T$ with the property that $C$ contains exactly one node on any root to leaf path. Thus, if a node $x$ is in $C$, no ancestor or descendant of $x$ can be in $C$.

The size of a pruning $C$ is the number of nodes in $C$, and the score of a pruning is the sum of the scores of the nodes in it. For example, the following tree has 2 prunings of size 3: $C_1 = \{a, b, c\}$ with score 8 and $C_2 = \{d, e, f\}$ with score 5, and one pruning of size 2: $C_3 = \{a, d\}$, with score 7.
Given a binary tree $T$, with root $r$, and the scores $s(x)$ for each node $x$ of $T$, design a dynamic programming algorithm to find the score of a pruning $C$ of $T$ such that (a) the size of $C$ is exactly $k$ (b) the score of $C$ is as large as possible. To get any credit, the running time of your algorithm should be polynomial in $n$ and $k$. (Hint: The exhaustive search algorithm which checks all possible prunings of size $k$ has $n^{O(k)}$ running time.)

Solution

Subtasks. We give a dynamic programming algorithm to find the largest score of a pruning of size $k$. The first step is to divide the problem into subtasks. Let $BP(v, i)$ for a vertex $v \in T$ and a positive integer $i$ be the score of the best pruning of size $i$ of the subtree rooted at $v$.

Recurrence Relation. Next, we give a recursive definition of the subtasks. Suppose $v$ is a non-leaf with two children $\ell$ and $r$. For the subtree rooted at $v$ and $i > 1$, we have the recursive relation:

$$BP(v, i) = \max_{1 \leq j < i} (BP(\ell, j) + BP(r, i - j)).$$

Base Case, Final Solution, Evaluation Order. The base case is as follows: for any vertex $v$ (leaf or non-leaf), $BP(v, 1) = s(v)$. For a leaf $u$, $BP(u, i)$ is undefined for $i > 1$; the algorithm will work if we set this to $-\infty$.

Finally, we must give the correct order of solving the subtasks. We will solve them from bottom-up (a postorder traversal of $T$), and for each vertex, proceed from $i = 1$ to $k$. The complete algorithm is as follows. Compute a postorder traversal $v_1, \ldots, v_n$ of $T$. For $i = 1 \ldots n$ and $j = 1 \ldots k$, calculate $BP(v_i, j)$ using (2) and previously-computed values. Return $BP(r, k)$, where $r$ is the root of $T$.

Correctness. Correctness proofs for dynamic programming algorithms are often quite simple, as they usually just involve using a recurrence. It should be easy to see that (2) is the correct definition by induction. For the base case, if $v$ is a root, the only pruning is the single vertex $v$. For the induction step, assuming that $BP(u, i)$ is correct for descendants of $v$, the best pruning of size 1 for a subtree rooted at $v$ is $v$ itself; otherwise it is not a pruning. If $v$ is not a root, then the best pruning of size $i$ cannot contain $v$ (otherwise it is not a pruning), so it must be the best combination of the subtrees rooted at $v$’s children, whose scores are accurately given by $BP$.

Running Time. The algorithm must compute $BP(i, j)$ for $i = 1 \ldots n$ and $j = 1 \ldots k$, or $nk$ entries. Each computation uses only previously-computed entries, but it involves taking a max over up to $k$ elements, which takes time linear in $k$. Therefore, the total running time is $O(nk^2)$.

A side note: if $n >> k$, we may not need to look at all nodes in the tree, because a pruning of size $k$ cannot involve nodes of depth $> k$ in the tree. It is therefore sufficient to run the dynamic programming on nodes up to depth $\leq k$. Since this is a binary tree, there are at most $2^k$ nodes at depth $\leq k$, and hence a
running time of \( \min(O(nk^2), O(2^k k^2)) \) is sufficient. However, for the purpose of this class, you will get full credit for an otherwise correct and complete \( O(nk^2) \) solution.