
Python Data Products
Course 3: Making Meaningful Predictions from Data

Lecture: Evaluating classifiers for ranking
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Learning objectives

In this lecture we will...

• Extend our classifier from the previous lecture in 

order to evaluate its ranking performance

• Demonstrate the precision, recall, and F1 ranking 

measures
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Code example: Precision and Recall

Let’s start where we left off in the previous lecture. 

Previously, we had computed values for the number of 

True Positives (TP), False Positives, True Negatives, 

and False Negatives:
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Code example: Precision and Recall

First, we can use these values to compute the precision 

and recall:
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Code example: Precision and Recall

And the F1-score:
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Code example: Sorting scores by confidence

Next we want to sort our predictions by confidence. 

First we obtain the confidences from the model:

Note: confidence 

scores are equivalent 

to           .
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Code example: Sorting scores by confidence

Then we sort them along with the labels:
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Code example: Sorting scores by confidence

At this point we can discard the confidences:
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Code example: Precision@K and Recall@K

Now we can compute Precision@K and Recall@K

values:
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Code example: Precision@K and Recall@K

Now we can compute Precision@K and Recall@K

values:
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Summary of concepts

• Showed how to compute the precision, recall, and F1-

score on our sentiment classification example

On your own...

• Adapt the code to compute a precision-

recall curve, i.e., plot precision@k and 

recall@k values for each value of k


